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Abstract: Internet applications require more and more resourcegigfysthe unpredictable clients
needs. Specifically, such applications must ensure quafliservice despite bursts of load. Dis-
tributed dynamic self-organized systems present an inbadaptiveness that can face unpredictable
bursts of load. Nevertheless quality of service, and moréqodarly data consistency, remains
hardly achievable in such systems since participantsifoees) can crash, leave, and join the system
at arbitrary time. The atomic consistency guarantees thatead operation returns the last written
value of a data and is generalizable to data compositionu@cegtee atomicity in message-passing
model, mutually intersecting sets (a.kgquorums3 of nodes are used. The solution presented here,
namely Square provides scalability, load-balancing, fault-toleraneed self-adaptiveness, while
ensuring atomic consistency. We specify our solution, @iibeorrect and analyse it through simu-
lations.
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Scalability, Performance Analysis.
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SQUARE: M émoire atomique de gquorums avec reconfiguration
locale pour sysémesa grande échelle

Résune : Les applications utilises via internet&cessitent de plus en plus de ressources afin de
satisfaire les besoins im@risibles des clients. De telles applications doivent @ssune certaine
qualitt de service enapit des pics de charge. Les sysies distribas dynamiques capable de s’auto-
organiser ont une capagiintringque pour supporter ces pics de charge @ngibles. Cependant,

la qualie de service et plus particatiement la cobrence des dores reste &s difficile a assurer
dans de tels sysines. En effet, les participants, ateudspeuvent rejoindre, quitter le sgshe,

et tomber en panne de facon arbitraire. La&eimce atomique assure que toute lecture renvoie la
dernire valeuécrite et la relation de composition laggerve. Afin de garantir I'atomi&tdans un
mockle & passage de message, des ensembles de nceuds s’intersattatiement (legjuorums

sont utili®s. La solution @rsenge ici, appete Square est exploitabléx grandecchelle, permet de
balancer la charge, tale les pannes et s’auto-adapte tout en assurant I'atémiditus spcifions la
solution, la prouvons correcte et la simulons pour en aealgs performances.
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1 Introduction

Internet applications suffer from unpredictable variataf load. Such applications must provide
high capacity to tolerate bursts of load implied by largdesd@ order to guarantee good quality of
service. Typically, webservices such\&&kipedia[1] suffer from their popularity and must readapt
their capacity to face growing interest. Moreover, highgtsirof load might focus on a specific
data (orobjec) in a small period of time. For instance, auctions serviaghsaseBay[2] provide
auctions where many participants can bid on an object dutsnguction lifetime. Popular objects
often experience a high burst of load during the very end eirthuctions. Finally, congestion
and workload implied by centralized services might resuliriastically increased latency and even
clients requests losses.

Large scale dynamic systems have gained a widespreadidiffusrecent years. Their major
feature is an extreme dynamism in terms of structure, corbet load. For instance, in p2p sys-
tems nodes perpetually join and leave during system'srtifetvhile in ad-hoc networks the inherent
mobility of nodes induce a change in the size and topologyhefdystem. These systems sponta-
neously organize, and desirable properties emerge froraseallaboration [5]. This has lead to a
lot of research devoted to address the issues of commuomcefficiency and load balancing in such
systems.

High dynamism dramatically impacts on data availability. [Replication of data is thus nec-
essary. Mutually intersecting sets (a.kquorum3 are a classical mean to achieve consistent data
access limiting the overall replication overhead: quoruedsice the number of copies or replicas in-
volved in reading or updating data at the same time presgewmailability. Typically, Internet-scale
applications such as-auctionor e-bookingrequire data consistency and availability: auctioneers
must be able to concurrently read and write their bids, wdliléhe bids should be accessible at any
time despite departures of single nodes.

Providing atomicity in distributed systems is a fundameptablem. It guarantees that despite
concurrent operations invoked on a data/object, evergthappens as if these operations were in-
voked in a sequential ordering preserving real-time prexee. In addition to this property, atomic-
ity (a.k.a linearizability) preservdscality [14]. A property is local if the system as a whole satisfies
this property whenever each object satisfies it. Hencelitp@mnables to design a concurrent appli-
cation in a modular way: objects can be implemented indegrthdfrom other, without requiring
any additional synchronization among them to guarantestysaf the whole application. We denote
by atomic memoryf an object the set of all nodes responsible of maintairtgydbject. Compo-
sition of multiple atomic memories is straightforward. At memory is thus a basic service that
highly facilitates construction of higher services.

Finally, because of dynamism and unpredictable burstsauf,lthe active replicas maintaining
an object value might become overloaded. For instance ifitileber of replicas diminishes and/or
the request rate of a given object increases, then the asplimy become overloaded. Moreover,
if there are too many replicas in each quorums and/or theest@ate decreases, then the operation
might be unnecessarily delayed. Addressing the resultadgtoff, between operation latency and
capacity needed to face load requires self-adaptiveneffsadaptiveness aims at either replicating
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4 E. Anceaume & V. Gramoli & A. Virgillito

the object while existing replicas gets overloaded or rangveplicas from quorums to minimize
operation latency.

1.1 Background

Dynamic Quorums Starting with Gifford [13] and Thomas [27], quorums haverbeadely used

in distributed systems for various applications [4, 17, 2®, 21]. More recently, quorums for dy-
namic systems appeared [14, 19, 12, 3, 24, 23, 11]. Herlihy ptoposes quorum modification
to cope with failures. In [19, 12, 11] quorum systems are sqbently replaced by independent
ones to cope with permanent failures. In [3, 24, 23, 26], arguorelies on a specific dynamic
structure, and quorum probes are sadthptive(they contact the quorum members successively in
a reactive manner). [3] proposes quorums that interseabt lvigth probability using a dynamic De
Bruijn communication graph, [24] proposes a planar ovewagre a node communicates with its
closest neighbor in the plane to probe a quorum, and [23]qe®pa dynamic tree-structure where
And/Or primitives are used to determine quorum participavtien descending into the tree. In [26],
the authors briefly describe strategies for the design ofirdithensional quorum systems for read-
few/write-many replica control protocols. They combinedbinformation in order to deal with
nodes dynamism and quorum sets caching in order to reducetess latency.

Atomic Memory Emulation of shared memory in message-passing systemaragolia [7]. Since
then, [19, 12, 11] have implemented atomicity in dynamideys. These approaches provide quo-
rum reconfiguration mechanisms to cope with permanent @sargwitching from one predefined
quorum configuration [12] to another or deciding upon newfigamations using a quorum-based
consensus [11]. These papers have a common design seedrdip@ge quorum system replace-
ment, thus replacing the whole quorums participants byrethkhis global change requires message
exchanges among all participants of previous and new caafigas.

1.2 Contributions

This paper presents@calable Quorum-based Atomic memory with local Reconfiguranamely
SQUARE. Squareis an on-demand memory ensurifjgatomic consistencyij) fault-tolerance,
iii) scalability,iv) self-adaptiveness, an load-balancing.

To provide a distributed atomic memo§guarereplicates each atomic object at distant nodes,
calledreplicas organized into mutually intersecting sets, calipsbrums To cope with nodes fail-
ures, the replicas of an object are organized in a logicall@ayeepresented as a torus grid similar
to the two-dimensional coordinate space of CAN [25]. Thid g8 divided into rectangle sub-zones
where each replica is responsible of one sub-zone. Zonsialivoccurs when replicas are added
to the memory while zone merge happens after failures oekeaReplicas responsible of zones of
the same row or column form a quorum—similar quorums have peeved optimal [8, 21]. For
scalability purpose, an overlay size is far lower than thetesy size and communication is restricted
to replicas responsible of two abutting sub-zones. To piegood quality of service, the overlay
self-adapts to the varying load implied by numerous cliemtsen the overlay gets overloaded an
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active replication is triggered to diminish the global loatile a low load results in reducing the
overlay size thus minimizing operation latency. Finaltybalance the load, if a part of the overlay
gets overloaded, then the additional load is spread amasddaded replicas.

The idea at the core @&quarehas already been published in [6]. In that work some informal
building blocks for a p2p architecture supporting a seltgmaic memory called Sam are presented;
Squareproposes a specification of these building blocks and soruabie improvements for dy-
namic systems. Consequently, the contributionSepfiareare twofold:i) it specifies and simulates
an algorithm supporting good properties already suggest&am andi) proposes substantial im-
provements to the seminal idéaquaremproves on the seminal idea Byspeeding up the operation
executionsii) providing atomic lock-free operationigi) specifying the resulting algorithny) prov-
ing its safety and liveness, am experimenting its behavior in a simulated large-scale dynoa
system.

We proveSquarecorrectness, that is, we show that read/write operatioataraic despite asyn-
chronism, replica dynamism and replica failures. Furtheramwe show that under some reasonable
assumptions, liveness is guaranteed. Finally, we showifir@xtensive simulations, performed
through a prototype implementation fuare that scalability, fault-tolerance, load-balancing, and
self-adaptiveness are achieved under various accesstegagbemes.

Road Map The paper is organized as follows. The system context andrtitdem of the study
are presented in Section 2. The formal descriptioBaiareappears in Section 4. Section 5 presents
proofs of safety and liveness of our algorithm. Section Gahtihve properties dbquareby extensive
simulations. In Section 7, we conclude and present somesfodisearch topics. The Appendix intro-
duces a detailed specification using the Timed Input/Oulpidmaton language [20] and presents
a detailed correctness proof.

2 Context and Problem

Here we present the context of the paper and the problem tilgfiniThe system consists of a set
of nodes, each uniquely identified. The system is dynamides@an fail and join at arbitrary time
while the communication links remain reliable.

2.1 Clients

We consider a set of clients accessing a pool of shared datngult or modify their content. In
the following we use the terminologybjectfor data,read for consult andwrite for modify. These
clients can access these objects infinitely often, and coewtly. However during a finite period of
time, the level of concurrency is finite. This model is ofteferenced in the literature as timdinite
arrival process with finite concurrenayodel [22]. Each client is uniquely identified and does not
necessarily know other clients. Clients can crash at ang tlaring the execution of a read or write
operation it has invoked on an object.
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6 E. Anceaume & V. Gramoli & A. Virgillito

2.2 Atomic Objects

Each object can be accessed through read or write operakiom® a client point of view, these are
the only two operations that can be invoked on the objecthBacessed object &omicas defined

by Lynch in Lemma 13.16 of [20]. Lelf be a sequence of complete invocation and response events
of read and write operations, ardbe an irreflexive partial ordering of all the operationddn Let

op1 andop, be two operations if{. Then

1. for any operation, there are only finitely many operatioreseding it (induced by second and
fourth points);

2. if the response event for operatiopy, precedes the invocation event fgr,, then it cannot be
the case thatp, < opq;

3. if opy is a write andbp, any operation then eithep, < op; or op; < ops, and

4. the value returned by each read operation is the valugewiity the last write that precedes
this read according tex. (This value is an initial value, if there is no such write. Asic
assumption is that objects have an initial value, so thafitbieread operation returns a valid
value.)

This makes atomicity a very important property since despdncurrent accesses on an object,
everything happens as if these operations were invokedceséglly. Another important property of
atomicity is locality. A property idocal if the system as a whole satisfies this property whenever
each object satisfies it [15]. Locality is very importantfrdboth a theoretical and a practical point of
view. Indeed, this property allows to design a concurreptiegtion in a modular way: every object
can be implemented independently from the others, withemutiring any additional synchronization
among them to guarantee the whole correctness of the atpiptica

2.3 Atomic Memory

Atomic object defines an atomic memory abstraction. In thaskwwe consider that these atomic
objects are handled by nodes, or servers, that may join,ea lthe system infinitely often. We
assume that each time a server joins, it joins with a new ityent

To face the dynamism of the environment, our atomic memaop@ses two fundamental prop-
erties. First we providself-healing Self-healing is the ability of the memory to preserve tesice
and availability of its objects without any external helpa&ically, this is achieved by dynamically
implementing each single object on several servers, andgigcing failed or left ones by new ones.
In the following we use the terminologgplicato design the set of servers that implement a single
object. The second significant property of our atomic men®sgelf-adaptive Self-adaptiveness
enables the atomic memory to face the unpredictability efhvironment by dynamically adapting
the number of replicas to the load: the number of replicaptearily increases during peaks of high
concurrency.

The load of the memory is defined regarding to the load of e#dts oeplica as follows: Let
L;(t) be the number of operations that a replica has to executenat:ti £;(t) is referred in the
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following as the local load of replicaat timet. LetB:, ,, andB3¢ .. be two application dependent
parameters which define respectively a lower and upper bofirtde load replicai can afford.
Replicai € I is overloaded(resp. underloadedliff £;(t) > B .. (resp. L;(t) < B¢ ). From
this definition, self-adjustment guarantees that at ang tilme load at any replicé;(¢) is such that
Bvinin < ’Cl(t) < BZTL(LI'

Finally, by the locality property of atomic consistency, it the description ofSquareto a
single object. Implementation of multiple objects beingritical.

3 Dynamic Horizontal/Vertical Quorum

The behavior of our atomic memoBquareis emulated through a dynamic quorum system sampled
from a dynamic but deterministic traversal. A quorum systera set of subsets of replicas, such
that every pair of subsets intersect. In the remaining werdegested in two types of quorums:
horizontal and vertical ones, such that any quorum of one symply intersects any quorum of the
other type. In a dynamic setting, changes in the quorum systeur over time in an unpredictable
way.

Before formally defining dynamic quorums, we briefly deseribe organization of the replicas
in Square Replicas share a same logical overlay organized in a topadgy (as for example CAN
[25]). Basically, a 2-dimensional coordinate spditel) x [0,1) is shared by all the replicas of an
object. A replica is responsible of a zone. The entrance a&pérture of a replica dynamically
changes the decomposition of the zones. These zones aaagked (union of rectangles) in the
plane. Replicas of adjacent zones are called neighborgiovbrlay and are linked by virtual links.
The overlay has a torus topology in the sense that the zoreeglow left and right (resp. upper and
lower) borders are neighbors of each other. Initially, ome replica is responsible for the whole
space. The bootstrapping process pushes a finite, bountefl replicas in the network. These
replicas are added to the overlay using well-known strage{f5, 24] which consist in specifying
randomly chosen points in the logical overlay, and the zanghiich each new replica falls is split
in two. Half the zone is left to the replica owner of the zoned ¢he other half is assigned to the
new replica. When a replica leaves the memory (either volilytar because it crashes), its zone
is dynamically taken over to ensure that the whole spaceviered by rectangle zones, and each
zone belongs to only one replica. Because of horizontal dice division, zones are rectangles
in the plane and we refer to a zone as the product of two inena, = [z.xmin, z.xmaz) and
I7, = [z.ymin, z.ymax).

Intuitively, we define dynamic quorum sets as dynamic tikegs, that is sets of replicas whose
zones are pairwise independent and totally cover the afasaisd ordinate of the coordinate space
shared by the replicas. For each real constaat|0, 1), the horizontal tiling set);, . is made of
all the replicas whose ordinate is greater than or equabttd their ordinate is less than or equal to
c. Similarly, the vertical tiling se@), . is made of all the replicas whose abscissa is greater than or
equal toc and their abscissa is less than or equal. to

Definition 3.1 (Dynamic Quorum) Letc be a real constantwith <c < 1.
e The horizontal quorun®;, . is defined as the set of replicas satisfyiflgymaz > ¢ >

r.ymin}.
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8 E. Anceaume & V. Gramoli & A. Virgillito

e The vertical quorun®), . is defined as the set of replicas satisfyinge I | r.amaz > ¢ >
r.axmin}.

We define by, and 9, the set of horizontal and vertical quorums in the overlay.

Clearly, the composition of a tiling set changes over time tlureplicas joins and departures,
and for each real constante [0, 1), the horizontal tiling se€);, . and the vertical tiling se), . is
defined.

Theorem 3.2 For any horizontal quorung);, . and any vertical quorurg,, .-, the intersection prop-
erty hOIds:Qh,c N Q’U,C' 7é @

Proof: follows from the fact that it exists a node resporesfok point(¢’, ¢) in the space.

Next, we define an ordering relation on horizontal and vaktignamic quorums to characterize a
sequence of quorums. By definition of dynamic quorums, desitignamic quorum may correspond
to different values of. On the other hand, given a single valuehis completely characterizes a
single dynamic quorum, i.e., two dynamic quorums cannog¢xiet “at the same time”. Thus to
define the notion of sequence of quorums, we introduce thet™melationship between quorums.
Informally, a horizontal (resp. vertical) quoru@is the next of another horizontal (resp. vertical)
quorum(’, if one of Q zones has an ordinate (resp. abscissa) greater than gjyzohes.

Definition 3.3 (Dynamic Quorum Relation) Letlarger be a total ordering on horizontal quorums
Q;, defined aslarger(Qn..) = Qn, if and only ifc > ¢’. Then,next(Qy,.) is defined as follows:

next(Qn,e) = Qne | =0, if larger(Qn,.) = 0 (“borderline” of the torus),
next(Qne) = Qne | =min{c” > c} AN Qne # Qne, Otherwise.

Similarly we definéarger and next on vertical quorums by replacingy, .. by Q. «.

4 Square

Here, we present th8quarealgorithm. First, we explain the traditional idea of quorbiased read
and write operations as presented in [7]. Then, we presentth protocols that are at the heart
of our operation requests: the thwart providing load-beitagnamong the memory replicas and the
traversal ensuring operation atomicity. Please recatltti@se algorithms result from an informal
idea published in [6]. Finally we present h@&guareadapts to environmental changes, such as load
and failures. For the detailed code of this algorithm, pdaaser to Section A.1 of the Appendix.

4.1 Read/Write Operations

The chief aim ofSquareis to provide a shared memory for dynamic environments. Aslsefore,
clients can access an atomic objecSegfuareby invoking a read or a write operation on any replica
this client knows infSquare This invocation is done through tl@peration procedure. Pseudocode
of this procedure is shown in Algorithm 1. All the informatioelated to this request are described
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in parametefR. For instance, if the client requests a read operation ®gppe is set toread, and
value R.value is the default valuey,. For a write operationiype is set towrite and value is the
value to be written. The other subfields®fare discussed below.

Algorithm 1 Read/Write Operation
1: Operation(R):

2:  if available then

3 if overloaded then

4 if first-time-thwart(R) then

5: R.starter «— i

6: Thwart(R, 1)

7: else

8: if first-time-traversal(R) then
9: R.initiator «— i

10: Consult(R, 1)

11: if R.type = write then

12: R.timestamp «—

13: (timestamp.counter + 1, 1)
14 Propagate(R, 7)

15: AcknowledgeR)

16: else

17: R.timestamp «— timestamp
18: R.value «— value

19: if R.value has not been propagated twiten
20: Propagate(R, i)

21 Return@alue)

When such a reque® is received by a replica, say ¢ first checks whether it is currently
overloaded or not. Recall that a replica is overloaded if and only if ite&ves more requests than
it can currently treat. If is overloaded then it conveys the read/write operationesgto a less
loaded replica. This is accomplished by thiewart process (cf. Line 6). Conversely, ifis not
overloaded then the execution of the requested operatioatagt and becomes th&.initiator of
this operation. Thug,starts the traversal process: FiisGonsultsa quorum-line to learn about the
most up-to-date value of the object and an associated tiimgs(Line 10). As explained later, this
results in updating the local value-timestamp pair. Froisplint on, if the operation is a write then
the counter of the request timestarftimestamp, is set to the incremented local one (Line 13) and
the request timestamp identifier is set to break possible tie. Second?ropagatesin the quorum-
column starting at the new value and its associated timestamp to ensure this véll be taken
into account in later operation executions. In case of wtite R.value propagated is the value to
write, initialized by the client; while in case of a read gtthevalue previously consulted (Line 18).
Finally, this consulted value is returned to conclude ttaelreperation, as shown at Line 21.
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10 E. Anceaume & V. Gramoli & A. Virgillito

Observe that, if the operation is a read and the consulte Vels already been propagated twice
at this replica, then the operation completes just afteiGsult without requiring aPropagate
phase (see Fast Read paragraph hereafter).

4.2 Traversal/Thwart Protocols

The Squarealgorithm has at its core two fundamental mechanisms, natheltraversal and thwart
mechanisms. Briefly, the traversal mechanism consistaweliing the overlay vertically or horizon-
tally in order to contact a quorum of replicas. Specificatlgnsures that a quorum is aware of the
pending operation, and of the current object value. The thawachanism consists in traversing the
overlay following a diagonal axis in order to contact at tease element of each quorum. This aims
at probing quorums in order to identify the ones that arelesded. Actually, if a non-overloaded
quorum is found, then the thwart stops and the operationdswdg®d at this quorum. If all quorums
are overloaded, then the overlay is expanded. To summénzé&aversal is the elementary phase of
any read/write operation, while the thwart balances thd {gihin the memory. Both mechanisms
are now detailed.

4.2.1 The Traversal Mechanism.

The Traversal, presented in Algorithm 2, consists in twapdures as shown in Figure 1(a), called
respectivelyConsult and Propagate the former consults the value and timestamp of a whole
quorum-line whereas the latter one propagates a value amgkstamp to a whole quorum-column.
Each of these procedures is executed (onlysfavailable, i.e.,i is not involved in a dynamic event)
from neighbor to neighbor by forwarding the information ebthe requesR, until both quorums
(i.e., the quorum-line and quorum-column) have been temeerThe traversal ends once the initiator
of the traversal receives from its neighbor the forwardieguest it initially sent (i.e., the "loop” is
completed). Whe€onsult or Propagatecompletes, the initiatorgets back the message (Lines 10
and 19), knowing that a whole quorum has participated. Figspoint on,i can continue the op-
eration execution. That is, by directly sending the respdoghe requesting client if operatidd is
complete otherwise by startingPaopagatephase.

Remark. Note that quorums are built on the fly, meaning that they aik bsing an adaptive
routing: when a node receives the forwarding request frenméighbor, it becomes a member of
the quorum. Furthermore, elements of a quorum have onlya kmowledge of the quorums they
belong to. Specifically, the only members a node belongirg qoorum-line knows are its “east”
and “west” neighbors. Similarly, the only members a node@hging to a quorum-column knows
are its “north” and “south” neighbors. Thus the whole mershgr of a quorum is unknown: neither
its members nor the client that invoked the operation knows i

There are two differences betwe€onsult andPropagate First, theConsult gathers the most
up-to-date value-timestamp pair of all the quorum-lindiogs (Line 6) whereas theropagateup-
dates the value-timestamp pair at all replicas of the quezalamn (Line 15). Second, tHeonsult
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Algorithm 2 The Traversal Protocol

1: Prerequisite Functions:
nezt-vert-nbr() returns the next vertical neighbor in the sense dependinefast message receipt, to continue
the propagation. If it received south-directed (resp. mditected) message, it sends it in the south (resp. nontisese
other-vert-nbr() returns the next vertical neighbor in the opposite senskefdst message sending.
nezt-hor-nbr() returns the next horizontal neighbor in the sense deperditite last message receipt, to continue

the consultation.

2: Consult(R,4):

3. if available then

4: R.timestamp < max(timestamp,
5: R.timestamp)

6: R.value «— max(value, R.value)
7: if =(R.initiator = i) then

8: Consult(R, next-hor-nbr())

9: else ifi has already consultdetien
10: End()

11: Propagate(R, 7):
12:  if available then

13: timestamp «— max(timestamp,

14: R.timestamp)

15: value < max(value, R.value)

16: if =(R.initiator = i) then

17: Propagate(R, next-vert-nbr())
18: else ifi has already propagatdiaen
19: End()

20: else

21 Propagate(R, other-vert-nbr())

contacts each member of the quorum once following a singktion (Line 8), while theProp-
agatecontacts each member of the quorum twice with messagesrsénth directions (Lines 17
and 21). Consequently, if the value has been propagated awicode, then: knows that the value
has been propagated at least once to every other replica g@idrum-column. This permits later
read operation to complete without propagating this vaheeagain.

Fast Read Operation. Not only, the traversal is lock-free compared to [6], butded not require
the confirmation phase of [12, 11], while proposing fast repérations. This results directly from
the adaptiveness of our traversal mechanism. Minimiziaghat read operation latency suffers some
limitations. Indeed, to guarantee atomicity two subsetuesd operations must return values in a
specific order. This problem has been firstly explained ih §&he new/old inversion problem. That
is, when a read operation returns valyany later (non-concurrent) read operation must retusn
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a more up-to-date valuesquareproposes read operations that may terminate after a sihgisep
solving the aforementioned problem without requiring ck additional external phase. For this
purpose, th€onsultphase of the read operation identifies if the consulted Vadsdeen propagated

at enough locations. If the valuehas not been propagated at all members of a quorum-column, a
Propagate phase is required after the end of tBensult phase and before the read can return
otherwise a later read might nG@onsult the value. Conversely, if a valuehas been propagated at

a whole gquorum-column, then any laonsult phase will discovep or a more up-to-date value,
thus the read can retugnwith no risk of atomicity violation.

|

Figure 1: (a) The traversal mechanism. (b) HrepagatePhase. (c) The thwart mechanism.

The solution is presented in Figure 1(b) and relies on oppitey messages during tReopagate
phase based on the fact that this phase is executed fromboeitdineighbor. Figure 1(b) presents
a quorum-column of the torus grid as a ring where each cirddets a replica and a link models
a relation between two neighbors. The black circle reprssie initiator of thePropagatephase.
Unlike theConsult phase, thé’ropagatephase starts by two message sends: one message in each
of the two senses (north and south senses in the grid). Thesgsages are conveyed in parallel from
neighbors to neighbors until the initiator receives therckba

The idea is simple: when a replica of the ring receives a firs$sage it simply updates their
local value-timestamp pair with the one of the message, \iliereplica receives a second message
it deduces that all the members of a quorum-column have addlatiocal pair to the propagated one.
During aConsult phase of a read operation, if the (most up-to-date) cortspliér (v, t') has been
found at a replica: that has received only one message contaiging’), then aPropagatephase
must occur before the end of the read operation. If replibas received two messages propagating
(v',t"), then the read can terminate immediately after@omsult phase. For instance, ifis one
of the two bottom replicas, then the read operation canmetnmediately, otherwise the read must
Propagate

4.2.2 The Thwart Mechanism.

The Thwart, presented in Algorithm 3, relies essentiallytwn procedures, calle@hwart and
Forward. The Thwart is executed ifi receives an operation request while it is overloaded (cf.
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Algorithm 3 The Thwart Protocol

1: Prerequisite Functions:
next-point-on-diagonal() returns the replica identifier responsible of the extreméreast point of the zone of

closest-neighbor-of (R.point) returns the neighbor whose is responsibility is the closesihe coordinate point
given as an argument.

2: Thwart(R,7):

3. if R.target = i A R.point € zone then

4 if R.starter = ithen

5 Expand()

6: else ifoverloadedhen

7 R.point — next-point-on-diagonal()
8 J < closest-neighbor-of (R.point)

9: Forward(R, j)

10: else
11: Operation(R)

12: Forward(R, i):
13:  if R.point € zone then

14: for j € neighbors do
15: if R.point € j.zone then
16: R.target — j

17: Thwart(R, R.target)

Line 6 of Algorithm 1). This mechanism checks the load of egobrum until it finds a non-
overloaded one. For this purpose a sequence of quorum egpadises, and located on the same
diagonal axis, are contacted in turn, as shown in Figure Eagh of these representative is a replica
subsequently denoted the target of the req@esirget.

It is noteworthy that contacting subsequent replicas xtah a diagonal axis leads to contacting
all gquorums. Furthermore, contacting only one represimtper quorum is sufficient to declare that
this quorum is overloaded or not. Indeed, referring to tHend®n of load (see Section 2), a replica
becomes overloaded because of too many read/write operatimests receipt, not because of the
"load” incurred by the forwarding operation. Consequerdlyjuorum is not overloaded whenever
its initiator is not overloaded. By definition, these repBcare not necessarily neighbors, and thus,
an intermediary replicg is simply asked td-orward the thwart toR.target without checking its
workload. Because of asynchrony, although a repl®ends a message to its neighpoat the time
j receives the messagenight have modified its state and might no longei’b@eighbor. (Because
a new zone may have been created between nicaled;.) To encompass this,7&.point indicates
the final destination in the overlay coordinate space angbliceeForwarding or Thwarting first
checks whether it is still responsible of this point, as esged Lines 13 and 3.
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4.3 Adapting to Environmental Changes

Here, we present self-adaptive mechanismSatiare If a burst of requests occurs on the whole
overlay the system needs Expand by finding additional resources to satisfy the requests.-Con
versely, if some replicas of the overlay are rarely requkdteen the overlayshrinks to speed up
rare operation executions. Finally, when some replicagel¢ae system or crash, therfFailure-
Detectionrequires some of the replicas around the failure to recordiglihose three procedures
appear in Algorithm 4.

For some reasons (e.g., failure) a replica might leave thmongwithout notification. Despite
the fact that safety (atomicity) is still guaranteed whehufas occur, it is important that the system
reconfigures. To this end, we assume a periodic gossip betwepdicas that are direct neighbors.
This gossip serves a heartbeat protocol to monitor rephi@ity. Based on this protocol, the failure
detector identifies failures after a period of inactivity. ®vha failure occurs the system self-heals
by executing thé-ailureDetection procedure: a takeover node is deterministically identifiecbng
active replicas according to their join ordering, as expdiin [25]. This replica takes over the
responsibility region that has been left, it reassigns astzomt number of responsibility zones to
make sure the responsibility-replica mapping is bijecti&ed it notifies its neighborhood before
becoming newlyavailable.

Algorithm 4 Expand and Shrink Primitives
1: Expand:
2. availabale — false

j < FindExternalNode()

ActiveReplicationf)

SharelLoad))

NotifyNeighbor)

NotifyNeighbor(j)

availabale < true

o NG

: Shrink:
10:  NotifyNeighbor()
11:  status < node

(o]

12: FailureDetection(j):
13:  availabale — false
14:  TakeOverf)

15:  NotifyNeighbor()
16:  availabale « true

Two other procedures, nameikpand andShrink are used to keep a desired tradeoff between
load and operation complexity. When the number of replicaténmemory diminishes, fault tol-
erance is weakened and the overlay is more likely overloa@shversely, if the overlay quorum
size increases, then the operation latency raises acgbydifherefore, it is necessary to provide
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adaptation primitives to maintain a desired overlay siee Shrink procedure occurs when a node
i is underloaded (i.ei,does not receive enough requests since a sufficiently lorgdoef time). If
this occursj locally decides to give its responsibility, to leave thertesg and to become a common
node (i.e., a node that does not belong to the memory). CeelyeanExpand procedure occurs at
replicai that experienced an unsuccessful thwart. In other wordenle thwart mechanism started
at: fails in finding a non-overloaded replica (i.e., the thwarhs around the memory without find-
ing a non-overloaded replica), themecides to expand the overlay. From this point on, initiator
becomesunavailable (preventing itself from participating in traversals) cBes a common nodge
(i.e., a node which does not belongSquaré and actively replicates its timestamp and valug.at
From this point onj becomes a replica,shares a part of its own workload and responsibility zone,
and;j andi notify their neighbors begin newlyvailable.

5 Correctness Proof

Here, we present a sketch of the correctness proof. For tadatbproof, please refer to Section A.2
of the Appendix.

The following theorem shows the safety property (i.e., abity) of our system. The proof relies
essentially on the fact that timestamp monotonically iases and on quorum intersection property.

Theorem 5.1 Square implements an atomic object.

Proof.[Sketch.] First, we show that a timestamp used in a sucdesgération is monotonically
increased at some location. In absence of failures, it égéttforward. Assume now that repli¢a
leaves the memory and that a repljdakes ovei’s zone after &ailureDetectionevent orj receives

an Expand order: j becomes unavailable until it exchanges messages withisneeghbors (by
NotifyNeighbors event), catching up with the most up-téedalue. Second we show that operation
ordering implied by timestamp respects real-time preceglerA write operatiorPropagatesits
timestamp in any case while a reBtbpagatesit if it has not been propagated yet. That is, a whole
quorum-column is aware of the timestamps of ended operatidiroperations contain £onsult
phase, and by quorum intersection (cf. Theorem 3.2), descthe last timestamp. Because each
written timestamp is unique and monotonically incrementgites are totally ordered and since the
value is always associated with its timestamp object sjgetifin is not violated. a

Here we show that our algorithm terminates under sufficiendiions. In order to allow the
algorithm to progress, we first assume that a local perfdaréadetector mechanism is available at
each replica. Such a low level mechanism, available in CAldbtes a replica to determine whether
one of its neighbors has failed (i.e., crashed) by peridgicznding heartbeat messages to all its
neighbors. Furthermore, as far as liveness is concernedraverimarily interested in the behavior
of Squarewhen failures are not concentrated on a same neighborhdud.lélads to the following
environmental properties) neighbor-failure between the time a replica fails and the time it is
replaced, none of its neighbors fail; aiigdfailure-spacing there is a minimal delay between two
failures occurring at the same point in the memory.

Theorem 5.2 Eventually, every operation completes.
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Proof.[Sketch.] First, we show that a sent message is eventualived. Leti andj be two
neighbors ang fails whilei sends a message. Using its failure detectaitl discover ;s failure and

a replicaj’ will take overj's zone. Byneighbor-failureandfailure-spacingassumptions, the next
message from to j’ will be successfully received. Now, we show that the traakeasd the thwart
mechanisms terminate. We consider the worst case scerfdhie thwart: the thwart wraps around
the entire torus. First, observe that the overlay is a tongksthe sense of subsequent messages does
not change: east, north, south or diagonal. Second, binfimite arrival with finite concurrency
model we know that the number Bkpand events during a finite period of time is finite. This implies
that the number of replicas to contact during a traversal thmeart is finite and both mechanisms
converge successfully. O

Theorem 5.3 Infinitely often the memory is not overloaded

Proof.[Sketch.] By theinfinite arrival with finite concurrencynodel, the level of concurrency is
bounded during a period of time sufficiently long. From theabtheorem, operations terminate.
Thus eventually, the load on each replicdoes not increase, i.€.js not overloaded, which makes
the atomic memory not overloaded by definition of the loae Section 2). From thiafinite arrival
with finite concurrencynodel, these periods of time occur infinitely often. Thusnitdily often the
memory is not overloaded. O

6 Simulation Study

This section presents the results of a simulation studypaed through a prototype implementation
of Square The aim of simulations is to shoquareproperties: self-adaptiveness, scalability, load-
balancing, and fault-tolerance.

The prototype is implemented on top of the Peersim simulagiovironment [16]. Peersim is a
simulator especially suited for self-organizing largedscsystem, which has proved its scalability
and reliability in several simulation studies. We used thenébased simulation mode of Peersim,
in order to simulate asynchronous and independent actifityodes. The modular design of the
prototype clearly separates the implementation of Square the simulator, representing a proof of
feasibility of our approach.

6.1 Environment

We simulate a peer-to-peer system containing 30,000 nodéesrecall that this is the maximum
number of nodes that can be potentially added to the ovenybry. As we show, the actual
number of nodes in the memory during simulation is much lowere we describe the parameters
of the simulator:

¢ We lower bound the message delay between nodéséime units (i.e., simulation cycles)
and we upper bound it 200 time units.
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e Any replica has to wait 1500 time units without receiving aeguest before deciding to leave
the memory §hrink).

e Each period 02000 time units, replicas look at their buffer and treat the bugferequests,
deciding to forward themThwart) or to execute theniltaversal).

e We send fronb00 to 1000 operation requests onto the memory ev@ryime units. The exact
number of operation requests chosen depends on each ofltveiig experiments.

e Each of the requested operations is a read operation witkapility 0.9 and a write operation
with probability0.1.

e The request distribution can be uniform or skewed (i.e.mad). Since the results obtained
with the two distributions do not present significant diffieces we present only those obtained
with uniform distribution.

e We observe the memory evolution every periodb6ftime units starting from timé up to
70,000. Each curve presented below results, when unspecified,droaverage measurement
of 10 identically-tuned simulations.

In all experiments requests are issued at some rate duringé fieriod, after which the request
traffic stops. To absorb the load induced by the requestspwbday replicates the object in var-
ious nodes of the system that are not yet in the memory. Tiisdaptiveness occurs until the
memory reaches a willing configuration satisfying the tadtibetween capacity and latency. We
define anacceptable configuratioas the configuration where the memory is neither overloaded,
nor underloaded. This happens when some replicas of thiag\strink while other expand. More
specifically, this occurs between the first time the memarg decreases and the last time the mem-
ory size increases for a given fixed rate.

6.2 Simulation results

Here, we present the results obtained during several aresudf our simulator parameterized as
aforementioned.

6.2.1 Self-adaptiveness.

Figure 2 reports the number of nodes in the memory versus timeparticular, the dashed line
indicates the evolution of the memory size along time, shgwhe adaptiveness of Square to a
constant request rate. In Figure 2 the memory reaches tleptatde configuration at time350,
while the memory leaves the acceptable configuration at4im200.

Now, we focus on the three resulting periods. Before @3&), the memory grows quickly and
its growth slows down while converging to the acceptabldigonation. Then, the small oscillation
in the acceptable configuration is due to few nodes eitheirlgahe memory $hrink) or actively
replicating Expand). This means thaBquareis able to tune the capacity with respect to the request
load. After time49, 200, the memory stops growing and when the last operations aeuted, load
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decreases drastically causing a series of memory shrirtk®oe node remains. Recall that, during
all three phases, although operation requests can be fdbedidao other replicas, every operation is
successfully executed by the memory, preserving atomicity

50
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Figure 2: Evolution of memory size, mean quorum size, andnmeanber of neighbors by replica.

6.2.2 Scalability.

The solid line in Figure 2 plots the evolution of the averagmber of neighbors of each node along
time and depicts an interesting result. We recall that tvplicas are neighbors if they are responsi-
ble of two abutting zones. Even though the number of zonegskegolving, the average number of
neighbors per replica remains constant over time. Comgaoimn optimal grid containing equally
sized zones, the result obtained is similar: we can seetibatumber of neighbors is less than 5
while in the optimal case it would be exactly 4. We point oudiaghat this behavior is not exclu-
sively due to the uniform distribution of requests but itlsceobtained with the normal distribution.
Since only a local neighborhood of limited-size has to bentadtied, the reconfiguration needed to
face dynamism is scalable.

6.2.3 Load-balancing

The main contribution of the thwart mechanism is to balameeltad. In order to highlight the
effects of the thwart, we ran 5 different executions of tmawgations, and computed the variance of
the memory size. Results are reported in Figure 3. The dashed refers to executions where we
disabled the thwart process (i.e., when a node is overloatiéd it receives requests it directly ex-
pands the memory without trying to find a less-loaded remigae memory), while the solid curve
refers to executions with the thwart enabled. This simatasihows that the variance of the memory
size is strongly affected by the thwart mechanism. Withbatthwart, expansion might occur while
a part of the memory is not overloaded, that is, the repliea®ine rapidly heterogeneously loaded.
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Figure 3: Impact of thwart on the variance of the memory size.

This phenomenon produces high variation in the memory sizany underloaded replicas of the
memory shrink while many overloaded replicas expand. Ol with the thwart mechanism
any replica balances the load over the memory, and verif@gtl memory is globally overloaded
before triggering an expansion. This makes the memory mabdes

6.2.4 Fault-tolerance.

In order to show that our system adapts well in face of crasbrés, we injected two bursts of
failures, while maintaining a constant request rate, arsg@onked the reaction of the memory. Figure 4
shows the evolution of memory size as time evolves and agdsilare injected. The first burst of
failures occurs at theo, 000" simulation cycle and involves 20% of the memory replicaswira
uniformly at random.

The second one occu2$, 000 cycles later (at simulation cycl#, 000) and involves50% of the
memory replicas. At simulation cyci), 000, we clearly observe that the overall number of replicas
drastically diminishes. Then, few cycles later, the numtifereplicas starts increasing, trying to
newly face the constant request rate. This phenomenonimsmuees important at timé0, 000 when
50% of the replicas fail. In both cases the system is able to cetalyl return to an acceptable
configuration without blocking, even after a large amourfadfires has occurred.

6.2.5 Operation latency.

Experiment of Figure 5 is composed ®imulations with different request rates and indicates how
Squareminimizes read operation latency. First, recall that tte-faad operation contains only a
Consult phase, thus the quorum-line size impacts more on read dpefatency than quorum-
column size does. We tuné&tuaresuch that a replica that receives more read requests thém wri
requests tends to split horizontally its responsibilitpyepwhen an expansion occurs. Since an op-
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Figure 4: Self-adaptiveness in face of important failures.

eration is of type read with probability 0.9, replicas cheasore frequently (in average) to split
horizontally than vertically, consequently quorum-liree smaller than quorum-columns, as de-
picted in the5'" and 6" columns of Figure 5. Increasing the request rate—indicatezblumn
1—strengthens this difference: increasing request ragrgmlithe amount of operations, thus the
phenomenon becomes more distinct. Furthermore2tdeand3”¢ columns confirm our though:
read operation latency is far lower than write operatioerday. To conclude, even though self-
adaptiveness implies that latency increases when loadasesSquareminimizes efficiently read
operation latency.

request| read latency| write latency| max. memory| max. quorum-line| max. quorum-
rate (in avg) (in avg) size size column size

1/250 478.6 733.3 10 5 6

1/200 621.8 812.5 14 4 8

1/100 1131.8 1395.8 24 3 14

1/50 1500.7 2173.5 46 8 23

1/25 2407.9 3500.9 98 11 51

Figure 5: Trade-off between operation latency and memasy si

7 Conclusion
This paper has propos&fjuarea self-adaptive atomic memory for large scale distributesiesns.

We have presented the two protocols that are at the he&tudre the thwart protocol providing
load-balancing among the memory replicas and the travpretdcol ensuring operation atomicity.
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The originality of our approach is based on the self-adaptgs of the memory to face the extreme
dynamism of these systems. On the one hand, by spontanesymynding its size when replicas
become overloade&quaresupports bursts of load. On the other hand, by quickly simiko the
minimal number of replicas when load decrea&zgjareminimizes operation latency. By providing
fast readsSquareis fully adapted to applications in which consultations arere common than
modifications. Despite the complexity of these systems, @ lshown that atomic consistency
is achievable without jeopardizing scalability, loaddrating, fault-tolerance and self-adaptiveness.
Proof of feasibility of our approach has been shown througéreive simulations.

A Appendix

The solution is specified in Timed Input/Output Automatot&) language (cf. Chapter 23 of [20])
as the composition of multiple TIOA automata. This allowstaglecompose the algorithm spec-
ification into several parts, each presenting a specific gbleny node in the system. TIOA pro-
vides theoretical tools to formally prove correctness gbathm. TheLoad-Balancer; automaton
represents the module ofresponsible of dealing with load burst while tfigaversal; automaton
represents the module responsible of overlay consistendyoperation execution. Each replica
i communicate through an unreliable communication chanmelse& automaton is not presented
here, since its behavior is trivial: it receives and sendssages, and models message loss. The
Traversal; automaton uses perfeEtilure- Detector; and aTakeover; to detect failures and to find
active replicas in the memory, respectively. These twotamdil automaton are not specified here;
the Failure-Detector; can be seen as an oracle answering, when asked, whetheica isghiled

or not; theTakeover; models the process of choosing a node among memory repicake over a
failed zone.

Finally, £LBS, TS, Failure-Detector, and Takeover results from the composition of
Load-Balancer;, Traversal;, Failure-Detector;, and Takeover; for anyi in I, respectively, and
Squareresults from the composition dfB.S, 7 S, Failure-Detector, Takeover and the communi-
cation channel.

A.1 Detailed Specification

In the following we detailSquarespecification using the TIOA Language. First, we define sdver
domain notations, required for the specificatiorBofuaremodules, as it appears in Figure 6. Let
be the set of node identifiers. We refefifoIl, and M as the sets of respectively all possible object
values, operations, and messages. Finally tagde a counter, indicating the version of the object
value, coupled with a node identifier to break tie, and/ldte the set of tags in the system.

A.1.1 Load-Balancer

In this paper, th&squareLoad-Balancer module aims simply at balancing the load among partici-
pants of the memory, a.k.a. replicas. Algorithms 5 and 6esgmt thel.oad-Balancer automaton,
its signature appears from 1.1 to |.16, its state appears+33, and its transitions appear |.53—146.
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[ Variables [ Description |
ICN the set of node identifiers.
|4 the set of all possible values of an objeqt.
11 the set of all possible operations.
T CIxN | thesetofalltags.
M the set of all possible messages.
R the set of all possible requests.

Figure 6: Domain

Algorithm 5 LoadBalancer; — Signature and state

1: Slgnature: 28:  replica a boolean indicating whether it is a replica or not
2 Input: 29:  batch the set of requests received
3 read-write-ack(v, id);, i, id € I, type € {read, 30:  to-treat the set of requests that must be treated
4: write}, v € V 31:  treating the set of requests being treated
5: rev(rgst)j i, 4,7 € I, rgst arequest 32:  to-fwd the set of requests that must be forwarded
6: fail;, i € I 33:  to-rspd the set of requests to which respond
7 share-load-rev(b);,4, % € I, ban array of requests
8.  Intemal: 34: Derived Variables:
9 load-balance(rgst);, i € I, rqst arequest 35:  owerloaded = (c < |{r € to-treat U treatingy
10:  Output: 36: batch}|), wherec € N> is the capacity.
11: read-write(type, v, id);, i, id € I, type € {read,
12: write}, v € V. 37: Initial States:
13; snd(rqst);,j, 1,5 € I, rqst arequest 38:  rgst.sender initialized by the requester as its own identifier
14: shrink;, s € I 39:  rgst.type initialized by the requester t@ad or write
15: expand(j)i, 4,5 € 1 40:  rgst.target = L
16: share-load-snd(b); ;, ¢ € I, b an array of requests 41 rgst.nest = 1|
42:  rgst.str-pt = L
17: State: 43:  wal = vy initialized as the value to write or 1 (if the
18:  rgst arecord with fields 44: request refers to a read operation)
19: sender € I, the id of the requester 45:  failed = false
20: type € {read write} 46: expanding = false
21 target € R the next requested coordinate 47:  replica, true if the node maintains a value of the objefatse
22: next € R?, the point of the next replica (on the path to thag: otherwise
23: target). 49:  batch =0
24: str-pt € R2, the first requested coordinate 50: to-treat = 0
25: val € V, the value returned by the request 51: treating = 0
26:  failed a boolean 52:  to-fwd =0

27:  expanding a boolean

State In the following we describe the state of the module, befegdaining its behavior through

its transitions. Observe that the main state variable ig¢lqeestrgst. This variable is a record
indicating the requesid, its sender (the requester), ity/pe the nexttargeted coordinates of the
request, the first targeted point of the request-pt), and the value possibly returned to thewder

at the end of the request execution. A repliceceives some requests, before having to respond to
them, to treat them, or to forward them. These request setdearoted by respectively thetch,
to-rspd, to-treat, and theto-fwd fields. An additionaltreating field contains operation that are
currently being treated. Finally thiiled boolean indicates whethéris failed, the expanding
boolean indicates whetheis expanding, and theverloaded boolean indicates whether or not the
number of requests received is higher than the capacity of
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Algorithm 6 LoadBalancer; — Transitions

53

54:
55:
56:
57:
58:
59:
60:
61:

: Transitions:
Input rev(rgst); ;
Effect:
if —failed A rqst.next € zone then
if rqst.str-pt € zone then
expanding < true
batch «— batch U {rgst}
last-request-time «— oo
else ifrgst.target = L then
rqst.str-pt «— pt|pt € zone
batch «— batch U {rgst}
last-request-time «— oo
else ifrgst.target € zone then
batch «— batch U {rgst}
last-request-time «— oo
else
rqst.next = closest-pt(rqst.target)
to-fwd — to-fwd U {rqst}

Output read-write(type, v, id);
Precondition:
—failed
—expanding
rgst € to-treat
type = rgst.type
v = rqst.val
id «— rqst.sender
Effect:
treating «— treating U {rgst}
to-treat «— to-treat \ {rgst}

Output snd(rgst);,
Precondition:
—failed
—expanding
(rgst € fwd
Argst.next = closest-pt(rgst.target))
Aj = nbr(rgst.next) V (rqst € to-rspd
Aj = rqst.sender)
Effect: none

Input fail;
Effect:
failed — true

time-passage(t)
Precondition:
if —failed then
now + t < last-request-time
Effect:
now «— now +t

100:
101:
102:
103:
104:
105:
106:
107:
108:
109:
110:
111:
112:
113:
114:

115:
116:
117:
118:
119:
120:
121:

122:
123:
124:
125:
126:
127:

128:
129:
130:
131:
132:
133:
134:
135:
136:

137:
138:
139:
140:
141:

142:
143:
144:
145:

146:

Internal load-balance(rgst);
Precondition:
—failed
—expanding
rgst € batch
Effect:
if overloadedthen
rqst.target «— next-pt-on-diag(rgst.str-pt)
to-fwd «— to-fwd U {rqst}
else
to-treat «— to-treat U {rqst}
batch «— batch \ {rgst}
if batch = (0 then
last-request-time «— now
+unloaded-period

Input read-write-ack(v, id);
Effect:
if —failed then
if rqst € treating A rqst.id = id then
rqst.val «— v
treating <« treating \ {rgst}
to-rspd «— to-rspd U {rqst}

Output expand(5);
Precondition:
—failed A expanding
j < any-active-node
Effect:
replicating «— replicating U {j}

Output share-load-snd(b);,
Precondition:
—failed N expanding
j € replicating
b «— second-half(batch)
Effect:
expanding < false
batch « first-half (batch)
replicating < replicating \ {7}

Input share-load-rev(b) ;
Effect:
if —failed N status = idle then
batch — b
last-request-time «— oo

Output shrink;

Precondition:
last-request-time < now
—failed

Effect: none

Transitions Next, we focus on the transitions (1.53—146) of theud- Balancer module. A re-

quest is received at repligathrough an inputcv; action, and its end is acknowledged by a corre-

sponding outpuind event, that might occur at a different location.
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Replica:i balances the load by forwarding the request to anothercaeplicase it is overloaded.
That is, thesnd; action role is twofold: either to forward a request or to b to the requester.
The choice of forwarding or treating the request receivethagle byi through theload-balance;
action. When decides to treat a request, it adds it totitstreat set and aead-write; action makes
the Traversal; module treat it. When th& S treatment is complete, an inputd-write-ack; event
triggered by theZ S informs the LB module thatcan respond to the requester.

The Load-Balancer module chooses also to shrink and expand the memory, by iaghend
adding a replica, respectively. If the load is null since fligiently long period of time (namely the
unloaded-period), then it shrinks, whereas if the memory is overloaded, jiigexis. Replicaknows
that the memory is overloaded after receiving the forwargegest it sent. This receipt means that
at least one replica in each quorum of the memory is overthaBi@panding the memory through
theexpand, action results in sharing the load oWith a new replica.

A.1.2 Traversal

Here we present the 10A specification of the Traversal modfilequare The signature and state
of the correspondingraversal; 10A are described in Algorithm 7 from line 1 to line 47. Then
Traversal; specifies two modules: the operation handler and the ovedayster. For the sake of
simplicity, first we describe states and transitions usettdmdling operations, then we describe the
states and transitions used for adjusting the overlay.

Operation Handler of the Traversal Automaton. Each node state contains six fields: (i) the
operation fieldop, (ii) the message fielehsg, (iii) the tag fieldzag, (iv) the value fieldval, (V) the
propagated, and (vi) thefailed fields. The operation fieldp is a record containing the whole
information defining an operation: iid, the id of the initiator node that trigs this operation, nme
intr, 1ts type, its currentphase, and the(tag, val) pair indicating the state of the object from this
operation standpoint. Theisg € M refers to any possibly sent/received message. Nextydihe
field, its associatedayg field, and thepropagated flag, all rely on an object: they express the object
state fromi's standpoint. The valueal is its current value, the associatéd is the time-stamp
or version number of thisal, and the flagpropagated simply informs about thétag, val) pair:
whether it has been propagated or not yet. This flag has a nudgosince it testifies about the end of
the write operation: a read can safely return a propagatpahen consulted while a non-propagated
tag has to be propagated. (See the new/old inversion pramlemioned by Lamport [18].)

The behavior of replicarelated to theTraversal module is formally specified in Algorithms 8
and 9 (1.73-175) A read/write operation is initiated by apuitread-write(x, *, id); action activated
form Load-Balancer; and ends with a potentially distardad-write-ack(x, id), action. Each oper-
ation is divided into one or two phases. A write operatiomtstaith an updateupd) phase, then
comes theprop phase before completing. Unlike write, read operationsomemplete after a single
consultation phase, namely thens phase. However, when a write has started propagating a value
but has not yet complete at a replica consulted by a read, diticathl prop phase is required by
the read. Theons-upd-init, action initiates the first messages of the consultation addie phases
initiating at replicai, while theprop-init; action initiates the first propagation phase messages, Next
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Algorithm 7 Traversal; — Signature and state

1
2
3
4:
5
6
7
8

27:

37:
38:
39:
40:
41:
42:
43:
44

63:
64:
65:
66:
67:

Signature: 14:
Input: 15:
read-write(type, v, id);, i, id € I, type € {read, 16:
write},v € V 17:
rev(msg)j,i, 4,j € I, msg € M 18:
fail;, i € I 19;
expand(j)q, 4,5 € 1 20:
shrink;, i € T 21:
failure-detect(j);, ¢ € T 22:
notify-rev(t, v, z,n, gn);q, i, j € Lt e T,v eV, 23:
nel*, gneN 24:
takeover-rsp(j, k)i, 4,5,k € T 25:
replicate-rev, ;, %,75 € 26:
State: 45;
op an record with fields 46:;
id € N x I, the operation id 47:
intr € I, the initiator replica ofop 48:
type € {read, write} 49:
phase € {idle, cons, update, prop, end} 50:
tag, a record with fields 51:
ct € N, acounter 52:
idelu{l} 53:

val € V 54
msg, a record with fields 55:
op € II, the operationnsg is part of 56:
sense € {north, south, east}, the message sense 57:
intvl € {east, south, north} — R x R, given a sense, 58:
the interval of abscissas or ordinates the message coves
tag, a record with fields 60:
ct €N 61:
id el 62:
Initial state: 68:
op.(id, intr, type, phase) = (L, L, L 1) 69:
op.tag.ct = 0andop.tag.id = L 70:
op.val = v, the default value of the object. 71:
failed = false 72:

QOutput:
snd(msg)i,j, i,5 € I, msg € M
read-write-ack(v, id);, i,id € [,v € V
is-failed(j);, 4,5 € I
notify-snd(t, v, z,n, gn)i j, 4,5 € I,t € T,v € V,

nel* gneN

takeover-qry(j)s, ¢,5 € I
replicate-snd i, €1

Internal:
cons-upd-init(op);, i € I, op € 11
prop-init(op);, i € I, op € 11
cons-upd-end(op);, ¢ € I, op € I1
prop-end(op),, i € I, op € I1

i,50

val € V,initially vg
failed, a boolean
propagated, a boolean
/I The state for the adjustment follows
leaving C I
changed C I
rcvd-from C I
nbrs C I
detect-time € R™°
detect-period € R~°, a constant
notif-time € R>°
notif-period € R”°, a constant
zone € R*, azone
nbrs, a set of replica ids
gnum € N
replica a record with fields
id, the replica id
zone, the replica zone

propagated = true

leaving, changed, rcvd-from, nbrs, zones = ()
clock, the clock value at the beginning
notif-time, notif-period = 0

gnum =0

the cons-upd-end, and prop-end; actions terminate respectively phasess and upd, and phase
prop.

A.1.3 Overlay Adjuster of the Traversal Automaton.

The behavior of replicarelated to the adjuster module is formally specified in Aithon 10. The
additional states used for adjusting the memaory appeargo®thm 7 (1.49—-1.62): Overlay modifica-

tion impacts on replicaone and set of neighborsbrs. Theleaving set contains the replicas whose

departure is known by. After modification, affected replica are included in tHeinged set before
updating theimbrs and zone information. This is done by receiving newly sent informatifrom
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Algorithm 8 Traversal; — Operation transitions

73: Operation Transitions:

74:  Input read-write(type, v, id); 116: Internal cons-upd-end(op);
75: Effect: 117:  Precondition:
76: if ~failed A status # idle then 118: —failed A status # idle
7. op.type — type 119: msg € rcvd
78: if type = read then 120: op = msg.op
79: op.phase «— cons 121: op.phase € {cons, upd}
80: op.(tag,val) «— (tag, val) 122:  Effect:
81: else iftype = write then 123: op.(tag, val) < update(op.(tag, val), (tag, val))
82: op.phase < upd 124: revd «— revd \ {msg}
83: op.(tag,val) « (L,v) 125: if zone C msg.intvl[east] then
84: op.intr «— i 126: /I ¢ has already participated
85: ops «— ops U {op} 127: if propagated A op.type = read then
128: op.phase = end
86: Internal cons-upd-init(op); 129: else
87: Precondition: 130: op.phase = prop
88: ~failed A status # idle 131: if op.type = write then
89: op € ops 132: increments(op.tag)
90: op.phase € {cons, upd} 133: else
91: Effect: 134: msg.op < op
92: msg.op — op 135: msg.sense «— east
93: msg.sense «— east 136: to-send «— to-send U {msg}
94: msg.trajectory «— (ymaz — ymin)/2 137: msg.intvl[east] « msg.intvl[east] U zone
95: to-send «— to-send U {msg}
138: Internal prop-end(op);
96: Internal prop-init(op); 139:  Precondition:
97: Precondition: 140: —failed A status # idle
98: —failed A status # idle 141: msg € rcud
99: op € ops 142: op = Mmsg.op
100: op.phase = prop 143: op.phase = prop
101: Effect: 144:  Effect:
102: msgl.op «— msg2.0p — op 145: (tag, val) «— op.(tag, val)
103: msgl.sense < south 146: if (zone C msg.intvl[north]
104: msg2.sense «— north 147: Azone C msg.intvl[south]) then
105: msg.trajectory — (zmazx — zmin)/2 148: /I ¢ has already participated twice
106: mrcv[op.id] «— 0 149: op.phase «— end
107: to-send « to-send U {msgl, msg2} 150: else
151: msg.intvl[msg.sense] < msg.intvl[msg.sense)
108: Output read-write-ack(v, id); 152: _ Uzone )
109: Precondition: 153: if (zone C msg.intvl[north]
110: —failed A status # idle 154: Azone C msg.intvl[south]) then )
111: op € ops 155: /I i participates for the second time
112: op.phase = end 156: propagated «— true
113: v = op.val 157: msg.op < op
114- Effect: 158: to-send « to-send U {msg}
115: op.phase — idle 159: revd «— rcvd \ {msg}

some neighbors. The set of informing neighborscigl-from and in order to ignore stale message
from up-to-date ones, messages contain a version numbed gat.m.

The leaving field represents the set of replica that as been detected\asdebyi. Observe this
can bei itself if it decides to shrink. Thehanged field contains replicas whose state might be no
longer consistent. Such a replica needs to receive infeom&bm its neighbor before participating
again. The set of replica from whichhas already received information is denotedd-from and
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Algorithm 9 Traversal; — Communication transitions

160: Output snd(msg);,; 168: Input rcv(msg);q

161:  Precondition: 169: Effect:

162: —failed N status = participating 170: if —failed A status # idle A msg.next € zone then
163: msg € to-send 171: revd «— revd U {msg}

164: msg.next < next-pt-on-line(i, msg.sense, 172: ops «— ops U {msg.op}

165: msg.trajectory)

166: J = nbr(msg.next) 173: Input fail;

167: Effect: none 174:  Effect:

175: failed «+ true

gnum indicates if the information received is stale or up-toedafThe notification occurs with a
constant period ohotif-period, its timeout is modeled by variableotif-time. The zone field
represents the responsibility of the replica.

Transitions. Here we describe the adjustment part. First recall 8tatarehas self-adjusting ca-
pabilities, thus, it is able to expand or shrink accordingdme changes of its local state variables.
For instance, when a replica fails the Adjuster detects istnaglapt the overlay regarding to the
modification. For this purpose we employrailure- Detector; as an external automaton. The role
of this automaton at locationis simple: when a failure occurs at repligdt informs the Traversal;

of this failure location. More formally this failure detectis classified by Chandra and Toueg as
eventually perfect¢ P).

Takeover. When such a failure location is found, the Adjuster looks faeplacing replica that
would take over the lost zone. We use here the takeover mischgmoposed in CAN. Automaton
Takeover aims at finding the takeover replica. One can consider theayvas a binary tree structure
where replicas are represented by the leaves of the tregallinithe responsibility of the object
is shared among several replicas. When an additional replaraters the overlay, it contacts an
existing replicai to take part ofi’s responsibility. When it occurs, the location bin the tree
structure is replaced by a virtual node whose song ard j, that is the entering replica and the
arriving one become siblings. When a replica leaves, a @ichosen to take its position in the
tree (i.e., its responsibility). This choice is made defearstically either by taking the sibling of
the departing replica (if it exists) or by making a depth fasarch from the father of the departing
replica (descending first through the branch at the oppe&lteofi).

Automata Communication. More specifically, the failure detector and the load balaateesplica

1 trigger adjustments from locatian Automata communicate to each other through input/output a
tions that have the same name. When a replica faifajlare-detect; action is executed in the
Failure-Detector; and Traversal; automata. Likewise, whehbecomes overloaded (resp. under-
loaded) arexpand; (resp. shrink;) event occurs in thé.oad-Balancer; and Traversal; automata.
When replicai detects a failureféilure-detect; occurs) or decide to leavehfink; occurs), then a
takeover replica has to be chosen. Thatriecords its departure gis failure by inserting the leav-
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Algorithm 10 Traversal; — Adjustment transitions

176: Adjustment Transitions:
177:  Input expand(j);

178: Effect:

179: if —failed A status # idle then

180: z = zone I/ we choose a zone to split
181: j.zone « second-half(z)

182: update(j.nbrs, {j, j.zone, nbrs, 0))
183: zone « first-half(2)

184: update(nbrs, (i, zone, nbrs, 0))
185: changed «— changed U {j}

186: revd-from «— 0

187: gnum «— gnum + 1

188: status «— expanding

189: Input shrink;

190: Effect:

191: if —failed A status # idle then

192: leaving « leaving U {i}

193: Input failure-detect(j);

194: Effect:

195: if ~failed A status # idle then

196: leaving « leaving U {j}

197:  Input notify-rev(t, v, z,n, gn);;

198: Effect:

199: if —failed then

200: update({tag, val), (t, v))

201: update(nrbs, (4, z,n, gn))

202: it abut( vy revd from K-20MES, zONES) then
203: /1 i heard from all its north and
204: /I south neighbors

205: status «— participating

206: if gn > gnum then

207: gnum «— gn

208: revd-from «— rcvd-from U {j}
209: notif-time <— now + notif-period

210:  Output notify-snd(t, v, z,m, gn);
211: Precondition:

212: —failed N status # idle
213: notif-time < now
214: t = tag

215: v = val

216: gn = gnum

217: j € nbrs

218: z = j.zone

219: z = j.nbrs

220: Effect: none

221:
222:
223:
224:
225:
226:
227:

228:
229:
230:
231:
232:
233:

234:

235:
236:
237:
238:
239:
240:
241
242:
243:
244:

245:
246:
247:
248:
249:
250:
251:

252:

253:
254:
255:
256:
257:
258:
259:
260:
261:

262:
263:
264:
265:
266:
267:
268:

time-passage(t)
Precondition:
if —failed then
now + t < notif-time
now + t < detect-time
Effect:
now «— now +t

Output takeover-qry(j);
Precondition:
—failed N status # idle
/I either 7 is in charge of looking for
/I the takeover or it is shrinking
j € leaving A i = min{k € nbrs(j)}) Vi=j
Effect: none

Input takeover-rsp(7, k);
Effect:
if =failed A status # idle then

k.zone < j.zone

k.nbrs «— j.nbrs

if j = ithen
/I the leaving replica is the current one
status «— idle

changed — changed U {k}

leaving «— leaving \ {j}

Output replicate-snd (¢, v, z,n); ;
Precondition:
—failed N status # idle
Jj € changed
z = j.zone
n = j.nbrs
(t,v) = (tag, val)
Effect: none

Input replicate-rcv(t, v, z,1),
Effect:
if —failed then
zone «— z
tag «— t
val — v
update(nrbs, (j, z, n, 0))
rcvd-from «— ()
gnum — gnum + 1

Output is-failed(j);
Precondition:
—failed N status # idle
detect-time < now
j € nbrs
Effect:
detect-time «— now + detect-period

ing replica identity into thdeaving,; set. Letj’ be the leaving replica. If is allowed to start the
takeovertakeover-qry; action query thelakeover; automaton to find a replacing replicajio The

Irisa



SQUARE: Scalable Quorum-Based Atomic Memory with Local Recorigmm 29

corresponding response from tlekeover; contains the takeover replica identity, Sgyand arrives
through atakeover-rsp, action. At this point, neighbors gf have to be informed thdt is taking
over the responsibility of’—those neighbors become then neighbora.of

Expansion. When anexpand(j), event occurs, an outside noglés integrated in the overlay and
the responsibility zone aof is split in two. One half is removed fronis responsibility and given
to j. Next, i replicates the object gt and informs; about its neighbors. This is done using the
replicate-snd; ; action at location and the correspondingplicate-rcv; ; action occurring at loca-
tion j.

A.2 Detailed Correctness Proof

In this section, we use an assertional approach to showhtt&guarealgorithm implements the so-
lution. We show that the trace of the automata used irSourarecomposition verifies the properties
mentioned above. More precisely, we show thatihed- Balancer finds an underloaded quorum if
such a quorum exists, while tHeaversal guarantees atomic consistency.

The indicei € I of any state variable represents that the variable is cbtatstate of node that
is rqst; is the request variablest of nodes.

A.2.1 Proof of Load-Balancing

Execution Well-Formedness. We assume that any sequence of external actions for object
well-formed

e Forany: € I:
— The first event of the sequence is eithetd x); event or &ail; event.
¢ In any well-formed execution the following holds:

— No fail; event precedes any other event.

— An inputrcv, event is immediately followed by an interdahd-balance; event (with no
time passing).

— An internalload-balance; event putting a request in the-treat set is immediately fol-
lowed by an ouputead-write; event.

Notations For anyi € I:

e closest-pt(target € R?) returns the closest point abuttiilg zone and the responsible of point
target. This is done by investigating the zone of the targeted caind choosing a neighbor
among the neighbor set according to its zone.

e next-nbr(sense € {east,north,south}, trajectory € R);: returns the id of the neighbor
whose zone is the next in theast sense and trajectony = trajectory, or in thenorth or
south sense and trajectory = trajectory (depending on the value of argumeiatise). Note
that this neighbor may be located at the opposite edge obths.t
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e next-pt-on-diag(str-pt € R?);: returns the next point (out of the current replica zone)ahhi
is on they = x + (str-pt.y — str-pt.z) line and which has larger abscissa, ordinate or both
than the current replica zone.
e first-half(batch C II);: Let batch be an array of size. This returns thgs/2] first elements
of the batch array.
e second-half(batch C II);: Let batch be an array of size. This returns thes/2 | last elements
of the batch array.

The proof starts with the proof of an invariant using an irtdkécreasoning on the length of a
finite executiom. We denote the state just before and after an event by résggat ands’.

Invariant A.1 The size ofo-treat; is upper bounded by the capacityof replica:.

Proof. Initially, to-treat is empty, thugto-treat| = 0 while ¢ > 0, and the result holds.

Now assume that the property holds in some statbat is, |s.to-treat| < ¢, we show that it
holds in states’. For this purpose we focus on the actions modifying variabléreat;: read-write;
andload-balance;. First, assume thatad-write; occurs, that is|s’.to-treat| < |s.to-treat| since
an element is removed from this set. Second, we focus oiedHebalance; action. Ifs.overloaded;
istrue then|s’.to-treat| = |s.to-treat|. However, if it isfalse, |s'.to-treat| = |s.to-treat| + 1. Next,
by definition of overloaded, we know that|s.to-treat| < c¢. Combining this inequation with the
previous equation leads to the reslt: to-treat| < c. 0

The following Lemma shows that if request is forwarded froamd it is received by such that
j considers it, theri belongs to the next horizontal quorum and to the next véigearum ofi. This
Lemma is necessary to show that the look-up goes througtya#irdic quorums/c, 0 < ¢ < 1,
Qncandve,0 < <1,Qy,.

LemmaA.2 If r.target; € id.zone or r.target; = L and overloaded; is true when a
load-balance(r); occurs, then the nextv(r) of a occurs at locationj with r.next € j.zone and
r.target € j.zoneissuchthabic: i € Qp Aj € next(Qpc)andic’ : i € QuoAj € next(Qy.c).

Proof. Assume that.target, € i.zone, overloaded; = true andload-balance(r); occurs. Assume
also that the nextcv(r) event ofa occurs atj with r.next € j.zone andr.target € j.zone.

Assuming this, thesnd(r); event occurring at forwardsr € to-fwd; with r.target, =
next-pt-on-diag(r.str-pt;). By definition of thenext-pt-on-diag function, we know that-.target
is the point(zone.zmax;, zone.ymaz;).

Assume, by absurd, that there is awerifying i € Q. A j € next(Qp.c). Let Qn o be
next(Qp.c), thatis,c’ # min{c’ > ¢} : Qn,er # Qn,.. Now assume’ > c is not the minimum
such thatly, o # Qn.c, then3d”, ¢ < ¢ < ¢ such that), »» # Q.. By examination of the
rcv, ; action,r.next ¢ zone; contradicting assumptions, thus; : i € Qp.c A j € next(Qn,c).
The proof for the vertical quorums is similar. O

The following Theorem and corollary shows thatad- Balancer balances the load.

Theorem A.3 If §is a trace ofLB.S that satisfies th&€ BS environment assumptions, thérsat-
isfies the following conditions:
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1. If i is overloaded when a request (whose targeéj is received, then the request is forwarded.
2. Ifiis not overloaded when a request (whose targé} is received, then the request is treated.
3. Ifarequest is forwarded, then it is forwarded to (at I§dake next quorums.

Proof. We show each of the three properties separately. For PyofiBrtwe show that request
is added to theo-fwd set, for Property (2) we show the request is added taiéheat set. For
Property (3), we prove that the target is set to a replicargghm to the next quorums and that
the request is forwarded to an intermediary replica puttirig its to-fwd set. Finally by well-
formedness assumptions, we know that treatment or forwentteally occurs if it is decided locally,
thus the three properties hold.

1. To ensure Property (1), an overloaded replica receivimggaest must forward it. That
is assume that client sends a request to the memory and the correspondir(ggst); ;
event occurs at replicawhile i is overloaded. Observe that if the request target is defined
(# 1) and is noti, theni simply forward the request instantaneoustyst is added to the
to-fwd set. Now, assume thagst is added to théaich set. By well-formedness condition a
load-balance(rgst); immediately occurs. Since no interleaving action occw tthating and
to-treat sets remain unchanged. Thatigs still overloaded, thus Invariant A.1 implies that
rqst is added to theo-fwd set.

2. For Property (2) the proof is similar to the one mentiomvabdVe ignore the case whergst
is added to theo-fwd set during thecv(rgst); . event. Thus, assume thaist € batch. By
well-formedness conditions and examination of kbel-balance(rgst); actionrgst is added
to theto-treat action.

3. For Property (3), assume that the requegt is forwarded. Requestgst is added to
the to-fwd set either by arcv(rgst); action or by aload-balance(rgst); action where
overloaded; = true.

e rcv(rgst) : when this action occurs theyst.target is unchanged and theyst.next is
reset to the closest point to the target. That is, the receivthe request has been set
during an earlier event.

e load-balance(rgst) : when this action occurs,rav(rgst) event has previously occurred
wherergst.target € i.zone oOr rqst.target = 1. By Lemma A.2, we know that theyst
is forwarded to a replica belonging to next quorums.

By well-formedness assumptions, requests oftiheéreat set are effectively treated while the re-
quests of theo-fwd set are effectively forwarded. Consequently, the thre@gmtges hold and an
executiong satisfying£BS assumptions, satisfies the load-balancing condition. a

Next, we define the quorum underload and quorum overload.

Definition A.4 (Quorum Overload/Underload) Let@ C I be a quorum.qQ is overloadedresp.
underloadejif the nodei € @ contacted during the thwart is overloaded (resp. undertafyd

Corollary A.5 Let P = {S C I} be a set of specific subsets of replicas in the memory. Assume
the look-up procedures terminates. It exists a non-ovelddasetS € P in the memory, then the
look-up procedure returns an element of it.
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Proof. The proof is based on the results of A.3. First-of-all, wesider that the quorum(s) returned

is(are) the quorum(s) where the operation is executed. Bymagtion we know that the number of

qguorums in the memory is finite. Observe that there is a totioon quorum sets in the memory

(cf. Definition 3.3). That is and by Propositions (1) and (@& know that there are two cases: either
(i) the procedure does not complete, or (ii) if an overloadgalica is encountered, then the next
quorum set is contacted. That is eventually, all gquorumsarngacted. Note that if the contacted

replica is overloaded, then its quorums (the quorums tipc@ebelongs to) are also overloaded (cf.
Definition A.4). Finally, by Proposition (2) if a contacteeplica is not overloaded, then it treats the
request, thus the procedure returns the quorum it belongs to O

A.2.2 Proof of Atomicity

The complete implementation of theS System, namely S, is given by the composition of the
Traversal;, the Takeover; and theFuailure-Detector; automata for alk, with the communication
channels.

Execution Well-Formedness. We assume that any sequence of external actions for object
well-formed

e Forany: € I:
— The first event of the sequence is eitherad-write; event, areplicate-rcv, event, or a
fail; event.
— No fail; event precedes any other events.
¢ In any well-formed execution the following holds:
— At most oneread-write(x, *, id), event occurs. That is, an operation is uniquely identi-
fied, whatever the location the operation is requested.
— Every read-write(x, x, id), event has a correspondingad-write-ack(x, x,id), event
following it.

Notations For anyi € I:

e tag ordering relation Let >, be an ordering relation of’ such that for alt; € N x I,
to € N x I, t; >r to if one of the following conditions hold:
— t1.counter > to.counter
— ty.counter = ty.counter A ty.id > to.id
e update(nbrs C I,{j € I,z € R*, n C I, gn € N));: updates the neighbors array of replica
i usingj’s zone,z, andj’s neighborsn. This update is done regarding to these information
timestamp ¢n).
e update({tag € N x I,val € V), (t € N x I,v € V));: updates the local paitag, val) of i
with (t,v). If t > tag then(tag, val) — (t,v), else nothing happens.
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e nbr(i € I, sense € {east, north,south});: returns a replica identifier afs neighbors whose
zone abutsense edge of a zone af.

e abut({pt € R}, {z € R*});: returns a boolean indicating whether or not the set of pogifit
abuts the lower or upper edge of each zene

e increments(tag € N x I): modifiestag such that its counter subfield is incremented. For
instance letag = (ct, i), the function modifies it such thatg = (ct + 1,1).

Invariant Assertions The following invariant shows that for a given replica, iggytnever de-
creases. This is due to the fact that during a propagatiosepttae tag is modified only if the
propagated tag is larger than the local one.

Invariant A.6 Local tag is larger than any othetags encountered so far. In other words, every
replica tag is monotonically increasing.

Proof. First, we show that any tag is unique. Observe that any tassiscéated with a local counter
such that every new tag gets assigned a different value.der @0 break tie among distant node, a
tag gets assigned the identifier of the node creating it aw-aMeight number.

Then, we focus on actions modifying the state of the variable: replicate-rcv;, notify-rcv,,
andprop-end,. Each of these operations updateg and value. Theupdate(p;, p2) function sets
the localp, tag-value pair tgo only if po.tag > p;.tag tag (i.e., only ifps is more up-to-date than
p1)- As a resultp; value might increase but can not decrease. a

Adjustment Guarantees Next, we show that despite adjustment transitions, thehtaphas been
propagated at some place is non-decreasing. The core qirdo$relies on the adjustment modifi-
cations. By Invariant A.6, we know the tag is non-decreagieglly. However, if the replica leaves
or expands the memory, it is not straightforward that the responsible of the same coordinate gets
not a stale tag-value pair (i.e., with a lower tag).

For instance, assume that a propagation targets a pgirthus, the tag of the responsible of
pt is set tot;. Next, suppose that a subsequent propagation occurringghrpoints close t@¢
changes its responsible tagtto If this replica expands, then it is possible that the entereplica
becoming responsible gft might contact all its north and south neighbors learningualp # -
such that, < t¢;. In this case, a tag at a location might decrease. Next, we #fat the tag freshly
propagated at some point is not decreasing at this poinhdrdllowing we say a replica is part of
memory, if and only if its status igarticipating.

Lemma A.7 Let S be the set of points targeted by the last completing propagafThe tag of the
replicas responsible fof' is non-decreasing.

Proof. First-of-all by Invariant A.6, for a specified replica itgtes monotonically increasing.
Initially any node status is idle and when anexpand, event occursstatus is set to
idle. In order for the replica to be part of the memory,natify-rcv;; must occur, where
abut(Uykercvd.from K-z0nes, zones). This means that the north or south edge of thees are
entirely covered by the zones of all answering neighldordn order for a replica to be added to
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the revd-from set, the message received when the occurs, must contain an up-to-date gossip
numbergn, i.e., agn number at least as large as the logalim number that has been previously
sent. Thegnum value is updated if a larger one is received or it is incrememiuring arexpand

or areplicate-rcv event. These two last events are obviously followed by#fy-snd; ; contain-
ing the new gossip numbgr.um and the corresponding rephptify-snd ; ; beforestatus becomes
participating. O

Phase Guarantees Next we show, that if the consulted tag is fully propagatedntthe sequence
of consulted tag is non-decreasing.

Lemma A.8 Let¢, be a propagation phase such that (¢, ) has been fully propagated. If a phase
¢o starts afterg, ends, thertag(¢ps) > tag(p1).

Proof. If the tag is fully propagated, then Lemma A.7 implies thas tiag is non-decreasing at the
point targeted by the propagation despite dynamism. Thef@ims at showing that there exists
such a point consulted bys.

For anymsg, of a phase, it$rajectory and sensaense are unchanged during the whole phase
execution. This comes directly from the fact thats-upd-init or the prop-init occurs once in any
phase. When a message is sent frota j (asnd; ; event occurs), the receiver is chosen among
neighbors of such that the zone gfabuts the zone aofat the intersection betweeanse edge and
the trajectory line. Now assume that a message is sent fiaayj, that is, no expansion is pending
sincestatus must beparticipating. Furthermore; did not leave the system yet (neither by failing
nor by shrinking) for the same reason. Because of¢hi&us field, either a node is n@larticipating
or its neighbors are up-to-date. By examination of ¢thes-upd-end; (or prop-end,) action, we
know that the phase completes whervitsg reaches back the starting point after wrapping around
the torus grid. By examination of the code, whertg ; event occurs, observe that eitlyés zone
abuts the oneé had when the message has been sentggrnext ¢ zone;, and nothing happens
during this event. That is, when the consultation/updatsp(r propagation) phase ends, replicas of
all zones located on the line of equatigr= trajectory (resp.xz = trajectory) have been contacted.
Because of the column-line intersection and Lemma A.7tdheconsulted by, is at least as large
as the tag propagated during phéase O

In the main theorem, we show that the; orders the operations as mentioned in Section 2.2.

Theorem A.9 If g is atrace of7 S that satisfies thd .S assumptions, thefi satisfies the atomicity
definition.

Proof. We show each property separately.

For property (2), assume first that there is a propagatiorseplia operationr;. If the re-
sponse point of operatiom; precedes the invocation point of operationthen propagation phase
¢1 of m; completes before consultation phageof 7, starts. That is, Lemma A.8 implies that
tag(¢1) < tag(¢2). Now assume that there is no propagation phase inBecause of operation
termination, this impliesr; is a read operation and the consulted tag-value pair is gedpd (cf.
1.128 and 127 of Alg.8), indicating it exists a propagatigthat has successfully completed earlier
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such thattag(¢1) = tag(¢,). Sinceg, response precedes invocation,¢, response precedes also
@2 invocation and Lemma A.8 implies thatg(¢,) = tag(¢1) < tag(p2).

Property (3) follows from the fact that the tag of a write aén is incremented. By examina-
tion of thecons-upd-end if the consultation phase ends while the operation is a wititen thetag
is incremented.

Property (4) observe that the value returned during a reatatipnr is the one associated with
tag(m). Thatis, the result is straightforward from Propertiesg2yl (3).

For Property (1), observe that any response of operatjamust be preceded by a finite num-
ber of invocations. Lell’ be the finite set of operations corresponding to such ini@tst By
Property (2) there is no operatien ¢ I’ such thatry < 7. O

A.2.3 Proof of Liveness

In this section we prove tha&quareterminates. That is, we give assumptions ensuring that the
algorithm terminates. In other words we prove that openatiof theZ .S automaton and the look-up
process of th&€ BS eventually completes.

The goal is to show that the routing process—at the core ofabiperand look-up—converges.
For this purpose, we assume that the system eventuallylizstaband message delays becomes
bounded.

Assumptions. In the following we consider the global automatSguare as the composition of
LBS and7 S. Leta be an execution of the global syste&guare, and leta’ be a finite prefix ofx
where the system can be unstable. We refétdae(a’) as the time when the last event@foccurs
and when the system stabilizes.

While information is routed among replicas, coordinates wsed to make sure the receiver
corresponds to the up-to-date target. We refepttpas the current point reached by the routing
mechanism. Assumgt, is the next point to contact during the routing apig, is the target point
where the routing ends.

We need to make two lists of assumptions about (i) communitatonstraint, (i) dynamism
constraint inside the memory.Preliminary, we define tintiognds on some elementary procedure.
We assume that the time required for a failure to be detesteplger bounded bfl-time. Moreover,
we upper bound the time of a local reconfiguration includimg takeover mechanism by-time.
Finally, we upper bound the time for an expansion to comfigtexp-time .

We give some assumptions on communication link.

1. communication-boundf a snd; ; event occurs at timé and; is active at timeg + d, then a
correspondingcv; ; occurs at time + d.

2. communication-frequencyWe assume that whesnd; . andnotify-snd, , preconditions are
satisfied, these events occur witld requency. If anotify-rcv, ; event occurs, thensnd, .
and anotify-snd, , occurs immediately. '
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Note that property (1) is important since it implies that twerlay is never partitioned but re-
mains connected. We assume several constraints of theaelyihamism in the memory. Assuming
that replica failures and replica expansions are finitetimgtamong nodes becomes possible.

1. neighbor-failure Between the time a replica fails and the time it is replaettkast all zones
abutting a vertical edge of the current one have active resple.

2. failure-spacing There is at leasfd-time + rf-time + exp-time + 2d + € between two sub-
sequentail event occurring at replicas responsiblepof point and no failure occurs at the
current replica (the one responsiblegaf).

First we show that the algorithm of theéB.S terminates, that is, when the requested replica
is overloaded, then the propagated request is eventualiyel by some replica of the memory.
Second, we show that an operation resulting from a treatpeest eventually completes. Lastly, we
conclude that any request invoked by a client completes.

The following lemma states that the routing progresseshdts that if asnd; . occurs while
node: does not fail during sufficient amount of timewgz (¢ + £time(a’)) + fd-time + rf-time +
exp-time + d), then a correspondingv., ; occurs.

Lemma A.10 If a snd event occurs at time then arcv event occurs before timewaz(t +
Ltime(a)) + fd-time + rf-time + exp-time + 2d.

Proof. Attime ¢ = max(t,ltime(a’)), the system is stable asdd; occurs. Let andj be the
replicas responsible gft, andpt;, respectively, at time¢’. Assume &ail; event occurs at timé.
Thatis no later than tim&’ = ¢+ fd-time+rf-time another replica has taken oves responsibility.
Let 5/ be this replica. Byailure-spacingassumption, we know that rfail event can occur ator ;'
until time t”” + exp-time + 2d + ¢. Because oEommunication-boundssumption, at timé¢’ + d,
notify-rcv, ; occurs and neighbors set becomes up-to-date. Sincestldg ;; action was enable at
time ¢’ and an expansion lasts less thap-time, message is sent at tinté + ezp-time + d, then
thercv; ;» event occurs at timé’ + ezp-time + 2d. O

Here we show that a message of thB.S can not be forwarded infinitely often.

Lemma A.11 If a snd(r). event occurs in anf BS execution, then eventually eitheris put in
to-treat Or anexpand event occurs.

Proof. For this proof observe that messages relying on the samesedollow the same trajectory.
The starting point,.str-pt is set when the request is received for the first time from trenic
(i.e., whenr.target = 1) ati. Because otommunication-boundssumption, this information is
conveyed through every messages of fli2¢S automaton, and no replica will ever modify it. That
is, r.target is set once and remains unchanged thereafter.

Forwarded messages target the responsible of peittpt-on-diag(r.str-pt). In order to reach
this target, messages go through the replica responsilthe ofosest-pt to the target. Observe that
next-pt(r.str-pt) is chosen as the next point on axis of equatjos = + r.str-pt.y — r.str-pt.z
and Lemma A.10 implies that a message sent is eventuallivesceObserve that thiefinite arrival
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process with finite concurrency model prevents the numbexpénd from being infinite during a
closed interval of time. Since the overlay is a torus and téefirumber of expansions implies that
the number of replicas to contact is finite, a never treatqdest is forwarded back ta str-pt. If
this occurs, thecv event implies an expansion. a

Next Theorem shows that the look-up procedure, which iseattre of theB.S automaton,
terminates. Hence, if a requesis forwarded inLBS, r is eventually treated i S.

Theorem A.12 If asnd(r); . occurs where requeste to-fwd then eventually &ead-write(x, *, id)
occurs withr € to-treat, andid = r.sender.

Proof. First, we show that either a replica treats the request &ives or forwards it. By well-
formedness assumptions, we know a request is eventuadlietteand forwarded when put in the
to-treat and to-fwd sets, respectively. Thev(r) action put it in thebatch or the to-fwd set ifi

is not failed. Assume that € batch just after this event occurs. Then thed-balance; action
preconditions are satisfied. As a result of this action etxecur € to-treat U to-fwd leading to the
result. By Lemma A.11, we know that a request can not be iefinforwarded. It follows that the
process completes. O

In the following Theorem, we show that the operation ex@eytivhich is at the core of th&'S
automaton, terminates.

Theorem A.13 If a read-write(x, ,4d) input event occurs, then eventually the corresponding
read-write-ack(x, *, id) output event occurs.

Proof. First we focus on showing that a consultation phase terminaft the beginning of the
consultation or update phases thejectory is set to a horizontal axis and sense is sehto sense.
Observe then that the trajectory and sense of messagesheveye within the considered phase. By
Lemma A.10 and the finite expansions induced by our model,vegvkthat the routing converges,
thus, the starting point of the phase is reached back. Whewottseupd-end event occurs at the
replica responsible of the starting poiatine € msg.intrvl[east] and the phase ends. Second we
focus on the propagation phase. The proof is similar, thongbsages are sent in two opposite senses
namelynorth andsouth. That is the fix-point is not reached until bothne € msg.intrvl[north]
andzone € msg.intrvl[south], meaning both type of messages wrapped around the torusemd w
back to the starting point. Whenpaop-end occurs while this is satisfied, the phase ends. O

Corollary A.14 The system verifies the two following properties:

1. Eventually every operation completes,
2. Eventually the system gets non-overloaded.

Proof. Property (1) follows directly from Theorem A.12 while theoperty (2) follows directly from
Theorem A.13. That issquareterminates. |
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