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Abstract: Semigroups of positivity preserving linear operators on measures of a measurable
space X describe the evolutions of probability distributions of Markov processes on X.
Their dual semigroups of positivity preserving linear operators on the space of measurable
bounded functions B(X) on X describe the evolutions of averages over the trajectories of
these Markov processes. In this paper we introduce and study the general class of semigroups
of non-linear positivity preserving transformations on measures that is non-linear Markov
or Feller semigroups. An explicit structure of generators of such semigroups is given in
case when X is the Euclidean space R? (or more generally, a manifold) showing how these
semigroups arise from the general kinetic equations of statistical mechanics and evolutionary
biology that describe the dynamic law of large numbers for Markov models of interacting
particles. Well posedness results for these equations are given together with applications to
interacting particles: dynamic law of large numbers and central limit theorem, the latter
being new already for the standard coagulation-fragmentation models.
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Semi-groupes de Markov non-linéaires et processus de
type Lévy en interaction

Résumé : Les semi-groupes d’opérateurs linéaires sur les mesures d’un espace mesurable X
qui préservent la positivité décrivent les évolutions des lois des processus de Markov sur X.
Les semi-groupes duaux d’opérateurs linéaires sur l'espace B(X) des fonctions mesurables
bornées sur X qui préservent la positivité décrivent les évolutions des moyennes sur les
trajectoires de ces processus de Markov. Dans cet article, nous introduisons et étudions
la classe générale des semi-groupes de transformations non linéaires sur les mesures qui
préservent la positivité, que 'on peut appeler semi-groupes de Markov ou de Feller non-
linéaires. Nous donnons une structure explicite des générateurs de ces semi-groupes lorsque
X est Iespace euclidien R? (ou plus généralement une variété). Celle-ci permet de voir
comment ces semi-groupes proviennent des équations cinétiques générales de la mécanique
statistique et de la biologie évolutionnaire. Nous montrons que ces équations sont bien
posées et donnons des applications aux systémes de particules en interaction : loi des grands
nombres dynamique et théoréme de la limite centrale, ce dernier est nouveau en particulier
pour le modéle standard de coagulation-fragmentation.

Mots-clés : Systémes dynamiques sur des espaces de mesures préservant la positivité, opé-
rateurs conditionnellement positifs, modéles markoviens de particules en interaction, loi des
grands nombres dynamique, fluctuations Gaussiennes, taux de convergence, équations ciné-
tiques, processus stables en interaction, processus de type Lévy, coagulation-fragmentation.
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1 Introduction

1.1 Aims of the paper

An important class of Markov semigroups is given by the so called Feller semigroups, i.e. the
semigroups of strongly continuous operators T; , ¢t > 0, on C, (X) (the space of continuous
functions on a locally compact topological space X vanishing at infinity) such that 0 < u <1
implies 0 < Tyu < 1 for all ¢t > 0. In a wider sense, by Feller semigroups one understands
the semigroups of positivity preserving linear operators in the space of bounded continuous
functions C'(X), our basic reference for Feller semigroups being [28]. It is easy to see that if
the evolution on Cu(X) given by the equation f = Af with a linear (possibly unbounded)
operator A in C (X)) preserves positivity, then A is conditionally positive, i.e. (Ag)(z) >0
whenever a function g belongs to the domain of A, is non-negative and vanishes at z. If
X is the Euclidean space R? or a manifold, the Courrége theorem [I2] states that a linear
operator A in Co.(X) whose domain contains the space C%(X) of two times continuously
differentiable functions with a compact support is conditionally positive if and only if it has
the Levy-Khintchine form with variable coefficients, i.e. if

Ag(w) =a(@)g(a) + (), V)(9(x) + 3 (clx), V, V)(a)
+ / (9(z +9) — 9(2) — (&) (5, V)g())v(z: dy), 1)

where c(z) is a positive definite d x d-matrix, b(z) is a d-vector, x(y) is some bounded non-
negative function with a compact support that equals one in a neighborhood of the origin,
and v(z,-) is a Lévy measure, i.e. a positive Borel measure such that

/ min(L, [y ) (z;dy) < 0o, v(z)({0}) = 0. @)

For what follows the main role will belong to the dual formulation of Feller semigroups.
Namely, a Feller semigroup 7; on Co(X) clearly gives rise to a dual positivity preserving
semigroup 7} on the space M(X) of bounded Borel measures on X through the duality
identity (T3 f, 1) = (f, T; 1), where the pairing (f, 1) is given by the integration, of course.
If A is the generator of T}, then y; = T} 1 can be characterized by the equation in the weak
form J

E(g7,ut) = (Ag7,u’t) = (gaA*,ut)? (3)

where A* is the adjoint to A, that holds for all g from the domain of A.
Here we shall deal with nonlinear analogs of (Bl):

d

E(g,ut) = Q(ut)g, (4)
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4 Vassili N. Kolokoltsov

where (2 is a nonlinear transformation from a dense domain of M(X) to the space of linear
functionals on C'(X). Of special interest are the equations of the form

@ (gom) = (AG)g. ) = (9, A" e, Q

where A(u) is a nonlinear mapping from a dense domain of M(X) to (possibly unbounded)
linear operators in C, (X ), and even more specifically the equations with A in ({) depending
polynomially on p, i.e. the equations of the form

K
o =2 [ [ m(an) ), ©)

where each Ay, is a (possibly unbounded) operator from a dense subspace D of Coo(X) to
the space C*¥™(X¥) of symmetric continuous bounded functions of k variables from X .

Our aim is two folds: 1) pure analytic problem (Sections B - to introduce an appro-
priate analog of the notion of conditional positivity for the “generators” Q and A in @), &)
that is characteristic for positivity preserving measure-valued evolutions, to give an explicit
general structure of conditionally positive generators (a nonlinear analog of the Courrége
theorem) and to provide basic well posedness results for the corresponding evolution equa-
tions (@), (Bl); 2) application (Sections B7) - to develop analytic tools for proving the law
of large numbers and the central limit theorems together with precise rates of convergence
for a wide class of interacting Markov processes with pseudo-differential generators, i.e. for
interacting Lévy type processes.

1.2 Motivation: Markov models of interacting particles

A system of mean field interacting particles (or Markov processes) with an underlying motion
described by generator () is a system of N particles in X moving according to a generator
of type (@), where the coefficients a; , b; , ¢; , 7; specifying the motion of every j -th
particle depend not only on the position x; of this particle, but also on the point measure
= h(dy, + -+ 0z,) on X (mean field) specified by the position of all other particles
x1,...,znN of the system (h being a positive scaling parameter, e.g. h = 1/N), i.e. a;(x;) =
a(z;, 1), bj(x;) = bz, 1), ¢j(x;) = c(z;, 1), vi(z;) = v(zj, 1). It is well known (and can
be easily seen) that passing to the mean field or McKean - Vlasov limit in this system (a
scaling limit with the number of particles IV tending to infinity in such a way that the scaled
measures h(dz, +- - -+, , ) tend to some finite measures) leads formally to a measure-valued
dynamics on X described by equation () with

A(p)g(x) = alz, wg(x) + (b(z, p), V)g(x) + %(C(% WV, V)g(x)

+ /(g(ar +y) —9(x) — x(W)(y, V)g())v(x, p; dy) (M)

INRIA



Nonlinear Markov semigroups 5

that specifies the deterministic dynamic law of large numbers for mean field interacting
particles, see a nice informal discussion in [I6], where also other popular types of interaction
geometry (e.g. d-dimensional lattice and the hierarchical interactions) are touched upon.

Another special class of interactions, namely k-ary group interaction of arbitrary order
k (possibly non-binary, and possibly non preserving the total number of particles), was
addressed in [7] (developing further some ideas from [6]), where it was shown that if the
k-ary interactions of indistinguishable particles that preserve the number of particles are
described by generators (conditionally positive operators) By in Coo(X*), k = 1,..., K,
and the k-ary interactions that change the number of particles (from k to m) are given by
symmetrical transitional kernels Py (x1,...,2k; dy1 - - - dym ), the formal measure-valued limit
of the large number of particles is given by the equation

K
o) =2 g [

+ Z/(g*(yl, o Ym) — g (@1, k)P, ks dyr - dy) e (day) - - g (dag),
(8)

where g (21,...,2;) = g(x1) + -+ + g(x;) (the weak form (B) being introduced in [39],
see also Sections B and [ for details). Notice that though the original interacting particle
systems leading to (H), [[) (mean field interaction preserving the number of particles) and to
@) (including k-ary jumps with possible fragmentation or coagulation) are quite different,
equation () can be written in form (). Moreover, it is easy to understand that equation (&)
describing the limit of systems with interactions not preserving the number of particles, can
be also written in form (@l). In fact, if all m > k, then (due to the symmetry of transition
kernels)

/9+(yl,---,ym)Pk(wl,---,xk;dyl--'dym)

m
ZQ*(yl, k) Py, s dys - dym)

- m/g+(y1""’yk)pén(xlv---,wk;dyl < dy)

with
1

ﬁgn(xl,...,a:k;dyyndyk) = — Pi(x1, ...,z dyr - - - dym)
[ -

and introducing the operators
ka(ajl, SN ,xk) = ka(ajl, SN ,xk)

—l—Z/[m(f(yl,...,yk) k(e ) Bl @iy ) (9)

RR n° 0123456789



6 Vassili N. Kolokoltsov

one can rewrite (&) as

K
%(%Mt) = Z % /(Bkg+)($17 e 7$k),ut(d331) e 'Ht(dl‘k) (10)
k=1 """

with conditionally positive operators By in Cu (X*). By similar manipulations (that we
omit) one can deal with the case m < k.
Equation ([Id) has the form (@) with

1

o Big™. (11)

Apg =
Characterizing positivity preserving evolutions in case of X being a Euclidean space (or a
manifold) we shall firstly specify the class of polynomial equations (@) that can be presented
in form () with conditionally positive operators By, then give a structure of arbitrary
equations (@) preserving positivity, and at last show (under mild technical assumptions)
that a nonlinear operator A in positivity preserving equations (&) has to be of form {d). It
will turn out, in particular, that in case K = 2 the positivity preserving equations (f)) can
be always written in form () with conditionally positive operators By (which is not the
case neither for a discrete X, nor for the Euclidean X and K > 2).

1.3 Content of the paper and bibliographical comments

At the end of this introduction we are going first to illustrate the difference between positivity
preserving evolutions () and kinetic equations (Il) (in the terminology of the next section
this means the difference between conditionally positive and strongly conditionally positive
operators) on a simple case of a discrete state space X. At last we shall fix some basic
notations to be used in the paper without further reminder.

In Section B our main structural results on the positivity preserving generators A, Ay
in (@), (@) are obtained (Theorems EZHXA) for the case of X being a Euclidean space (or
similarly a manifold). Some examples are given. At the end of Section Pl we discuss shortly
the lifting of the nonlinear evolutions (@) to linear evolutions on the multi-particle state
space.

As an important previous contribution to the theory of positivity preserving equations of
type @) one should mention book [54], where these equations were analyzed by introducing
a natural infinite-dimensional smooth manifold structure on the space of measures and its
tangent spaces and where one can find a result, which is essentially equivalent to our Theorem
24

As in the case of linear generators, one thing is to give a structure of formal generators,
and another problem is to distinguish those of these formal generators that actually generate
semigroups. Though lots of work in this direction is done both for linear and nonlinear cases,
many questions remain open. Recent achievements in the linear theory are nicely presented
in [28]. There exists an extensive literature on the well posedness for equation (), (@) with

INRIA



Nonlinear Markov semigroups 7

differential generators A that appear in the analysis of interacting diffusions (second order
operators A), see [49], [55], [56], [24], [59] and references therein, and of the deterministic
processes (first order operators A), see e.g. [10], [T9]. Integral operators A, Ay in @), @
stand for interacting pure jump processes and their study was motivated by the Boltzmann
model of collisions and the Smoluchovski model of coagulation and fragmentation, see e.g.
[44), [52], [46], [38], [39], [42] and references therein. Some particular combinations of dif-
ferential and integral generators are mostly centered around spatially nontrivial versions of
Boltzmann and Smoluchovski models, see [25], [27], [50],[35] and references therein, see also
[23] for models with spontaneous births.

In recent years one observes a new wave of interest to the Lévy processes (see e.g. books
[B], [@]) and their spatially nontrivial extensions - Lévy type processes, the latter being
basically just the Markov processes with pseudo-differential generators of Lévy-Khinchin
type, see [28] for a comprehensive analytic study of these processes, [29] for a probabilistic
analysis, where these processes are called jump-diffusions, and also [53] for some connections
between these approaches. Lévy and Lévy type processes enjoy quite different properties
(e.g. fat tails and discontinuous trajectories) as usual Wiener process and related diffusions,
which make Lévy processes indispensable for applications in many situations where diffusion
processes turn out to be un-adequate. On the other hand, the analysis of these processes
is surely more complicated than that of usual diffusions, due in particularly to technically
more involved analysis of the corresponding stochastic differential equations (see e.g. [3]
and [5] for the latter). Roughly speaking, the results of our Section P state that positivity
preserving measure valued evolutions under mild technical assumptions have generators of
non-linear spatially nontrivial Lévy-Khinchin type thus representing nonlinear analogs of
Lévy type processes and semigroups.

In Sections Bl we start our analysis of general positivity preserving evolutions by estab-
lishing (using a fixed point argument that is well known in nonlinear analysis, see e.g. [48]
for its application to nonlinear Schrodinger equation and [55] for stochastic Ito’s equations
describing the evolution (@) with differential generators) a general well posedness result
(Theorem B allowing to reduce the study of nonlinear problems @)-([@) to some regu-
larity properties of the corresponding linear problems. This result can be applied to a
variety of models with pseudo-differential generators (beyond standard diffusions), where
the corresponding regularity results for linear generators are available, for instance in case
of decomposable generators (see [37]), regular enough degenerate diffusions like interacting
curvilinear Ornstein-Uhlenbeck processes or stochastic geodesic flows on the cotangent bun-
dles to Riemannian manifolds (see [II, [33]), or stable jump diffusions. As the latter are
of special interest among Lévy type processes, due to their applications in a wide variety
of models from plasma physics to finances (see e.g. [B], [8], &, [58]), we shall concentrate
further on stable type processes ending Section B with a simple illustration of Theorem Bl
in the case of non-degenerate second order part of a pseudo-differential generator.

In Section @l we introduce our basic model of interacting stable jump-diffusions, prove a
well posedness result (reducing exposition for simplicity to the case where the stable part

RR n° 0123456789



8 Vassili N. Kolokoltsov

is not affected by interaction) and analyze the core of the generator of the corresponding
(linear) Feller process in C'(M™(X)).

In Sections B and Bl the general analytic tools for proving the law of large numbers
and central limit theorems respectively are developed for interacting Markov processes with
pseudo-differential generators. These tools are illustrated on our basic example - interacting
stable jump-diffusions, but they seem to be of interest even for usual interacting diffusions.
Unlike a probabilistic approach (compactness in Skorohod space of trajectories) normally
used for obtaining these type of results (see e.g. [24], [27], [62], [38] and references therein for
the law of large numbers, [I3], [17], [54], [B5], [56], [22] and references therein for the central
limit of interacting diffusions and [I8], [20], [23], [50] for the central limit to some modes with
jumps), our method, being based exclusively on the theory of contraction semigroups, yields
new insights in the analytic aspects of the processes under consideration (Feller property,
structure of the cores of the generators, precise rate of convergence, etc). Moreover, instead
of describing the limiting Gaussian process of fluctuations in the very large space S’(X), as
is usual in the literature, our method allows to do it in a natural smaller space(C!(X))*
that is just “a bit larger”, than the initial space M (X) (which itself is usually unappropriate
for describing the fluctuations). Another specific technical feature is the systematic use of
the derivatives of the solutions of the kinetic equations with respect to the initial data (in
case of the Botzmann equation these derivatives being studied in detail in [A0]).

Section [ is devoted to the interaction changing the number of particles, whose law
of large number is described by equation ). As we noted above this equation can be
also written in form () with conditionally positive operators By in C(X*), which allows
to consider them as particular cases of ([[). However, for the application to interacting
particles an alternative reduction to () becomes more natural, namely by observing that
@) has already form (@) but with B, presenting not just the operators in C*¥™(X*) (as
we always supposed in ([[{l)), but the operators from C*¥™(X) to C*¥™(X*) given by

Bif(z1,...,xk) = Bf(x1,...,x8)

+ Z_I/(f(yl,...,ym)—f(xl,...,a:k))Pk(xl,...,xk;dyl~--dym) (12)

that are conditionally positive in the sense that if a non-negative f € C*¥"™(X) vanishes
at x = (x1,...,2%), then By f(z) > 0. The theory of Sections H and Bl is presented in a
way that more or less straightforwardly extends to the Markov models of interactions not
preserving the number of particles thus including the processes of, say, coagulation and
fragmentation. In Section [ we illustrate this development by obtaining new results on
the rate of convergence to the law of large numbers and the central limit in the standard
Smoluchovski model of coagulation-fragmentation (thus giving a solution to Problem 10
from [2] for the case of bounded intensities).

In Appendix two simple auxiliary results are presented, the first of which is devoted to
the possibility of approximation of continuous functions on measures by analytic functions
in such a way that this approximation respects the derivation (that does not follow from the
standard Stone-Weierstrass theorem on approximation).

INRIA



Nonlinear Markov semigroups 9

It is worth noting that the obtained limits of fluctuation processes supply a large class of
natural examples for infinite dimensional Mehler semigroups, whose analysis is well under
way in the present literature, see e.g. [45] and references therein for general theory, [a1] for
some properties of Gaussian Mehler semigroups and [15] for the connection with branching
processes with immigration.

1.4 Remarks on discrete case

As a warming up we shall discuss shortly the case of X being the set of natural numbers
and the r.h.s of () being a homogeneous quadratic polynomial. In this case equation (&)
takes the form of the system of quadratic equations

i = (Azx), j=1,2,...,N, (13)

where N is a natural number or N = oo, unknown z = (x1,z9,...) is N-vector and all
A7 are given square N x N-matrices. If X is the set of natural numbers and only binary
interactions preserving the number of particles are allowed, measure-valued kinetic equation
() is reduced to the discrete system

N K
: -
b= 5 D w3 PG o), j=12 N ()
k=1

=1 n<m

where P/ is an arbitrary collection of positive numbers that is symmetric with respect
to the exchange of n and m (defining the rates of transformation of any pair of particles j
of type k and [ to the pair of particles of type m and n), and where §7 is the Kronecker
symbol (equals 1 if j = n and 0 otherwise).

Proposition 1.1 Suppose N is finite and Zjvzl AJ =0 (this assumption is made in order
to avoid additional problems with the existence of the solutions).

(1) System ([3) defines a positivity preserving semigroup (i.e. if all coordinates of the initial
vector xo are non-negative, then the solution x(t) is globally uniquely defined and all
coordinates of this solution are non-negative for al times), if and only if for each j
the matriz A7 obtained from A7 by deleting its j-th column and j-th row is such that
(A7v,v) > 0 for any (N — 1)-vector v with non-negative coordinates.

(ii) System ([3) can be written in form ([[4) (with some positive numbers Py™ ) if and
only if the entries A, are non-negative whenever k # j, 1 # j , i.e. if and only if the
matriz A7 has only non-negative entries for all j .

We omit a simple proof of this fact. It was presented to give a feeling of the difference
between the class of positivity preserving evolutions and the class of kinetic equations ().
This difference will be studied systematically in the next section.

RR n° 0123456789



10 Vassili N. Kolokoltsov

1.5 Notations for spaces and semigroups

Throughout the paper the letter X denotes a locally compact metric space, and C(X)
(respectively Coo (X)) denotes the Banach space of bounded continuous functions on X
(respectively its closed subspace consisting of functions vanishing at infinity) equipped with
the norm | f|lc(x) = sup,ex |f(x)|. Denoting by X° a one-point space and by X7 the
powers X x --- x X (j-times), we shall denote by X their disjoint union X = JjZ, X7
, which is again a locally compact space. The elements of X will be designated by bold
letters, e.g. x,y. Instead of X it is often more convenient to work with its symmetrization
SX which is the quotient space obtained by identifying any two pairs x,y that differ only
by a permutation of its elements. We shall denote by C*¥™(X) = C(SX) (resp. B5¥™ (X))
the Banach spaces of symmetric continuous (respectively bounded measurable) functions
on X and by C*¥™(X*) (resp. B*Y"™(X"%)) the corresponding spaces of functions on the
finite powers X* . M(X) (respectively My, (X)) denotes the Banach space of finite Borel
measures on X (respectively symmetric measures on X') with the full variation as the norm.
By weak topology in the space of measures we shall always understand the x-weak topology.
The upper subscript “+” for all these spaces (e.g. M1 (X)) will denote the corresponding
cones of non-negative elements. The lower subscript “fin” for the spaces of functions on X",
e.g. C3/"(X), will denote a subspace with only finite number of non-vanishing components
(polynomial functionals).

We shall work mostly with X = R? or X being a closed manifold. In this case by C*(X)
we shall denote the Banach space of bounded % times continuously differentiable functions
with bounded derivatives equipped with the norm

k
Ifller oy =D I1FPlew)-
=0

Of course C'(X) = C°(X) and C¥(X) (respectively C* (X)) denotes the subspace of C*(X)
consisting of functions with a compact support (respectively vanishing at infinity together
with all their derivatives up to and including the order k).

By L1(X) we denote the usual Banach space of integrable functions, and W*(X) is the
Sobolev space of measurable functions having finite norm

k
I lweco =D 1Ly x)s
t=0

where the derivatives are defined in the weak sense. At last, for a Banach space B and a
positive number ¢, , we shall denote by C([0, to], B) the Banach space of continuous functions
from [0, 9] to B equipped with the norm

[ felleo.tol.3) = S /2]l -

€[0,to]

By a propagator (respectively a backward propagator) in a family of sets My , s > 0, we
shall mean a family U(¢, s), t > s > 0 of transformations M, — M; (respectively M; — M)

INRIA



Nonlinear Markov semigroups 11

satisfying the co-cycle identity U(t, s)U(s,r) = U(t,r) (respectively U(s,r)U(t,s) = U(t, 7))
for t > s > r and such that U(t,t) is the identity operator for any ¢. In particular, a
propagator of probability in a family of the Borel subsets X; of X (shortly, in X) is a
propagator of linear contractions V(t,s) : MT(X,) — M (X;). The adjoint operators
U(t,s) = V*(t,s) act backwards from B(X,) to B(X,) (and form a backward propagator),
the duality equation being

(U(t7 S)fta :us) = (ftv V(t7 S)ILLS)

for functions f; € B(X;) and measures pu; € MT(X,). We say that such a propagator is
Feller if the family U(t, s) is a strongly continuous family of operators Coo (X:) — Coo(Xs)
(if U(t, s) depend only on the difference ¢ — s, these operators form a Feller semigroup). A
Markov process specified by U(t,s), i.e. by the transition probabilities P(t,s,z,dy) from
X to X; defined by

EL*f, = / o) Pt 5, dy) = (U(L, ) f,) (@),

will be then called a nonhomogeneous Feller process (where we use the standard notations
E, for the expectation of the process starting at x).

2 The structure of generators

Definition. Suppose D is a linear hull of a dense subspace in C, (X ) and the set of constant
functions. A mapping 2 from a dense subspace of M(X) containing finite linear combina-
tions of Dirac measures to (possibly unbounded) linear functionals in C(X) with domains
containing D is called x = (z1, ..., z,)-conditionally positive for a given finite collection of
elements x of X, if Q(ZLI w;0z,)g is non-negative for arbitrary positive numbers wy, ..., w,
whenever g € D is non-negative and vanishes at points z1,...,z,. {2 is called conditionally
positive if it is x-conditionally positive for all x € X.

In particular, applying this definition to polynomial operators 2 (see the r.h.s. of equa-

tion (@) we say that a linear map

A= (Ay,...,Ag): D (C(X),C¥™(X2),...,C¥"(XK)) (15)
is conditionally positive if for any collection of different points x1,...,z,, of X , for any
non-negative function g € D such that g(z;) =0 for all j =1,...,m, and for any collection

of positive numbers w; one has

K m m
Z---Zwil---wikAkg(a:“,...xik)ZO. (16)
k=lii=1  ip=1
Moreover, we shall say that A is strongly conditionally positive if Axg(xq,...,xE) is x =
(21, ...,xk)-conditionally positive for any k£ and x. Finally, a linear operator Ay : D —

RR n° 0123456789



12 Vassili N. Kolokoltsov

Cs¥™(X*) is said to be strongly conditionally positive or conditionally positive if this is the
case for the family A = (0,...,0, Ay) of type ().

Remark. If Q is linear, i.e. Q(u)g = (Ag, 1) with some linear operator A in C'(X), the
above definition of conditional positivity is reduced to the standard definition of conditional
positivity of the linear operator A (see introduction).

Our definitions are motivated by the following simple observations.

Proposition 2.1 (i) If the solutions to @) are defined at least locally and are positive for
initial measures being positive finite linear combinations of Dirac delta-measures so
that @) holds for all g € D, then Q) is conditionally positive.

(ii) Suppose linear operators By, in Coo(X*), k =1,..., K , are conditionally positive in the
usual sense (and thus specify a kinetic equation ([[)). Then the operators g — Brg™
from Cuo(X)(dense subspace of ) to Coo(X*) are strongly conditionally positive (the
notation g is introduced in [§)).

Proof. (i) Let a non-negative g € D be such that g(z1) = --- = g(x,,) = 0 for some points
Z1,...,ZTm. Choosing up = w1y, + -+ + wmdy,, we see that (g, o) = 0, and consequently
the condition of positivity preservation implies that %(g, ut) |t=0> 0, which means that
Q" | widy,)g is non-negative. Statement (ii) is obvious.

Remark. Thus on the formal level, the difference between the general positivity preserv-
ing evolutions of form (@) and the kinetic equations of k-ary interacting particles ([0) is the
difference between conditionally positive and strongly conditionally positive generators. For
the case of discrete X this observation is illustrated by Proposition [T

Our first structural result characterizes the conditional positivity at fixed points.

Theorem 2.1 Suppose X = R with a natural d and the space D from the definition above
contains C%(X). If an operator is x = (x1,. .., x,)-conditionally positive, then

Q <Zl wi<5m>9 => [aj(X)g(ﬂCj) + (¥ (x), V)g(z;) + %(Cj(x)v, V)g(z;)

Jj=1

+ /(g(ﬂfj +y) = g(x;) — xW)(y, V)g(a;))v (x; dy) (17)

for g € C%(X), where each ¢’ is a positive definite matriz, each v’ is a Lévy measure, X is
an indicator like in @), and with all a?,b7,¢7, 17 depending on Y ;| wilg, .

Proof. Let us start with a comment on the Courrége theorem. A look on the proof of
his theorem (see [12], [9], [2]]) shows that the characterization is actually given not only
for conditionally positive operators, but also for conditionally positive linear functionals
obtained by fixing the arguments. Namely, it is shown that if the linear functional (Ag)(z) :
C? — R% is conditionally positive at x, i.e. if Ag(z) > 0 whenever a non-negative g vanishes
at z, then Ag(z) has form () irrespectively of the properties of Ag(y) in other points y .

INRIA



Nonlinear Markov semigroups 13

Now let us choose a partition of unity as a family of n smooth non-negative functions y;,
i =1,...,n, such that Z?:l xi = 1 and each x; equals one in a neighborhood of x; (and
consequently vanishes in a neighborhood of any other point z; with [ # ). By linearity
QO widy,) = Yo, Qi with Q9 = (007 wide,)(x;9).. Clearly each functional ;g
is conditionally positive at x; in the usual sense, i.e. g(x;) = 0 implies Q;g > 0 for a
non negative function g € C?(X). Hence applying a “fixed point version” of the Courrége
theorem to each (2;, one obtains representation ().

As a corollary we shall obtain now a characterization of the strong conditional positivity.

Theorem 2.2 Let X and D be the same as in Theorem L
(i) A linear operator Ay : D — CY™(XF) is strongly conditionally positive if and only if
k
Arg(x1, ... z) = Z[akﬂjl(ml, oo xk))g(z4)

j=1

O (1, 2)), V)gla) + 5 (Tl (- o0)V, V)g(a)

+ /(g(ﬂﬁj +y)g(@:) — x(W)(y, V)g(x;))ve(ji (21, ... 2x); dy)], (18)

where the operators I1;; in R? exchange the coordinates with numbers j and I, each
ck (respectively 17 ) is a positive definite matriz (respectively a Lévy measure), x is an
indicator like in (@), and where the functions ay, by, cp, vk are symmetric with respect
to the permutations of the variables xa, ..., xy (i.e. all permutations not affecting x1).

(ii) A linear operator Ay, : D — C*V™(X¥) is strongly conditionally positive if and only if
k
Agg(er,.mn) = ap( (@, ap))g(e;) + Brgt (@, zr),  (19)
j=1

where ay, is the same as in () and By is a conditionally positive (in usual sense)
operator in C3Y™(XF).

(i) From the continuity of the functions in the image of A it follows that the functions
ak, by, ck, Vi, depend continuously on x1, ..., xy (measures vy are considered in the weak
topology).

Proof. (i) From Theorem EZTlit follows that for arbitrary different a1, ...,z

k
Akg(xl, e ,xk) = Z[ai(ml, e ,xk)g(a:j)
7j=1

+ (bl (x1, .., x), V)g(zs) + %(c;;(xl, 2V, Y, )g(x5)
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14 Vassili N. Kolokoltsov

where each cJ is a positive definite matrix, each Vk isa Levy measure. Moreover, due to the
symmetry of functions Ayg for g € C?(X), the functions af, bk, cfc, l/k depend on x4, ..., zk
symmetrically in the sense that, say a’Il;; = o' for all j,1 and a/Il;,, = a’ for m # j, | # j.
Due to this symmetry it is possible to rewrite the above formula as (&) 1 with a; = aj,
by = b}, ¢, = i, vx = vi. It remains to notice that due to the continuity, this representation
remains valid even for not necessarily different points z1, ...,z -

(ii) By the Courrége theorem applied to X* , a conditionally positive By, in Cu. (X*) has
form

Bif(z1,...,zk) = a(x1, ..., xp) f(z1, ..., 2k)

k
S B, 1), V) @, ) + %(6(3:1,...,xk)V,V)f(xl,...,xk)

j=1

k
+/(f($1 + Y1y, Tk -l—yk) - f($1, Z yl, o )f(xl,...,xk))

=1
X (X1, ..., 2 dyr - - dyg)- (20)

Applying this to f = g™ and comparing with (7)) yields the required result.

(iii) By one and the same procedure, one proves first the continuity for different z1, ...,z
, then for two of them coinciding, etc. If all xi1,...,z; are different, one can use the
decomposition from the proof of Theorem Tl reducing the problem to proving the continuity
for the operator Ax(x;g)(x1,...,zr). Choosing g to be a constant, one proves the continuity
of the coefficients ay, for this operator. Then choosing g to be a constant in a neighborhood
of a certain point = one proves the continuity of v, . Then choosing g to be linear around
x one gets the continuity of by , and at last the continuity of ¢ follows.

Thus operators Ay, in (@) are strongly conditionally positive if and only if they have form
Arg = Brg™ /k! with some conditionally positive By, in Cso(X) (up to some multiplication
operators) and thus if they correspond to a kinetic equation for some Markov model of k-ary
interacting particles.

Theorem 2.3 Suppose again that X = R? and D contains C?(X). A linear mapping (5
is conditionally positive if and only if each of the operators Ay has form [R) with the same
symmetry condition on its coefficients as in (I8) and with ¢ and vy being not necessarily
positive but only such that the matriz

Zk Z Z wi, '"wik,lck(mamiu"'7$ik—1) (21)

’Lll ’Lkll

is positive definite and the measure

Zkz Z Wiy - .'wik—lyk('x7xil5'"’m’ik—l) (22)

’Lll ’Lkll
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Nonlinear Markov semigroups 15

is positive for any m, any collections of positive numbers w1, . ..,w, and points x,x1,...,Tm,
(with all vy, satisfying @), of course). In particular, Ay have form (@) with By given by
&) but with not necessarily positive ¢ and v .

Proof. Step 1. Here we shall prove that all Ay have form () with n = & , but possibly
without positivity of ¢, and vy, . For arbitrary fixed z1, ..., z,, the functional of g given by

K m m
SN v wi Al ) (23)

k=1i1=1  ip=1

is x = (x1,...,2m)- conditionally positive and consequently has form () (with m instead
of n), as follows from Theorem BTl Using ew; instead of w;, dividing by € and then letting
€ — 0 one obtains that Y_." | A;g(z;) has the same form. As m is arbitrary, this implies
on the one hand that A;g(x) has the same form for arbitrary x (thus giving the required
structural result for A; ) and on the other hand that

K m m
k—2
E € § E wil"'wikAkg(miu---amik)
in=1

k=2 i1=1

has the required form. Again letting ¢ — 0 yields the same representation for the functional

m m

Z Z Wiy Wiy A2g(Tiy , iy )

11=1142=1

As above this implies on the one hand that
wiAsg(z1, 1) + 2wiwaAsg(21, 2) + Wi Asg(w2, T2)

has the required form and hence also Asg(x1, 1) has this form for arbitrary 1 (put ws =0
in the previous expression), and hence also Asg(x1,z2) has the same form for arbitrary
x1, z2 (thus giving the required structural result for As3), and on the other hand that

K m

m
k—3
€ . E Wiy Wiy, Apg(Xay oo x,)
3 i1 i=1

k= =1

has the required form. Following this procedure inductively yields the claim of Step 1.
Step 2. From the obtained representation for A it follows that

K m m K K m m
ZZ"'Zwil"'wikAkg(xil""’xik):ZkzZ"' Z WiWws, * Wiy,

k=111=1 =1 k=1 I=114=1 1p—1=1

1
|:a‘k(mla Lijpyeens mik71)g(xl) + (bk(ﬂ?l, Lijyyen- amik71)7 V)Q(Il) + 5(616(3:17331'17 ce 7xik71)v? V)g(l‘l)
+

[t +9) - o) = X0 Dt e i ,xik_l;dm} |
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16 Vassili N. Kolokoltsov

As this functional has to be strongly conditionally positive, the required positivity property
of ¢ and v follows from Theorem 21

Corollary 1 In the case K = 2 the notions of conditional positivity and strong conditional
positivity for [[A) coincide.

Proof. In case K = 2 the positivity of (Il reads as the positivity of the matrix

m
x)+2 Z wica(z, ;) (24)
i=1
for all natural m, positive numbers w; and points x,x;, 7 = 1,...,m. Hence ¢; is always

positive (put w; = 0 for all j ). To prove strong conditional positivity one has to prove that
c(x,y) is positive definite for all z,y. But if there exist x,y such that ¢(z,y) is not positive
definite, then by choosing large enough number of points z1, ..., z,, near y , one would get
a matrix of form ([4)) that is not positive definite (even for all w; = 1). This contradiction
completes the proof.

Taking into account explicitly the symmetry of generators in (@) (note that in () or ()
the use of nonsymmetric generators or their symmetrizations specifies the same equation)
allows to get a useful equivalent representation for (@), (). Namely, the following statement
is obvious.

Corollary 2 (i) If A is conditionally positive and hence by Theorem [ZA its components
have form (&), one can rewrite (@) as

7 (9: 1) Zk/Akg T, Y15 Yk e (dw) e (dyr) - - - pe(dyr—1),  (25)

with At : Coo(X) = CY™(X*) being defined as

ALg(@, g1, yr-1) = ar(, 91, yk-1)g(x)
1
+ (bk($7y17 ceey yk—l), VQ(CU)) + §(Ck(xa Yiy. o 7yk71)v7 v)g(‘r) + Fk(yla e 7yk—1)9($)7
(26)

where V is, of course, the gradient operator with respect to the variable x € R® and
where

Cr(ys, - yk-1)g(x) = /(g(x +2) = g(z) — x(2)(z, V)g(z))vi (2, Y1, - - ., Yr—1; dz).
(27)

(ii) If Ay are given by () (and hence B) has form ([0)), then Ar = (1/k!)Bym , where
the lifting operator w is given by wg(x1,...,xr) = g(x1).

INRIA



Nonlinear Markov semigroups 17

(i#5) The strong form of equation BH)-E1D) for measures p; having densities with respect to
Lebesgue measure, i.e. having form u:(dx) = fi(z)dx with some f; € L1(X) is

e Zk/[ R g1+ )V, V@) + (Ve = b)(@ 31, gh1), Vi)

k—1

+(ak — Vb + 5 (V Ver)) (@ g1, - yr—1) fe(@) + Ti(yr, - yr—1) fe(@ ] 1T £ @w)dy,
=1

(28)

where

(Ver(z,y1, .. ye—1))! = (T, 915 Yk—1),

HM&

2
(V,vck)(ﬂf,yl,---,yk_l) = Z 0101 Cl](m ylv---vyk—l)a
10

6,j=

and where I'}; (y1, ..., yk—1) is the dual operator to the integral part ©1) of [28).
As a side result, we can give now the structure of positivity preserving evolutions ().

Theorem 2.4 Suppose X and D are as in Theorem[Z1l Let A be a mapping from a dense
subspace D of M(X) containing finite combinations of Dirac measures to linear operators
in Coo(X) with domains containing D. Let the r.h.s. of [H) be conditionally positive and
let A be continuous in the sense that if p, — p weakly, p,p, € D and g € D, then
Alpn)g — A(n)g in C(X). Then A(w) has form (@).

Proof. From Theorem Tl and the definition of conditional positivity it follows that
A(p) has form () for p being finite linear combinations of Dirac measures. For arbitrary
w = lim p, € D with p, being finite combinations of Dirac measures, A(u,)g converges to
a continuous function for arbitrary g € D. This defines the coefficients a,b,c,v in [@) as
continuous functions for arbitrary p € D by first proving the continuity of a by choosing
g = 1, then the continuity of v by choosing ¢g to be constant in an open set, and then the
continuity of b by choosing g to be linear in an open set.

Some remarks and examples to the obtained results are in order.

Remark 1. It is clear that if only two components, say A; and A; , do not vanish in the
mapping ([[H), and A is conditionally positive, then each non-vanishing component A; and
A; is conditionally positive as well (take ew; instead of w; in the definition and then pass to
the limits ¢ — 0 and € — oo ). In case of more than two non-vanishing components in the
family A, the analogous statement is false (in particular, Corollary [ can not be extended
to K > 2). Namely, if A is conditionally positive, the “boundary” operators A; and A are

RR n° 0123456789



18 Vassili N. Kolokoltsov

conditionally positive as well (the same argument), but the intermediate operators Ay need
not to be, as shows already a simple example of the operator A = (A;, Ag, A3) with

Aig(w1,. .., 1)) = ai(Ag(xr) + - + Ag(z:)), 1=1,2,3,

with a3 = ag = 1 and with as being a small enough negative number. Of course, it is easy
to write an explicit solution to equation (#) in this case.

Remark 2. We gave our results for X = R? , but using localization arguments (like
in linear case, see [9]) the same results can be easily extended to closed manifolds. It is
seemingly possible to characterize in the same way the corresponding boundary conditions
(generalizing also the linear case from [9]), though this is already not so straightforward.

Remark 3. Basic conditions of positivity of 1), 2) can be written in an alternative
integral form. Namely, the positivity of matrices (Il is equivalent (at least for bounded
continuous functions ¢) to the positivity of the matrices

K
Zk/Ck(m,yl,---,yk—l)u(dyl)--'u(dyk—l) (29)
k=1

for all non-negative Borel measures u(dy). Conditions (ZII), (Z2) actually represent modified
multi-dimensional matrix-valued or measure-valued versions of the usual notion of posi-
tive definite functions. For instance, in case k = K = 3 and d = 1, (29 means that
[ es(z,y, 2)w(y)w(z)dydz is a non-negative number for any non-negative integrable function
w. The usual notion of a positive definite function c5 (as a function of the last two variables)
would require the same positivity for arbitrary (not necessarily positive) integrable w.

Remark 4. As shows Proposition [l the statement of Corollary [ does not hold for
discrete X. In case of continuous state space X one can start feeling the difference between
strictly conditionally positive and conditionally positive operators only with £ = 3. A
simple example of a conditionally positive, but not a strictly conditionally positive operator
represents the operator defined as

Asg(x1, 22, 23) = cos(ze — x3)Ag(x1) + cos(x1 — x3)Ag(x2) + cos(x1 — x2)Ag(zs). (30)
Equation (ER) in this case takes the form

G0 = Do) [ 1) 1) costy — )y (31

The “nonlinear diffusion coefficient” is not strictly positive here. Namely, since
1 . .

[ 1)1 cosly — 2)dudz = 1P + F-1)),

where f (p) is the Fourier transform of f , this expression do not have do be strictly positive

for all non-vanishing non-negative f. However, one can find the explicit solution to the
Cauchy problem of @1):

1 (z —y)?
Je= V21w /exp {_ 2wy

}fo(y)d%
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with A R

we = (1 + (| fo(D? + | fo(=1)*).
This is easily obtained by passing to the Fourier transform of equation (BI) that has the
form

L) = 5P (FOP + VP ilr),

and which is solved by observing that §t |£:(1)]2 + | fe(—1)|? solves the equation & = —&2
and consequently equals & = (t + &)~

Remark 5. There is a natural “decomposable” class of operators, for which (@) reduces
straightforwardly to a linear problem. Namely, suppose k!Aig = Brg™ = (B;.Cg)Jr for all
k=1,...,K with some By in Cs(X) that generate Markov processes their (i.e. Byl = 0).
Then (EB]) takes the form

K
7 (g.10) Z [ (Brg, o) ]| 7Y,
i
which is a linear equation depending on ||u:|| = ||po|| as on a parameter.

For conclusion of this section let us discuss the lifting of (@), (I0) to linear evolutions
on the multi-particle state space X which is of importance for the corresponding particle
systems describing their “propagation of chaos” property. In fact equations (&4), (BH) below
are derived in [7] from a scaling limit of the moment measures of interacting particle systems
in the spirit of e.g. [30] or [56].

For a finite subset I = i1,...,4; of a countable setJ , we denote by |I| the number of
elements in I , by |I|its complement J\ I, by x; the collection of the variables z;,, . . ., z;, and
by dx; the measure dx;, - --dx;, . Clearly each f € B*Y™(X) is defined by its components
f¥ on X* so that for x = (x1,...,71) € X¥ C X, say, one can write f(z) = f(x1,...,7%) =
f¥(x1,...,21) (the upper index k at f is optional and is used to stress the number of
variables in an expression). Similar notations are for measures. In particular, the pairing
between C*¥™(X) and M(X) can be written as

p)z/f(x)p(d p0—|—z T1, ..y Tp)p(dry - - - dxy),

fecvm™(x),  peM(X), (32)
so that ||p|| = (1,p) for p € MT(X). To an arbitrary Y (dx) € M(X) there corresponds a
measure Y® € Mym (X) defined by its components

(V) (dar -+~ da) = %Y‘@"(dml e eday) = %Y(dwl) Y (). (33)

To each g € C*¥™(X) there corresponds a analytic functional (g,Y®) on M(X) (also
called sometimes the generating functional for g). Such a functional will be called a polyno-
mial on M(X), if g € C7Y""(X), i.e. if only a finite number of the components of g do not
vanish.
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Theorem 2.5 (i) If j; satisfies (), then v = (ut)® € Maym(X) satisfies the linear

equation
d I K 4
grideedz) =3 % Gl / (B R T ey - dgga),
J:]- k=1 Ti41yLl+k—1
(34)
where C,, are the usual binomial coefficients, B} is the dual to By, and (B)*vi(dxy - - - dzy,)
means the action of B} on the variables with indezes from I C {1,...,m}.

(it) If the evolution of t vy € Mgym(X) is specified by B4), then the dual evolution on
C*¥™(X) is given by the equation

g1, m) = (Lpg) (e, m) = > > (Blijaa0)(@, .. w), (35)

IC{1,...,l} j¢I

where gr(xz1,...,x;) = g(xy) and Bil “““ * means the action of B, on the variables
1y -+, Jk- In particular,

(Lpg')(@1,...,20) = (Bi(g") ") (1, .., 20).
Proof. Observe that the strong form of ([I0) is

Z Bk pt @ - @ pg)(dadyy - - - dyg-1),
prfl

which implies ([B4) by straightforward manipulations. From (B4)) it follows that

gth ZZ Z ZB 9i(x1, s wrp—1)ve(dzy - - dopg—1)

=0 k=1T1C{1,...,l4+k—1},[I|=k-1 j&I

= Z Z ZB{}{_ng(a:l,...,xm)ut(dajl---da:m),

m=0T1C{1,....,m} j&I

which implies (BH).

>From the duality between 4] and ([BH) one concludes that whenever one has the well
posedness for the Cauchy problem of equations BH) and () for some dense subspaces of
initial continuous functions g on X’ and initial measures po on X, one has the duality relation

(96, 15) = (90, 12) (36)

implying the invariance of the corresponding space of “analytic” functionals of the type
(9,Y®) on M(X) under the action of the semigroup T:F (1) = F(u;) on C(M(X)). In
many cases one can prove that this space provides a core for the generator of this semigroup,
with the r.h.s. Lp of BH) specifying the form of the generator on this core.
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3 A well posedness result

Suppose X = R?. Our strategy of solving ([28) will be to look for a fixed point of a mapping
from u; € C([0,to], L1(X)) to the solution F; € C([0,to], L1(X)) of the linear equation

iF()—fk/F( ( )V, 9)Fi () + (Ver — ) ), VE ()
dt t\ X _k:1 2 Cr{Ty Y1y .. - Yk—1 I} t\ X Ck k)T Y1y .oy Yk—1), t\ X

K1
+(Vbi, — %(V, Ver) +ap)(@,y1, - ye—1) Fe (@) + Ty, - - 7yk1)Ft($):| 1T weCw)dy.
=1 -

Theorem 3.1 Suppose the coefficients of @) as functions of x belong to C*(X) with all
bounds being uniform with respect to other variables (derivatives of the Lévy measures in
the integral operators Ty, are taken in the weak sense). Suppose for any ty and any u; €
SoC([0,t0], LT (X)) (the subset in C([0,t], LT (X)) of functions having fized Li-norm |luo||
at all times) the resolving operator (or the propagator) Uy s([u]), 0 < s < t < ¢y to the
Cauchy problem @) in Li(X) is well defined. More precisely suppose that U s([u]) is the
family of positivity preserving linear isometries in L1(X) (to have isometries one usually
assumes that all aj, vanish in [B1)) depending strongly continuously on t,s and such that

(i) Up([u]) is the identity operator for all t,
(ii) the semigroup identity U, s([u])Us,»([u]) = Uy ([u]) holds for all t > s >,

(iii) the function g; = U; s([u])gs belongs to C*(X) and is the unique solution to 1) with
the initial condition g, = g whenever g € C?(X),

(iv) the space W?2(X) is preserved by U; s([u]) and

[Us,r([u])gllwzx) < Ca(to)llgllx2(x) (38)
holds with Cs(to) depending only on ||uo]|-

Then for an arbitrary nonnegative fo € W2(X)NC2(X) there exists a unique non negative
classical solution f, € W2(X)NC?(X) of @R) with the initial condition fo (i.e. it satisfies
@8) for all t > 0 and coincides with fo at t = 0) and the mapping fo — f: extends to a
strongly continuous semigroup of (nonlinear) operators in (W?(X))* that preserve the L,
-norm of fo and yield a solution to the Cauchy problem of (23).

Proof. We are going to show that in case ug € W2(X) there exists a unique fixed point
of the mapping u; — F; = Ugo([u])uo. First observe that differentiating the semigroup
identity for Uy s([u]) one gets that

d

75 Uts(lul)g = Urs([u]) L(s)g (39)
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for g € W?(X), where L(s) denote the generators (depending on u) at time s (the operators
on the r.h.s. of equation B1)).

Let ug be fixed and let u', u? coincide with ug at time zero and belong to the sphere
SoC([0,t0]), LT (X)). Due to (BH) one has

Al = Fi(o?) = [ S0V Do ds

=/0 Ur,s([w])(L1(s) = La(5))Us,o([u'))uo ds, (40)

where L1(s), La(s) denote the generators at times s of the equation B7) with u; and us
respectively. Clearly

I(L1(s) = La(s))gll . x) < Cullu'(s) = w? ()l oo llglwzcx) (41)

where C; depends on |uo| 1, x)and the bounds for the derivatives of the coefficients of
equation ([Bd). Consequently (BY), @), 1) imply that

sup || Fe([u']) = Fa([u®D) L, x) < tC1Ca(t0) [uollw=(x) sup [lu'(s) — u? ()], x)- (42)
0<s<t 0<s<t

Hence the mapping u; to F; in the subset of SoC([0, o], L1(X)) obtained by fixing u is a
contraction whenever
tClcg(t0)||’LL0||W2(X) < 1. (43)

Consequently one obtains a unique solution to B3) on the interval [0,¢1] for any ¢ < ¢
satisfying (@3)), and moreover

sup [lus|lwz(x) < Ca(to)l|luollw2(x)- (44)
0<s<ty

If t1 < to one can repeat this procedure starting from the time t; obtaining a unique
continuation of the solution to the interval [t1,t5], where

(ta — t1)C1(Ca(to))luollw2(x) < 1. (45)

A key observation now is that as this new solution again solves ([B1) one still has the estimate
#J) with t; replaced by t5 (i.e. C2 do not have to be replaced by C? here), which allows to
attain the time ¢( by using this procedure p times with p being the minimal integer exceeding

toC1(Ca(to))[[ul]lw2(x)-

This completes the proof of the Theorem.
We are going to illustrate the general result obtained by applying it to the case of
equations with a strictly non-degenerate diffusion part such that

K
S [ entrpne s ldn) ) > (46)
k=1

for all x and (non-negative) p and some fixed real m.
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Theorem 3.2 Suppose all ap, vanish in @8), @8), cx satisfy @) and the measures vy in
D) have densities with respect to Lebesque measure:

V(T Y15 - Yk—15d2) = Yr(m, 91, -+ Y13 2)d2 (47)
such that o o
V(T Y1y - - Yk—1;2) < max (|Z|Bl+d’ T |z|52+d) (48)
for all k,x, z,y; with some constants /1 € (0,2), f2 >0, C > 0 and with
oY 2 9y 2
sup [+ s b <o [ s |8 sl < e
/|y|<1 =<1 | O jyi<1 |z1<1| 022

Suppose that b € C3(X) and ¢ € C*(X) with all bounds being uniform with respect to other
variables. Then all the conditions (and hence the conclusions) of Theorem [l are satisfied.

Proof. Observe first that the dual I'} to operator (27) has form

P;;(ylv e 7yk*1)g(x) = ‘/[g(‘r - 2)1/1(1' —Z Y1y Yk—1;5 Z) - 9($)¢($ay1, sy Yk—15 Z)
+ (Vg(x), 2)x(2)(z,y1, - - -, yk—1;2) + g(@)x(2) (Vo (2, 11, - . -, Yk—1; 2), 2)] dz

which can be written in the form
otz =2~ gla) = (Vo) D)o - 2:2) ds
+9la) [l = 22) — (@i 2) + X Vav(ai2).2) da
+(Vgla), [ () l,2) = Ul - 2,2))d2) (49)

(where we omitted the arguments y1, ..., yx_1 of the function ), i.e. it has the same form
(D) plus a first order differential operator with bounded coefficients (the latter being due to
our assumptions on ¢). The well posedness of the Cauchy problem for equation (B7) under
the conditions of the Theorem and with bounded 1) was shown first seemingly in [43]. In [32],
[33] it was shown that in this case there exists a Green function G(t,x, xo; [u]) of equation
BD), which is continuously differentiable in ¢, x,x¢ for ¢ > 0 and satisfies the Chapman-
Kolmogorov equation. In [31] the same result was obtained for I'; being a finite sum of
fractional powers of the Laplace operator (stable laws). Both proofs from [32] and [B1] can
be easily generalized to give the existence of a differentiable Green function under the above
conditions on 1 . Moreover, as the same holds for the dual equation and the dual equation
preserves constants it follows that the solution of ([B1) preserves the Li- norm. This shows
everything except (BR), but the latter estimate is straightforward. In fact, on the one hand,
the preservation of smoothness, in particular [38), is well known for non-degenerate diffusion
equations, i.e. for ¢ = 0. On the other hand, the series representation for G(¢,x, xo; [u])
obtained in [32] for non-vanishing ) shows that the integral operator I" can be treated as a
small perturbation that does not affect the validity of B8).
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4 Interacting stable jump-diffusions

Our basic model of interacting stable jump-diffusions is defined by X = R? and K = 2 in
@) or (I) connected through (), and by By, By given by

(Bif)(x) = —o(x)|A[*2f(2), [ CZX), (50)

(Baf)(w.9) = V) 5 (0,0) + V(0,2) 5L (011)

+ /(f($8+a:1,y+y1) - f(xvy))qz(xay§$layl)d$1dy1a feC(Xx?), (51)

where V, 0,1 are given functions with v being symmetric with respect to the permutation
of either z,y or z1,y1, and the index of stability « is a fixed number in the interval (1, 2)
(we do not consider here the indices o < 1, as the technique applied below would require
a modification in this case). The first (respectively the second) part of (&Il stands for the
potential (respectively the jump type) interaction.

Remark. The case o = 2 corresponds to the standard diffusions and is omitted, though
all results below are still valid for « = 2. In particular, in case a = 2, 0 = 1, ¥ = 0 the
corresponding Markov model of interacting particles is given by the system of Ito’s equations

dX; = dW; + Y V(X;, Xj)dt,  i=1,2,--
J

Equations Z8) and (28) for generators (&), (&) take form
d o
— (9, m) = —(o(@)|A1"2g, jy) +/(V(%y),Vg(x))ut(dx)ut(dy)

+ / 9z + 2) — 9(2)) e, y; 2)dzpue(da)e (dy) (52)
and

G2) = ~AP P 0() () ~ [V (e,), D)) l0) + divsV (o) o) )l

[l = 20l = 20332) — Flw)i (.33 2)) i (y)dyd= (53)
respectively, where
d
Vi -
divsV (o) = Y 52 @), Vo) = [ Gz wldo,
i=1 4

V; and x; being, of course, the coordinates of the vectors V and z. It is possible to get a
well posedness of ([B3) as a consequence of Theorem Bl However, we assumed here that
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o(z) is not affected by interaction, which would lead to better results (arbitrary initial
conditions), than those obtained through Theorem Bl As a preliminary step we need the
basic properties of the corresponding linear problem given by the following theorem that is
of independent interest.

Theorem 4.1 Suppose a € (1,2), o(x), Ai(x) (respectively Bi(x), ¢:(x)) are continu-
ously differentiable (respectively continuous) functions of x with o, ¢, being non-negative
and Ai, By, ¢ depending continuously (in fact, measurably is enough here) on t > 0, and
such that

sup max(o(x), 0 (2), [Vo (@), |A(2)], [VAe(2)], |Be(2)], de (2, 2)(1 + [21779)) < Colto)

t<to

(54)
for some constants 5 € (0,2), Co(to) > 0 and all x,z. Then
(i) the equation
%Gt(f) = —o(2)|A[*2G,(2) — (Ai(x), VGi(x)) + By (2)Gy ()
+ /(Gt(a: + 2) — G(x)) e (x, 2) dz (55)

has a Green function G(t,s,x,y), to >t > s > 0, i.e. its solution with the initial
condition G(s,s,z,y) = 6(x —y), such that

G(t,s,,y) = Sa(t, s,z — y)(1+ O(1) min(1, |x —y|) + Ot"/*))
+O(t)(L+ |z — y|THminte) =L, (56)

where O(1),0(t'/*) depend only on ty , Co(to),

t
Sattos.o =) = ) [ o { ool + ity - [ Awanfar 60
is a shifted stable density (with the index o and the uniform spectral measure) and

where the last term in ([BB) can be omitted whenever 5 > a;

(i1) G(t,s,x,y) is everywhere non-negative and satisfies the Chapman-Kolmogorov G equa-
tion; moreover, in case B; =0 one has [ G(t,s,z,y)dy =1 for all z and t > s;

(iii) G(t, s, z,y) is continuously differentiable in t, s, z,y whenever t > s and
oG “1/a
e tts.a)| = O = ) )G (s .0) 58)

uniformly for 0 < s <t <ty, x,y € Rq ;
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(iv) for any G5 € C(X) there exists a unique (classical) solution Gy in Coo(X) to the
Cauchy problem of equation (BH) (i.e. a continuous mapping t — G € Coo(X) that
solves ([BH) for t > s and coincides with G5 at t = s); moreover Gy € C*(X) for all
t > s with

IGllcrx) = Ot — s) ™| Gslloxs

and if , 0, A, By, ¢; € C*(X), k > 0, the mapping G, — Gy is a bounded operator in
C*(X) uniformly for t € [0, o).

Proof. In case By(xz) = 0 and A;(z) = A(z) being time independent this result is obtained
in [32] (the existence of the Green function in case i) = 0 being previously obtained in [31]).
It remains to observe that the proof from [32] generalizes straightforwardly to the present
non-homogeneous situation.

Remark. In [32] one can find also two-sided estimates for the Green function (Bf).

Corollary 3 Under the assumptions of Theorem [[-1] the mapping G5 — Gy extends to (i)
the bounded linear mapping M(X) — M(X) that is also continuous in the x-weak topology
and is such that its image always has a density (with respect to Lebesgue measure) that solves
equation [B3) for t > s; and to (ii) the bounded linear mapping (CL (X))* — (CL (X))*
that is also continuous in the x-weak topology.

Proof. Follows from Theorem BTl (iv) and the duality arguments.
The basic properties of the solution to the Cauchy problem of equations (B2), &3)) are
collected in the following theorem.

Theorem 4.2 Suppose o € (1,2), o(z) is a positive function such that o~ is bounded,

o€ CYX), V € CHX) as a function of the first variable with bounds being uniform with
respect to the second one, and a continuous function v enjoys the bound

C
(2, y;2) < T4 [aPHd (59)

for all z,z,y with some constants § € (0,2), C > 0. Then the following holds:

(i) For arbitrary non-negative fo € Coo N L1(X) there exists a unigue non-negative classical
solution f; € Co N L1(X) N CHX) of the Cauchy problem to [B3) (i.e. t — f; is a
continuous function Ry — Coo(X) that satisfies B3) for t > 0).

(i) The mapping fo — f: extends to a strongly continuous semigroup of (nonlinear) contin-
uous isometries of LT (X) (i.e. (t,fo) — f: is a continuous mapping of two variables
with fo and f; considered in the Banach topology of L1(X)).

(i#i) The mappingfo — fi extends to a semigroup of Lipshitz continuous (in the mnorm
topology) isometries g — py in MY (X) such that (E2) holds for any g € C*(X) N
Coo(X) and the measure i, has a density f, € LT (X) N Cu(X) for all t > 0.
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(iv) The mapping po — e is infinitely differentiable with respect to g and for each k
the (signed) measure %(xl, ey Tk o) 15 well defined, is uniformly bounded for pg
from any bounded set and is continuously differentiable in x1,...,x;. Moreover, if
o(x), V(z,y), ¥(z,y;2)(1 + 2|79 belong to C*(X) as a function of x uniformly with

respect to other variables, then each measure ‘;ﬂ“t (x1,...,2k; po) depends two times

continuously differentiable on 1, ...,y in the topology of the Banach space (C?(X))*.

In particular,
2 52Mt
Vg, < lgllc2x)C (& llroll)

with some constant C(t, ||uol|) for all two times continuously differentiable functions
g.

(v) Under the assumptions of (iv) the mapping fo — f; extends to a semigroup of Lipshitz
continuous (in the norm topology) mappings jo — p; in (C*(X))* such that

el acxy < COEY*poller (x)-

Remark. As is easily seen, the above mapping ¢ — p; is not continuous in M™(X) (unlike
its restriction to L1 (X)) in the norm topology as a function of ¢ at ¢ = 0 for arbitrary po
which is not absolutely continuous with respect to Lebesgue measure. Hence the necessity
to work in the weak topology of M (X)), which will be exploited in the next Theorem.

Proof. Our strategy in dealing with equation (B3)) is the same as in the previous section
and is based on the observation that a solution to this equation is a fixed point of a mapping
ug — Fy , where for u; € C([0, %], M (X)) the function F} solves the equation

iFt( ) = —|A[*2(0(x) Fy(2)) — (Ve(a, [u]), VE;(2)) - divVi(z, [u]) Fy ()

dt
+ /(Ft(a: — 2)(x — 2z, 2, [u]) — Fe(x)Ye(z, 2, [u]))) dz (60)
with the initial data Fy = ug, where
Viw ) = [ Vgudy), vz ) = [ e,

In order to solve this equation using Theorem BTl we change the unknown function F; to
Gi(x) = o(x) Fy(z) leading to the equation

—Gt( ) = —0(2)|A|*2Gy(x) — (Vi(w, [u]), VGi(z))
+ [(Vi(z, [u]), VIno(z)) — divVi(z, [u])]Ge(2)
+ /(U(x)a_l(x —2)Ge(z — 2)Y(x — 2, 2, [u]) — Gi(2)Ye(z, 2, [u]))dzdy. (61)
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Applying Theorem to equation (BI) yields a solution F; = U(t,s)Fs to the Cauchy
problem of equation (&) in the form

Fﬂm)=L/ofluﬁau,aaayﬂunouandym

which is unique for F; being from Co. (X ) and where G(t, s, z, y; [u]) is the Green function of
equation (BI). As is also the case in Theorem Bl equation (B0) is dual to a similar equation,
but which unlike () preserves constants. Hence the family of the operators U (¢, s) extends
to a strongly continuous semigroups of isometries in L] (X) and M*(X), where strong
continuity in case M(X) is understood in the sense of the weak topology of M(X). The
key property of this semigroup follows from @&): F; € W1(X) and

IFellw (xy < Calto)(t — 8) )| Fullmex) (62)

whenever ¢t > s and Fs € M(X).
We shall follow now the same line of argument as in Theorem Bl but with ug being an
arbitrary element of L (X) or M*(X). Instead of @I]) one has

I(L1(s) = La()gll . x) < Cullut(s) = w? ()l amaex) gl x)- (63)
Consequently, #0), ©2), E3) yield

sup [|Fs([u']) — Fs([u?])|| 2, x) < 17 C1Ca(to)|uol| am(x) e l[u'(s) = u®(s)]| L, (x)-

0<s<t
(64)
Hence the mapping u; to F; in the subset of SoC/([0,t0], M1 (X)) obtained by fixing ug is a
contraction whenever
tlfl/o‘Cng(to)HuoHM(X) < 1. (65)

Consequently one obtains a solution to (B3) on the interval [0,;] for any ¢; < to satisfying
(EH), which is unique for ug € Coo(X). If t; < to one can repeat this procedure starting
from the time ¢; obtaining a unique continuation of the solution to the interval [0, t5] with

to — t1 satisfying (B3)), etc.

Let us show the required continuity properties of the constructed solution. Suppose
ul(t),u?(t) are the fixed points to u; — F} (i.e. the constructed solutions to equation (&)
with different initial values u},u3 € M(X) both satisfying F). Let U’(¢, s),i = 1,2, denote
the corresponding propagators to (B). Then

ut(t) —u®(t) = U'(t, 0)ug — U(t,0)uf = (U (¢,0) — U(t,0))ug + U*(t, 0)(ug — ug)
= [ U )L~ 20 5,0 ds + U 0) i — ). (66)
Consequently

sup [u'(s) = u?(s)lmex) < w sup [lu'(s) = u?(s)|amex) + lug — wgllax)
0<s<t 0<s<t
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with a w € (0,1) (being given by the Lh.s. of (EH)), and thus

(1 =) sup lut(s) = u(s) L) < Il — wdlaagx-
0<s<t

This implies the continuity (even Lipshitz continuity) of the mapping po — p; in the
norm topology both in L (X) and M(X).

The continuity of fo — f: as a L1(X)-valued function of ¢ follows from the same property
of the linear problem.

Statement (iv) follows from the possibility to differentiate the equation for y; with respect
to the initial condition arbitrary number of times, as the r.h.s. of the equation depends on
u: quadratically. Differentiation leads to the time non-homogeneous equation of type (&),
whose well-posedness follows again from Theorem E11

To get (v) one extends the above fixed point arguments from M(X) to (C!(X))* using
instead of (B3)) and (B4) the inequalities

[(L1(s) = La(5))gll(cr(x)) < Cullut(s) = v ()|l (crx)- l9llnx)

and respectively

sup [|Fs([u']) = Fs([u?])ll(cr (x))-

0<s<t

< LG o) [uoll (o1 (x))- Sup, lu(s) = u? ()l .-

We shall apply the above results to the study of the semigroup of positivity preserving
contractions T3 F (1) = F () on the space of bounded functions on M7, (X), which is a sub-
set in M*(X) consisting of measures with norms bounded by M. Let Co(M7,(X)) denote
the closure in C(M™ (X)) (the space of measures is considered in the x-weak topology) of
the set of polynomial functionals C3)"f; (X) consisting of finite linear combinations f of the
functionals of the form

F(o) = o [ 97 @ amutde) - ulde) = (6" 1) (67)
with g™ € C5Y™(X™). As polynomial functionals are known to be dense in C(M},(Z))
for compact spaces Z (which is a direct consequence of the Weierstrass theorem), it follows
that for a locally compact metric space X the space Co(M7,(X)) consists of elements F
from C(M7;(X)) such that F,, — F in C(M},;(X)), where F,, (1) = F(xnp) (Xn being the
indicator function of the ball of radius n with some fixed center).
Recall that the variational derivative ‘2—5 (or shortly 6F) of a functional F € C(M(X))
is defined as

L(F(u+ ho,) — F(1).

OF (1) = hj)nf%o h

The space C*(M7;(X)) is defined as the spaces of functionals such that §F exists for all
z € X and u € M};(X) and is a continuous function of two variables there. One sees by
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inspection that for F' € C*(M};(X)) and arbitrary p, v € M}, (X) the formula

F(v) - F(u) = / s / SF (x4 (v — ) (v — ) (da)

holds and that the space Co(M7};(X)) contains the space Cj(M™T (X)) of functionals from
CY(M7,(X)) such that 6F (-, 1) € Coo(X) uniformly for p € M7, (X).

Theorem 4.3 Under the assumptions of Theorem .4 suppose additionally that V (z,y) and
Y(x,y;2) (1 + |2|7P) belong to Coo (X) N CH(X) as functions of y uniformly with respect to
other variables. Then

(i) the mapping (po,t) — ue is a continuous mapping of two variables with o , p consid-
ered in the weak topology;

(i1) the family of linear operators T:F(u) = F(u:) defines a contraction semigroup on
C(M* (X)) and on C(M};(X)) for arbitrary M , which is strongly continuous on
Co(M};(X));

(i#i) the subspace Cy> (M7, (X)) of CA(M, (X)) consisting of functionals F with 6F (x, 1)
being two times continuously differentiable in x with the first and second derivatives
belonging to Coo(X) uniformly for 1 € M3, (X) represents an invariant core of the
generator Lp of the semigroup T; on Co(M7,(X));

(iv) the space of polynomial functionals Cgos}’m (X)) consisting of linear combinations of the

functionals of form @D) with g € Co(X) being two times differentiable with its first
and second derivatives belonging to Coo(X) is also a core of the generator L.

Proof. (i) The continuity of the mapping ¢ — u; in the weak topology follows from
duality. Let us show that if uf} € M™T(X) converges weakly to up € M*(X), n — oo, then
u™(t) converges to u(t) weakly for each ¢ > 0, where u™(t), n = 1,2,...,u(t) are the fixed
points of the mapping u; — F; (considered in the proof of the previous theorem) with initial
data uf},uo respectively. Let U™(t,s) and U(t,s) denote the propagators corresponding to
u™(t) and u(t). Notice that the adjoint operator to the operator L; from the r.h.s. L,(F})

of (E0) equals
Lig = —o(2)|A|*g + (Vi(x, [u]), VEt)) + /(g(ﬂ«“ —2) = g(@)i(x, 2, [u]))dz.  (68)
Denoting

(@) = Vilw, [u" —u]) = /Vt(a:, y)(u"(t) — u(t))(dy),
07 (2, 2) = W(z, 2, [u" —u]) (1 + [2|"7)
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(we use the notations introduced in the proof of the previous theorem) and using (B8) yields
t
00 = ([ W2 (L~ LOVEV () ) + (0 (0. 00V ) = o)

t
57, 2) = ( [0 @ - L0z s )1+ |z|d+ﬁ>ds,ug)
+ (U, 0)0(x, -5 2) (1 + |2|717), ug — ug).

Hence
t
@ < 5 ([ s+ sup 0 .2 )+ 107 (00 (20, = )
0 x x,z
for some constant K with a similar estimate for §; yielding for
& = sup [ (z)| + sup |6} (z, )|
the estimate
t
§<K / Exdds-+sup |(UF (1, 0)V (), uft 1) +sup (U7 (¢, 0)8(, -, 2) (14|27, ut — o)
0 T

(with some other constant K). As the sets of functions V (x,-) and v (z, -; 2)(1 + |2|T7) are
compact in Co, (bounded with uniformly bounded derivatives), the last two terms on the
r.h.s. of this inequality tend to zero as n — oo uniformly for ¢ € [0, T] for arbitrary 7' > 0.
Consequently (due to Gronwall’s lemma) the same holds for &, and hence for v; and d;.
Consequently, (66) implies

t
(g, u"(t) —u(t)) = O(1) Sl[ﬁp]ﬁs s~Vds + |(Uf (¢,0)g, ufy — uo)|
se|0,t 0

for arbitrary g € Cy , which implies the convergence (g,u"(t) — u(t)) — 0 and hence the
weak convergence u"(t) — u(t).

(ii) By (i) the semigroup T; preserves the spaces C(M};(X)) and C(M™(X)). Let us
show that the space Co(M7,(X)) is invariant under the action of this semigroup. To do this
one needs to show that the functional F(y) belongs to Co(M7, (X)) for any ¢ > 0 and F of
form Q). For simplicity let us give the arguments for the case k = 1 only, denoting g* by g
(the general case is quite similar). Let v, denote a smoothed indicator function of the ball
of radius n in X (a continuous function that equals one in this ball, vanishes outside the ball
of radius n + 1 and is bounded by one everywhere). Since for a compact X the polynomial
functionals are known to be dense in C(M7,(X)) (which M is an easy consequence of the
Weierstrass theorem), the functional (g, 11+ (Xn/t0)) belongs to Co (M7, (X)) for any n. Hence
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it remains to show that (g, t:(xnpo)) converges to (g, pt(uo)) for arbitrary ¢ uniformly for
all pp € Mp(X). Again using (B8l one writes

(9. 1t (ttto) —pie(110)) = ( X ;fo>*<L::,s—L:)U;SV<x,->ds7u3)+<g,U<t70><xnuo—uo>>.

(69)
The second term here is uniformly small, because g € Cw(X), and U, preserves this
property uniformly, as the coefficients of all generators are uniformly bounded due to the
assumption that |ug| < M. For the first term this is not directly obvious. But we can
use the trick from the part (i). Namely, consider first the functions g of form V(z,-) and
¥(z,+52)(1 + |2|7P) and prove the smallness using Gronwall’s lemma. When this is done
the smallness of the first term in () becomes clear.

It remains to show that T} is strongly continuous on polynomial functionals of the form
(7). Again let us reduce the discussion to the case k = 1 only. Thus we need to show that
(g, 1) tends to (g, po) as ¢ — 0 for any given g € Co(X) uniformly for po with a bounded
norm. For this it is enough to prove that

sup [[U(t,0)"g — gllc..(x) — 0.
lmoll<M
where U(t,0) is the propagator corresponding to po. But this follows again from the ob-
servation that the coefficients of the corresponding generators are uniformly bounded for
ol < M.
(iii) Equation (B2) yields

(= - / o ()| A28 F (&, ) () + / / (V (), Vb F (2, ) e () (dy)

+ / (6F(z + 2, 1) — OF (2, ) (s 2) dapun (der) e (dy) (70)

for F € Cy*(M7;(X)). To prove that F belongs to the domain of £ , one needs to show
that(F (i) —F(uo))/t has a limit as t — 0 uniformly for all 11 from M7,. The representation

Pl = Floo) =t oo Fu) + [ (557 0) = 5 oo Pl ) s,

implies that it is sufficient to show that % F(u) — & [.—o F(u,) tends to zero as t — 0
uniformly for po from M7, . But due to [{0), this difference can be written as a linear
combination (with bounded coefficients) of the differences of the form (¢, u: — po) with
given functions ¢ from Cs and the integrals [(6F(z, ) — 6F(z, po))po(dz). The first
differences tend to zero by the part (ii) of the Theorem. The integral is small because of
the continuity of §F(x, u) in p (uniform on z and p from compact sets). By Theorem
(iv) the space Cy*>(M7,(X)) is invariant under the action of the semigroup T} and hence
represents a core.
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(iv) Follows from the possibility to approximate the functionals from C;*(M},(X))
(together with their derivatives) by polynomials, which follows from Proposition [A1] of the
Appendix.

5 The law of large numbers

Let h > 0 be a positive parameter. We shall denote by J, the Dirac measure at x. A key
role in the theory of measure-valued limits is played by the inclusion

x=(T1,...,2) — hdy = h(0z, + -+ 0z,), (71)

which defines a homeomorphism between SX and the set M, (X) of h-scaled finite sums
of d-measures. ’

Let X and D be the same as in Theorem X1l and let By,..., Bx be a collection of
conditionally positive operators in Cio (X)), ..., Coso (X X) respectively that generate Feller
semigroups and, in particular, have representation [20). A process Zg(t) of K-ary interaction
in X, where any collection of k& < K particles interact according to By, is defined through
its generator

min(K,n)

K
Lpf(zi,...,m) = Lif(z,...,z) = > S BiH@. ) (T2)
k=1

k=1 Ic{1,.,l}:|I|=k

(see notations for B} in Theorem EZF).

We shall study now a scaling limit of the large number of particles where k-ary part Ly,
of the generator is scaled by the factor h*~! and x = (11, ..., ;) is substituted by a measure
according to [). Denoting F(hé,) = f(x) for f € C*¥™(X) yields the scaled generator
onC(M7 (X)) given by

K
(LEF)(hdx) = Y h*! (73)
k=1
with
Ly F(hdx) = (Lif) (). (74)
For a linear operator By, in C*¥™(X*) let BL,l = 1,2,..., denote the linear operators

Csvm(X1) — C*v™(XF*) defined as
l
(Blat) =S [ B ([ atvangiay) )2,
q:1 —q q

where of course x € X*, y € X9, z € X'~9 and B means the action of By, on the variable
x. In particular,

(Blg(x) = By ( / g<y>5x<dy>) — (Beg™) (), (75)
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_ Lo(—1)-a
(Bho(x) = (17)!(3@(@...7@27...,,2)) | o=, (76)

where x is written ¢ times and z is written [ — ¢ times in the last formula.

Proposition 5.1 Let all By be conservative, i.e. Bpl = 0. Let F(u) be given by @) with
g=gm € C%¥m™(X™) and let x = (x1,...,7,) with n > max(2,k) be chosen. Then

WFULEF (hoy) = Y B! /

(@hBLowl(hdx)) (h)® " D(aw), — (77)
=1 Xmt

where gw(z) = g(w,z) and @Z[B}ng] is given by Proposition [Bl of Appendiz.
Proof. By ([2-(73)

_ 1
hk ILLLF(héx):mh +k—1 Z Blﬁ Z g(itjl,...,fjm),
’ Ic{1,...n}:|I|=k JiseeesJm=1

where Bf means the action of By on the variables 27. Denoting by ¢ the number of indexes
in {j1,...,Jm} that belong to I one rewrites it as

herkfl

m
— Z BéZCgI Z Z (@ s T Ty Ty ,)

Ic{l,..n}:|I|=k  q=1 G1reedq €1 i1y g &1

herkfl m
= 2. Bk/ / oy 2)089(dy) (65 — b, ) >~ (dz)
Xa JXm—aq

m!
q=1 Ic{1,.. 7n} |I|=k

C"Z >

IC{1,...,n}:|I|=k

(o] )

which by changing the index p to the index | = ¢ + p and using CL,C},_, = = C!,C? reads as

hl 1cl ZCQ — Z

IC{1,...,n}:|I|=k

/ [ / By ( / y,sz>5§‘?f(dy)> 5?,(l_q)(dz)} (héx)® ™D (dw),

which yields (Z0) by ([14).

h7n+k 1 m

hkm
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As for F of form (1) one has

S'F 5
5Yl (l']_, . wxl;Y) = (gm(xla <oy TY, ')7Y®(mil))

it follows from (7)) that one can extend the operator L} to act on more general infinitely

differentiable functions F(Y') of measures by the formula

o0 _ 5lF
k—=17h _ I—1gk | Al
WL R(Y) = §1 K=ok [Bk = (Y)] (). (78)
As a direct consequence of (Z8) one obtains also the following

Proposition 5.2 Let all By, be conservative, i.e. Byl = 0. Let F(Y) = (g,Y®) with
e (X)NC*(X) and thus

oo, fin
l
f(x) = F(héx) = (g, (hdx) Z h—' > 9@, wi,) (79)
n=1 1,eeim=1
forx = (x1,...,2;). Then
(L F)héy) = (Lrg, (hdx)®) + O(h), (80)

where Lp is given by BH) and O(h) depends on M (the mazimal non-vanishing component
of g) and ||gllc2(x)-

The analytic approach to proving the law of large numbers is described by the following
result.

Theorem 5.1 Suppose the operator ([[A) (with domain containing C? (X)) generates a Feller
semigroup T on C3Y™(X), the kinetic equation () is well posed and the correspond-
ing evolution defines a strongly continuous semigroup T; on Co(M,(X)) with the space
Cios}’ZfL(X ) representing a core for its generator. Then the family of Feller semigroups T}
converges strongly to the semigroup Ty as h — oo. In particular, the family of processes
Zh(t) on M;{h(X ) specified by generator ([T3)) converges weakly to the deterministic evolu-

tion described by the kinetic equation whenever the initial conditions converge.

Proof. Follows from (B) and a well known general result (see e.g. [2I] or [47] for
different proofs) on the convergence of contraction semigroups. More precisely, the above
result states the convergence for the initial conditions of the kinetic equations being equal
to that of Z%(t), and our claim then follows from the weak continuity of 7} .
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In Section @l we did all the necessary job to apply this theorem to the system of interacting
stable jump diffusions specified by the generators (B), (BI). In this case operator (2
becomes

Lf(xlv s 7xl) = _Za(xj)|A1j|a/2f(xla R axl) + 22 |:V(m17x])§7f + V(xjvxz)(r??f
j=1 i<j ¢ J
+/(f(96i +a1,25 +2) — f(l"iaxj))@/;(xi,$j§$179€2)d9€1d5€2} ; (81)

where f in the last integral depends of course on other arguments that are not written
explicitly to shorten the formula. Clearly Cu (X!) is invariant under L for each [, and
the restriction of L to each C..(X') generates a Feller semigroup there (by Theorem ET])
whenever

~ c
: <
%/1(9573/72,“1) =14+ (|Z| n |w\)2d+ﬂ

with some positive C' and 8 (strictly speaking the condition on the density of the integral
operator in Theorem ET differs from (82), but the only relevant property of this density
is that it defines a bounded integral operator, which is clearly the case under ([82). Again
by Theorem Bl the core of the generator £ of T; belongs to the domain of L (taken in its
representation in Mgfh(X )). This implies the following result.

(82)

Theorem 5.2 Under [82) and the assumptions of Theorem [[-3 the operators ([B0), (&I
describe a system satisfying all the conditions and hence all the statements of Theorem [51l

As a first step in the direction of the central limit, we shall propose now a method for
estimating the rate of convergence in Theorem [Tl illustrating it on our main model of
interacting stable processes. To this end, one needs to estimate series ([Z¥). This is not
difficult for bounded generators By, (see examples in Section [f), but becomes impossible in
general case. To circumvent this difficulty we shall give an alternative representation for the
Lh.s. of ([[[Y). For the generators of the jump type, we shall do it for simplicity only for the
case k = 1.

If B, is given by the integral part of (@), @), i.e.

(Big)(x) = / (9@ + ) — 9(z) — (Vo). y)x () (e, dy), (83)

then L?F(hdy) equals

// [%(F(héx + 7024y —02)) — F(hdx)) — (Vzi—l;(z; H)va(y)ﬂ (héx)(d2)v(z, dy)
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for F'(hdx) = f(x), because clearly
/(f(xl TY, T2, Jin) - f(xla s vmﬂ) - (vrlf(x)7yX(y)))V(x1ady)
_ /(F(héx - (Bay sy — 60y)) — F(héx) — h <v$1 ‘;F (21 hb), yx(y )) v(z1, dy).

Hence the operator L?F can be extended by the formula

//{ F(p+ h(6ssy — @))—F(u))—<vzi—i(z;u),yx(y)>}N(dz)y(z7dy)

(84)
to the functions F' on measures such that 5—F(x ) exists, is differentiable in z, and the

integral in (&) is well defined. If moreover, iF (z,y; p) exists and belongs to C2(R2?) as a

function of z,y uniformly for x from any bounded (in norm) set, then expanding the r.h.s.
of ®4) in h and using (B3) yields

LEF(0) = (Bf;f: ,u)
i /( e 0y )0 sy~ 50 )l (). (89)

This is the representation we need to estimate the rate of convergence in Theorem

On the other hand, series () becomes finite in case of pure differential generators By,
as in this case the operators B! vanish for large [ (which gives an analytic explanation
for the fact that interacting diffusions are simpler for analysis). We shall demonstrate this
statement only for the most important case of binary interactions.

Proposition 5.3 (i) If
99 9g
B = = =
then Bé =0 foralll >1;
(ii) if

2g 2 829
Bag(w,y) = cl2,y) 55 +2v(@,y) 5 —- a (y,x)a—yg,

where ¢ and v are symmetric matrices and ~v(x,y) = v(y, x), then By = 0 for all | > 2.
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Proof. (i) Using the general definition of Bl in the present situation yields for ¢! €
Osym(xl)

- L)
Bag' (w1, 22) = Z gl — ¢! ZZCgCl—q
q=1 7=01=0
0 0
X V("£17"£2)%+V($27x1)% 9(1.17"'71.17‘%27'"7x27217"'7217227"'722) |21:wl,22:w2a
1 2

where in the last term there are j arguments x1, ¢ — j arguments 2, ¢ arguments 2, and
[ — q — i arguments z5. Let us prove that the coefficients at V(x1,x2) and V (z2,21) both
vanish in case [ > 1. By symmetry it is enough to deal with the first coefficient only. Hence,
we need to prove that

1 q l—q
S U TN Y G i ) =0

q=1 j=0 3=0

(m = i + j variables  and [ — m variables y) for any differentiable g. Let us show that
the coefficient at aa—i(x, ce T, Y, ..., y) (m times x and I — m times y) vanishes for any

m=1,...,1, i.e. that
m jH+l—-m

> Z cieicr (-1t =o.

j=1 gq=j

By shifting the index ¢ in each sum, namely denoting g +m — j by ¢, reduces this equation
to

N ) o
chq e q+J mclmqjﬁrmj( DimameI =,
g=m j=1

which after simple algebraic manipulations with binomial coefficients rewrites as

l m
Yo (=yriciey Yy chi-1)m T =o. (87)
j=1

g=m

But thls holds, as the sum over j vanishes for each fixed m > 1, and hence the 1.h.s reduces
h to Zq (= 1)l_qulq, which again vanishes for [ > 1.
(ii) The proof is analogous. Omitting the detail note only that instead of ([87) one uses

here the identity
1
> (= chcmz i —1) (=)™ = 0.

q=m

Similarly one easily shows that B! vanishes for all [ > 2 for any second order differential
operator Bj, showing the finiteness of series ([[[8) in case of interacting diffusions.
We can prove now the main result of this section.
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Theorem 5.3 Under the assumptions of Theorem [EA assume also for simplicity that =
0. Let g™(x1,...,2my) € CHX™) and F(u) = (g™, u®™). Assume p = hdx with x =
(1,...,%n). Then

Sup T F () = TeF ()|l < hC(m, T ||l g™ | o2 xm)

with some constant C depending on m, T\ ||y

Proof. Notice first of all that (B3] is applicable to B; of form (B, since it is well known
(see e.g. [32]) that the fractional Laplacian |A|® has form @3) with v(x, dy) = |y|~¢%dy.
Next, the standard representation for the difference of the action of two semigroups reads
as

TR T = [ 4

S

t
T P T.F(u)ds = / Ul (PoLp — L' P)T.F(u)ds, (88)
0

where P}, denotes the projection on the functions depending on Dirac measures of the form
héx . Using (8H), Theorem EEZ (iv) and Proposition B3 (i) yields for ||(P,Lg— L% Py)Ts F(p)||
the estimate hC'(m, T, [|u|)||g™||c2(xm) , which directly implies the statement of the Theo-
rem.

6 The central limit

We shall start with elementary results (Proposition Bl and below) from the theory of
Feller processes.

By the (time dependent) generator of a Feller backward propagator U(t, s) in Ce(X)
we shall mean the operator

Ul(t, — ) U(r,t)g —
Ag= tim ZBS9=g o Uy —g
s—t,s<t t—s r—t,r>t r—t

with the domain being the space of g € Co (X)) for which these two limits exist and coincide.

Proposition 6.1 Suppose VU, is the Feller semigroup of a Feller process Z; on a Borel subset
Z of X , and let Q; be a strongly continuous family of homeomorphisms of X (bijections
continuous together with their inverses). Then the process Y = U (Z;) in the family of
subsets Q2 (Z) of X is a nonhomogeneous Feller process whose (backward) propagator is
given by

Uy(ta s)f(ys) = E;:_Slythf = (le)qjtfsgtf(QS)a (89)

where Qi f (y) = f(Qu(y)) and where E! =5 = E'* denotes the expectation with respect to the
probability distribution specified by the process Z; starting at z.

Proof. Formula (89) follows from definition. One needs only to observe that UY (¢, s) is
a strongly continuous family of contractions as it is a composition of such families.

RR n° 0123456789



40 Vassili N. Kolokoltsov

Proposition 6.2 Under the assumptions of Proposition [l suppose that X is a topological
linear space and that Q(2) = (z — &)/a, where a is a real constant and &, t > 0, is a
differentiable curve in X . Suppose the domain of the generator L of ¥, contains a dense
subspace D of Coo(X) N C?(X). Then the domain of the generator A, of Y; contains D at
any time and is given there by the formula

Mf=Q7 'L f — % (%7&) . (90)

Proof. Follows immediately by differentiating (B9) using the product rule.
We can start now the analysis of the process of fluctuations around the evolution de-
scribed by the kinetic equations.

Proposition 6.3 Let F(Y) be given by [BQ)) with g = g™ € C%*V™(X™). Let yuy =
wt(B) solves the kinetic equation () and Af’h denote the generator of the Feller process
h=Y2(Z0(t) — i) (where Z%(t) is specified by the generator (T9), 80)) given by (@) with
a=h'? and L = L%. Then AP*"F is a polynomial functional of the form

m—1

AP R(Y) =Y hm2 /X ®F[Blga) (VAY + i)Y €1 (daz)
=2

o2 [ @B VRY + ) (Bl i)Y ). (o)
In particular,

AtBl’hF(Y) = /X"rfl A Blgz(y)(dy)Y®(m_l)(dZ)

S RE / / Blga(y)(VRY + pe)(dy)Y "1 (dz). (92)
xm-tJXx

=2

Proof. Applying (@) to
QF(Y) = F((Y — ) /VR) = ™23 (~1)™ P (g, YO @ uf 7))
p=0

yields
m p
hk_lLZQtF(Y) — h—m/2 Z(_l)m—p Z hl—l
=1

p=1
(kB ) YO ) ),
xm-p Jxp-1
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and consequently

W LEQF(Y)) = b2y TRy (=1
=1 p=l

o (@B nl(VRY ) (VAY )50 ) ()

m—I

0 b Dl B e e
=1 r=0 | p=r+l

o I N 1 R ) e U e C)

which yield all but the last terms on the r.h.s. of @) by the obvious identity
m 1 —
Sz b 1o
p=n

Subtracting

w2 (S ) =10 [ [ By S ay)

yields (@).

As the terms of order h~'/2 cancel in (@Il one obtains

Corollary 4
APFPR(Y) = APFR(Y) + O(Vh)

with
APRRR(Y) = /Xm /X (Brlgd )WY @ ") (dv)y 0= (aw)

+/Xm72 /Xk(Bi(gvt))(V)(u?’“)(dv)Y@m—m(dw)

(94)

(the second term vanishes for m = 1), and O(\/ﬁ) being a polynomial functional of Y of
order m+ k — 1 with coefficients bounded by the mazximum of the sup-norms of the functions

Blg,l=1,...,m, uniformly for bounded ;.

The operators ([@4) are quite fundamental. Of course, they are extended by linearity to
arbitrary polynomial functionals F'. The next statement gives the alternative representations

of these operators in terms of functional derivatives.
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Corollary 5 On functionals F of form @) the action of the generators AP* from (B4 is
given by

~ 5F S k— ~ 52F 2
APR(Y) = (B;W,ch?( ”) + <Bim,u£®‘“> : (95)

or more explicitly

B SF\" &(k—1)

1 8°F a 0°F :
+|:B [ B | iy | (96
2P 2 vty \ P 2 vy ) e ) €0

Formula (@3) can be considered as a basis for an analytic study of the limiting fluctuation
process, as it shows that the generator of the fluctuation process h=/2(Z%(t)— ;) converges
on polynomial functionals to the operator (84). What one needs here is, of course, a rigorous
convergence result for the corresponding propagators, at least on some class of functionals.
We shall demonstrate an analytic approach for obtaining such a result on our basic model of
SectionEl Sticking to the tradition, we shall consider the linear functionals on measures, but
will give the precise estimates for the remainder, which seem to be new even when applied
to interacting diffusions (see [26], where already the uniform convergence with respect to
the norm of a linear function and without our v estimate is presented as a significant
progress compared to the usual result obtained by standard probabilistic method based on
the compactness of approximating processes of fluctuation).

But first three general observations on the generator (4)) are in order: (i) the propagator
arising from (@) can be often easily constructed, because, as one sees from (@), this propa-
gator preserves the space of polynomials of any given order; (ii) formula (@5) indicates that
the limiting process, whenever it is well defined, is an infinite dimensional Gaussian Orstein-
Uhlenbeck process, but we shall not be concerned here with the question of existence of
such a process or with its properties (however, see [45] and references therein for the general
theory of such processes, and [22], [23] for the corresponding infinite dimensional system
of Tto’s stochastic equations arising in the context of interacting diffusions); (iii) in case
when solutions to kinetic equations are regularizing in the sense that the solution measure
is absolutely continuous with respect to Lebesgue measure for all positive times (as in our
basic example of interacting stable processes), the norm of the measure h~1/2(Z%(t) — ;) is
of order h='/2 for all times, and hence the family of such measures can not converge weakly
to a measure. In other words, one can expect only “much weaker” convergence. On the level
of propagators, one can expect convergence on polynomial functionals with only sufficiently
smooth coefficients. Moreover, any measure with a smooth density on R? can be approxi-
mated by the sum of the Dirac measures hdy in such a way that |[hdx — v|h~1/? is bounded
or even convergent to zero in the norm of the space (C*(X))* . Hence the appearance of
the expression [|(Z%(0) — 110)/vVh|(c1(x))- below.
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We shall consider now our basic model of Section Fl As it follows from (@4)), under the
assumptions of Theorem 3 the generator of the limiting process A7 + AP defines the
evolution of linear functionals Fy (1) = (g, ) by means of the equation

g(z) = —o(@)|A]*?g(x) + /(V(ﬂf,y)VQ(l‘) + VY, ©)Vy(y)) e (dy), (97)

which in the inverse time gives the transformation Gy s : g+ — g5 that is bounded in Coo (X)
and in O N C?%(X) (again according to Theorem Bl and its obvious modification).
To prove our central limit we shall need the following auxiliary result.

Lemma 6.1 Under the assumptions of Theorem [ let g> € C5Y™(X?) N C?(X?). Then

Zh(8) — (o) \

g (¢ (20t )
0) — j1o) ? )
(CH(X))*

h
< O(T, | Z50)Dllg*le2x) <1 + ﬁHZﬂﬁ .
(98)

H Z}3(0) — po)
LX)

Vh

with C(T, ||uol|) being a constant not depending on h.

Proof. One has

h _ h ®2
E<g2,<zg<t> %ZB(o») )

(s (280 - m(Zh0) o (1, Z00) = (o) \
‘E<g’<B Vi )>+<g< v ))

Zp(t) = m(Zp0) 1, Z5(0) — ut(uo)>
Vh Vh '

The estimate of the first term corresponds to the first term in the bracket on the r.h.s. of
(@), which follows from Theorem and the formula

B <g2, (Zg“) - “f%’%(o)))@) = B 25 (1% — u(Z(0)7

+2E <92,

NG 2h
+ue(Z50) ® (u(Z35(0)) = Z5 (1)) + (1e(Z5(0)) — Z5(1) ® pe(Z35(0))).

The required estimate for the second and third terms are given by the third and second term
respectively in the bracket on the r.h.s. of (@), which follows from Theorem (v).
We can prove now the main result of this section.

RR n° 0123456789



44 Vassili N. Kolokoltsov

Theorem 6.1 Under the assumptions of Theorem let g € C%(X). Then
Zh(t) — Z1(0) —
E <g’ 5() Nt(u0)> B (Gt,og, 5(0) Mo)‘

sup

t<T Vh Vh
by 2
< C(T 25OV Alglez (1 v |2 WX»*) @

Proof. Let U }{ "1, 5) be the backward propagator corresponding to the process (Z(t) —
p:)/vVh. The Lhs. of ([@8) can be written as

sup (U1 (1,0)Fy (&) ~ (Giro9.0)|

t<T

with & = (Z%(0) — p0)/v/'h, which equals

t
sup / UL (5,0)(AB® — AB)G, og ds(€0).
t<1 Jo

As (AB" — AB)G, g is a quadratic functional proportional to v/h, the required estimate
follows from Lemma B11

7 Processes changing the number of particles

The methods developed above can be applied also to the analysis of processes changing the
number of particles, as we are going to demonstrate now on the example of coagulation-
fragmentation models.

To generalize Section B in a way to include processes changing the number of particles,
assume that D and X are the same as in Theorem 20l and let By, : C*¥™(X) — C*V™(X¥),
k=1,..., K beof the form ([F) with B;, being conditionally positive operators in C*¥™(X*)
(that stand for the processes preserving the number of particles and that were denoted By
in Sections [ and ) and Pj being a family of symmetric transition kernels from X* to X .
A process Zp(t) of k-ary interaction in X (possibly changing the number of particles) can
be defined again through the generator ([{2), which can be written in more detail as

K K
Lpf(x) =) Lif(x) =) >, BIHE+ /(f(ymf) = [(x))Pe(x,dy)] (100)
k=1 k=1T1c{1,..,1}:|I|=k

for x = (21, ..., ;) with arbitrary . The scaled process on M7, (X) is again given by (Z3),
([@). Our calculations in Sections B and B were carried out in such a way that they are
straightforwardly generalized to the new model of this section. For instance, ([{7), ([[[8) still
hold, where for the integral operator By, : C*¥™(X) — C*¥™(X*) of the form

Bf(x) = /X (f) - &) P(x.dy),  xe X",

INRIA



Nonlinear Markov semigroups 45

the operator B : C*¥™(X') > C*¥™(X*) is given by

l ~ -~
Blg(x) = S (~1)'~ / / / 9y, 2)(6 — 6x)%7(dy) P(x, du)sS1=0 (dz).  (101)

This leads to the corresponding generalization of Theorems Bl with the law of large number
being again specified by () and the limiting process of fluctuations by generators (@4]).
Remark. Our decomposition of By, from (1.12) into the sum of By, (the number of particles
preserving part) and the remaining jump-type part is not unique, as the jumps preserving
the number of particles (like in Boltzmann collisions) can be put in either of these two parts.
In case of pure jump interactions By = 0 in () and kinetic equation (I takes the
form

K
d
G =3 [ [ ) =gt o) Pl a0
k=1
Hence the generator (@) of the limiting process for fluctuation can be written as

APEY) = [ [6F@) - 5P Py, da)(Y @ 7))

+3 / [@F@2) + 2 F.y) - 2Py a) Py daudy) (103)

and the dynamics of the invariant linear functions F,(Y) = (g,Y) is given by the equation
k—1

ZZ/ [Zg () — g(@) — 3 g(w)

k=1n=1 i=1

Pk(xayla cee 7yk—1§d21 c dzn)u?(k_l)(dY)

(104)
As in the previous section, we shall denote by G, s the corresponding evolution operators
on g in inverse time (backward propagator).

We shall consider now the standard model of coagulation and fragmentation combined
with possible collision breakage, where X = R, P, does not vanish only for k being two
and one, so that

Py(z1,225dy) = K(21,22)0 (21 + 22 — y)dy + C(21, 22, y1)0(21 + 22 — Y1 — y2)dy1dys,

and P (z;dy1dys) = F(x,y1)0(y1 + y2 — ) dy1dys. The continuous functions K, C, F' are
called the coagulation, collision and fragmentation kernels respectively. The corresponding
law of large numbers ([[IZ) takes the form

G0 = [ [T oo a2) = g() e Kor o) (dordra)
w1+wg ~
/ / / 2)+ g1 + 32 — 2) — g(w1) — 9(22))Clar, 72, 2)uE2(darrda)
/ / dz(g(z) + g(x — z) — g(x))F(x, 2) pt(d) (105)
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(called Smoluchovski’s equation in case of vanishing C' and F' ). Assume for simplicity that
all intensities are bounded (more realistic assumptions will be discussed in [41]):

sup maX(K(xl,a:Q),/O(xl,xg,z)dz,/F(a:,z)dz) < 0. (106)
xr1,T2,T

Then it is well known that (I0H) is well posed (see e.g. [52] for coagulations and [35] in
general case), i.e. for any finite yo with a finite second moment [ 2%y (dz) < oo there exists
a unique bounded solution p; of (IIH) with a bounded second moment and preserving the
mass, i.e. such that [ xuo(dz) = [ @ (dz). In [35] and [39] it is shown that this equation
holds also in the strong sense with the derivative being understood in the sense of the norm
of M(X). This allows to differentiate this equation with respect to the initial measure pg.
Equation for all derivatives are obviously linear and by a simple induction one sees that

5,Ut

(x1,...,21)
S

]gcmmwu (107)

for all I with some constant C(ug).
Similar to Theorem B3 we get now the following result on the rate of convergence to the
law of large numbers ([03).

Theorem 7.1 Assume () in the coagulation-collision-fragmentation model ([IH). Let
g™ € Coo(X™) and F(p) = (g™, u®™). Assume p = hox with x = (z1,...,x,). Then

sup ITPF (1) — TeF ()| < hC(m, T, |l lgll e xomy

with some constant C depending on m, T, ||

Proof. We shall again use [BR). T, F () is an infinitely differentiable function, the bounds
for the derivatives being given by ([[7). From (I it follows that

|Bigll <5'Clgll/it, k=12,

and hence series ([[(A) turns out to be convergent for Fi(u) = F(u:) and the sum over [ > 2
is estimated by

1 &
- hl71
k! ;

so that this is convergent and of order O(h) bounded for each ¢ (and sufficiently small ).
Hence (P,Lp — L% P,)TsF (1) is of order h in (B8), which implies the statement of the
Theorem.

We can now obtain the central limit result for this model basically copying the argu-
ments of the previous Section, even with additional simplifications that we do not need any
smoothness of the coefficients of polynomial functions (since all By are bounded). Thus
instead of Lemma we get

6F
Brgr || Ihox* < Zh” kol k=12,
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Lemma 7.1 Under the assumptions of Theorem 71l let g> € C5Y™(X?). Then

Z5(t) — () \ ) Z5(0) — po
gggE(sﬂ (28 pedil) )<C<T, Iz5)ls?) {1+ 2202

with C(T, ||uol|) being a constant not depending on h.

2
M(X)>

And then similar modification of Theorem BTl yields the following central limit result.

Theorem 7.2 Under the assumptions of Theorem let g € Coo(X). Then

E <g’ Zp(t) — Mt(ﬂo)> B (Gt,og, Zp(0) — Mo) ’

Vh Vh
) . (108)
M(X)

h Zg(O) — Mo
< O(T. | 25O )Rl (1 +| 2
This result is new even for coagulation model (with vanishing C' and F) and even without
the estimate of convergence. The only previous result on the central limit for coagulation
model appeared in [I8], and it is devoted to the case of only discrete mass distribution.
The arguments in [I8] are quite different from ours and they do not give any estimates for
convergence.

sup
t<T

A Approximation of infinite-dimensional functions

Let B and B* be a real separable Banach space and its dual with duality denoted by (-,-)
and the unit balls denoted by B; and Bj. It follows from the Stone-Weierstrass theorem
that finite dimensional (or cylindrical) functions of form Fy(v) = f((g1,v),. .., (gm,v)) with
9gi,---,9m € B and f € C(R™) are dense in the space C(B7) of *weakly continuous
bounded functions on the unit ball in B* . We need a more precise statement that these
approximations can be chosen in such a way that they respect differentiation. This fact is
crucial for our exposition and the author did not find it in the literature. We shall need
it only for the case of B = C(X) with X being R™ or its submanifold, and we reduce
attention only to this case.
We shall say that a family Py, P, - of the linear contractions in B of the form

P => (u},v)g}, (109)
=1
where ¢! and w} are some finite linear independent sets from the unit balls Bf andB
respectively, form an approximative identity, if the sequence P; converges strongly to the
identity operator as j — oo.
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To see the existence of such a family, let us choose a finite %—net r1,%2,...,2r; in the
ball {||z|| < j}, and let qﬁé be a collection of continuous non-negative functions such that
oi(x) = >, qbé(x) belongs to [0, 1] everywhere, equals one for ||z|| < j and vanishes for
|lz]| > j + 1 and such that each qﬁé— equals one in a neighborhood of xé and vanishes for
|# — %] > 2/;j. Then the operators

L; L;
Pif(x)=>_ f(a! =D (f,8,)¢5(x)
=1 =1

form an approximative identity in B = Coo (X).

Proposition A.1 Suppose a family Py, Ps,--- of finite dimensional linear contractions in
B given by () form an approzimative identity in B. Then
(i) for any I € C(BY) the family F; = F(P}) converges to I uniformly (i.e. in the norm
topology of C(B7)),

(i) there exist positive numbers €1, €2, -+ and a family of contractions IL; on C(B7) with
the range consisting of finite linear combinations of the analytic functions of u € B*
of the form

J
Fj,u(,u):exp —€j Z(¢§7ﬂ_y)2 ’ Z/EB*,

such that IL;(F') converges to F uniformly on Bf,

(iii) if F is k times continuously differentiable in the sense that 0¥ F(u)(vy,...,vy) exists
and is a x-weakly continuous function of k + 1 variables, then the derivatives of the
order k of I1;(F') converge to the corresponding derivatives of F' uniformly on BY.

Proof. (i) Notice that
Lj
Pr(p) =3 (6, wyut.
=1

The required convergence for the functions of the form Fy (1) = exp{(g,1)}, 9 € Coo(X)
follows from the definition of the approximative identity, for

Fy(P} (1)) = exp{(Pjg, i) }-

For arbitrary F' € C(B7) the statement is obtained through its approximation by the lin-
ear combinations of exponential functions F, (which is possible by the Stone-Weierstrass
theorem).

(ii) For any j the functional Fj(u) = F(P}(u)) clearly can be written in the form Fj(u) =

) =
fi(y(n) with y(p) = {(¢} IO ,(quLJ,u)} and f; being bounded continuous functions of
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L; variables. Approximating f; first by the functions e f; and the latter function by a

linear combination h; of the Gaussian functions of the type exp{—¢; Zlejl(yJ — &)%), we
then define II;(F'(u1)) = h;j(y(u)), which enjoys the required property.
(iii) One only needs to notice that if F' is k times continuously differentiable, then
SE (). v5) = S F (P} (1) (Pvr.... P vy)

and then the result follows from (i).

B A combinatorial lemma

Proposition B.1 For any natural k , there ezists a linear mapping f — ®[f] = ®[f] from
the space C*Y™(X*) to the polynomial functionals on measures of order k such that

f(xr) = @*[f](3x) (110)

IC{1,..,n},|I|=k

for an arbitrary point x = (x1,...,x,) in X.
This mapping has the form

E

-1
FF(Y) = (£YER) + 3 (-1)(@f ], YE*D) (111)
=1

with <I>f[ f]being positivity preserving bounded linear operators from C*Y™(X*) to the contin-
wous functions of k — I variables.
In particular,

@) =5 [ [ S Y @)Y () - 5 )Y (@) (112)

Remark. Both sides of ([I0) vanish in case n < k .
Proof. Observing that

Yoo ) = (6% — o,

IC{1,...,n},|I|=k

where o denotes the sum over the combinations with not more than k& — 1 different points,
one easily obtains that

k—1
f(w1)=(f7(5x)®")—%zjj! S Pif(xs,2)08% 77D (da),

Ic{1,...n}|I|=k "=l Jc{l,...n}lJ|=)

where P; means the symmetrization over the first j variables of the gluing operator

Pf(ﬂj‘l, “ee ,xn_l) = f(l‘l,ﬂjl,xg, . .,33”_1).
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>From this formula the required statement follows by straightforward induction together
with the explicit formula,

k—1 7;171 l2 1
k . i i
f):Ezl g i ZQE PP f
il:l ’L’L,1:l 1 ’Ll 1

As we are interested in the scaled transformations, we shall introduce the natural scaling
in ®[f] defining
o [f1(Y) = h*@*[f](Y/h). (113)

In this notations (10 yields the following simple but fundamental formula

k—1

WYY fxa) = BR[f1(hdx) = (f (hde)FF) + , (hdy)? D). (114)

I1C{1,...n},|1|=k z:1
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