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Abstract:

The estimation of distributed parameters in a partial déffidcial equation (PDE) from measures of the solution of the
PDE may lead to underdetermination problems. The choicepzframeterization is a frequently used way of adding
a priori information by reducing the number of unknowns adagg to the physics of the problem. The refinement
indicators algorithm provides a fruitful adaptive paraemsation technique that parsimoniously opens the degrées
freedom in an iterative way. We presemtew general form of the refinement indicators algorittmatt is applicable to the
estimation of distributed multidimensional parameterany PDE. In the linear case, we state the relationship doetw
the refinement indicator and the decrease of the usual dgastres data misfit objective function. We give humerical
results in the simple case of the identity model, and thidiegion reveals theefinement indicators algorithm as an
image segmentation technique
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L'algorithme des indicateurs de raffinement multidimensianel pour une
paramétrisation optimale

Résumé :

L'estimation de paramétres distribués dans des équatioxnsl@rivées partielles (EDP) a partir de mesures de la
solution de I'EDP peut mener a des problémes de sous-détation. Le choix d’'une paramétrisation est un moyen usuel
pour ajouter de l'information a priori en réduisant le nomldfinconnues en relation avec la physique du probléme.
L'algorithme des indicateurs de raffinement fourni une tegbe de paramétrisation adaptative fructueuse qui ouvre
parcimonieusement les degrés de liberté de facon itéraMives présentons ummuvelle forme générale de 'algorithme
des indicateurs de raffinememi s'applique a I'estimation des paramétres multi-dini@msels dans toute EDP. Dans le
cas linéaire, nous établissons le lien entre I'indicateuadfinement et la décroissance de la fonction objectif daadnes
carrés quantifiant I'erreur aux données. Nous donnons dediats numériques pour le cas simple du modéle identité,
et cette application permet de voialgorithme des indicateurs de raffinement comme une tegbrig segmentation
d’'image

Mots-clés : probleme inverse, paramétrisation, raffinement optinegiireentation d'image, programmation fonctionnelle
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1 Introduction

The inverse problems of parameter estimation consist intifyéng unknown parameters which are space dependent
coefficients in a system of partial differential equatiored®ling a physical problem. The parameter estimation prabl
can be set as a minimization problem of an objective fundafieiined as the least-squares misfit between measurements
and the corresponding quantities computed with a chosesmperization of the parameters (solution of the partial
differential equations system under consideration).

Experimental measurements are expensive, thus one offffeulties when solving a parameter estimation inverse
problem is that the data is usually insufficient to estimage talue of the parameter in each cell of the computational
mesh, the parameter estimation problem is underdetermifleerefore, a parameterization of the sought parameter is
chosen to reduce the number of unknowns. The multiscalengesization approach is popular for many applications,
e.g. seellI5,]6, 17] 1]. It consists in solving the probleroulgh successive approximations by refining uniformly the
parameter at the next finer scale all over the domain and istgppe process when the refinement does not induce
significant decrease of the objective function any more s Tinéthod is very attractive as it may provide a regularizing
effect on the resolution of the inverse problem and it mag alscumvent local minima problems as shown[inl[10, 11].
But its main drawback is the over-parameterization proldemto the uniform refinement of the parameter, 52€l [7, 8].

To avoid this pitfall, the refinement indicators algorithnoypides an adaptative parameterization technique that-par
moniously opens the degrees of freedom in an iterative wiagat first order by the model to locate the discontinuities
of the sought parameter. The detailed definition of the teghlewas described inl[2] for the application to the estiorati
of hydraulic transmissivities, and a variant of the idea ¥ias briefly presented ir [9] for the application to the higto
matching of an oil reservoir.

In the present work, we extend the definition of refinemeniciaimrs to the more general case of multidimensional
distributed parameters, we make the link between the (fidrd refinement indicator and the exact decrease of the
objective function in the linear case, and we propose a geversion of the algorithm that may be applied to any inverse
problem of parameter estimation in a system of partial diffiéial equations. We show numerical results for the simple
case of the identity model. The application of the refinenmagtitators algorithm to the identity model applied to image
is interpreted as an amazing image segmentation technique.

The paper is organized as follows. Secfidn 2 is devoted toréieal developments about adaptive parameterization
through the refinement indicators notion: we quantify tfeafof refinement on the decrease of the objective function,
and we generalize the definition of refinement indicatorsaitidimensional parameters. We present in Sedflon 3 the
general form of the refinement indicators algorithm, we ascthe issue of finding the best cutting for multidimensiona
parameters and briefly point out implementation subtletfélbe algorithm. In sectiofl 4, we focus on the identity model
we then apply the multidimensional refinement indicatogegthm to the particular case of RGB color images.

2 Adaptive inversion and refinement indicators

The inverse problem of parameter estimation is first setasrinimization of a least-squares objective function. Then
the notion of adaptive parameterization induced by zonataf the domain is presented in the discrete case for piseewi
constant parameters. The decrease of the optimal value afbective function resulting from the splitting of one eon
into two subzones is then quantified for the linearized mtih the continuous case, and refinement indicators arg/final
defined in the general case from a first order approximation.

2.1 Least-squares inversion

When defining a system of partial differential equations Bpmodeling a physical behavior in a doma&nc RN (e.g.
with N =1, 2 or 3), one usually introduces parameters such as mgpevjperties. We consider the case where these
parameters argistributedand possiblyector valuedi.e. belong to a spadeof functions defined oveR with values in
R"™ (np > 1 is thedimensiorof the vector parametgy(x) at anyx € Q).

Some of these parameters may not be accessible by directrapsnts, so they have to be estimated indirectly.
If prue € P denotes such an unknown parameter that we are looking forsiet af admissible paramete®é?, and if
d ~ 7 (pwue) € R™ (the datg) denotes the corresponding vector of available measursnoéthe solution of the PDE,
one can attempt an indirect determinatiorpgfie from d by solving theleast-squares inverse problem

(1) minimizeJ(p) for p € P3¢

RR n° 5940



4 Ben Ameur, Clément, Weis & Chavent

whereJ(p) is the least-squares misfit betwegand the corresponding quantitieg p) computed from the current pa-
rameterp,

@ 5(p) = 5lld— 7 (B

Theforward operator# is the composition of thenodel operators (which computes the solution of the PDE for
a given parametgp), with the observation operatoo (which computes the output of the observation device agtie
the solution of the PDE). For example, observations can badenoé the values of the solution of the PDE at a set of
measurement points of the domé&in

Minimizing such an objective function avoids the difficutifinverting a7 , which is impossible in most cases.

2.2 Adaptive parameterization

In parameter estimation problems, the data is usually ficgerfit to estimate the value of the (possibly vector valued)
unknown parameter at each poi Q (i.e. in each grid cell after discretization). It is usuahypossible to increase the
number of measurements, and one solution is then to redacaithber of unknowns by searching for the parameter in a
subspace of of finite (and small) dimension.

For that, we proceed in two steps: first we construct a finiteedlisional subspad®, of the infinite dimensional
spaceP, then we look for an approximatiqm, of the unknown and infinite dimensional true parameté®dh= P, P,

The dimension o, should remain small enough to avoid over-parameterizatien the Jacobian of as a function
from P, to R should have a full rank, and the approximatygyshould explain the data up to the noise level. Notice that
here botHP, andp, are unknown.

For a given subspad®, a natural choice fop,, is a minimizer of the objective functiahin P2,

It is classical to build the subspaég in an iterative way by successive refinements as in the malésapproach,
see (15[ B, I7.]11]. We use tlaelaptive parameterizatioiechnique developed inl[2]. These approaches are also kimown
have a regularizing effect on the resolution of the inversblem, e.g. seé¢ 10, 15,116,114, 5].

The adaptive parameterization approach consists in adaieg(vectorial) degree of freedom at a time. The new
degree of freedom is chosen accordingdgfinement indicatorsvhich evaluate the benefit for the objective function of
the introduction of a given family of degrees of freedom. Egreach subspaéi is of dimensiom x np. The process is
stopped wherm, explains the data up to the noise level.

Itis convenient to considd?, as the range of an—unknownparameterization map

(3) an:mneMﬁdr—> pnGPﬁd

wherem, is thecoarseparameter (of small finite dimension), by opposition tofthe parametep, (of large, and possibly
infinite dimension)M24is the space of admissible coarse parameters. Typicajlis made of the coefficients @, € P,
on a basis of?,, in which caser, is a linear operator. But the parameterization map can asodnlinear, as for
example in the case wheng, is made of the coefficients of a closed form formula definiregfthe parametep,. For any
parameterization magy,, we define the same objective functionidd® by

(4) In(Mp) = 7 (2n(Mn)),
and the least-squares problem becomes:
(5) minimize J(my) for m, € M3

Let Zn = (Znj)1<j<n be a partition of the closure of the domahin n parts, i.e. for allj € {1,...,n} Zyj C Q,
Ui<j<nZnj = Q, andZ, jNZyx = 0 as soon ag # k. We consider that the subspa@gis made of piecewise constant
(vector valued) functions on this partition. We catinationthe partitionZ,, andzoneeach parZ, j of the zonation. The
parameterization map associated with the zon&jpis then

(6) Pnimy=(Mhj)icj<n — Pn=(X€ Q> myj € R™ whenxe Z,;).

It associates the coarse paramatgmwith the functionp, which takes on each zoifg j the constant valuen, ;.
In the iterative process, when going frdPq to P,;1, we introduce a new (vectorial) degree of freedom by digdin
one zone 0%, into two subzones, thus producing a new zonafign having one zone more thah.

INRIA



Multidimensional Refinement Indicators Algorithm 5

2.3 Quantifying the effect of refinement for the linearized poblem

Considering a current zonation, the best refinement woutddene corresponding to the largest decrease of the olgecti
function. This decrease can only be computed by actuallyirapthe least-squares problefi (5) for each possible refine-
ment to be tested, hence only a very small number of them dmuklaluated before reaching a decision. So, we search
for a closed form formula for the decrease of the objectiviefion for thelinearizedproblem. We shall still denote by
the linearized forward map.

For simplicity, we consider the case where the optimizatimblem [§) is unconstrained, so th§f' = P, andM2? =
R™"p for all n.

Let us compute the decrease of the optimal objective fund@) resulting from refining the current zonation by
splitting one of the zones into two subzones by means of araaurn of intermediate minimization problems constraining
the discontinuity jump at the interface between the subzone

- -
Figure 1: Refinement of a single zone zonation representadwo-dimensional space for simplicity. Left: one-zone
parameterizatiomr; with Q = Z; ;. Right: two-zone parameterizatian with Q =7, 1 UZ; 5.

Let us consider the case where only one zone covers the wholaid, corresponding to the one-zone parameteriza-
tion 21, see Figur€2I3 (left). The refinement builds the two-zorarmpaterizationp, of Figure[Z3B (right). We denote
by mp™ = (my%) ands;™, mp™ = (m3, mp%)T ands,™ the optimal coarse parameter and objective function resee
when considering the parameterizatiensand .

If the discontinuity jumpc®Pt = mgplt mgp; was known, then minimizing, (i.e. minimizing s considering the
parameterizatio®,) under the constraimy 1 —mp o> = c°P'would give us the same optimal coarse paran‘regg?and the

same optimal objective function valu§pt, the ones obtained without any constraints. And minimizingnd under the
constrainty 1 — My 2 = 0 would keep the optimal values™ ands,*', obtained with the parameterizatien. Thus, when
the discontinuity jumg goes continuously from 0 &P, then the minimum of, under the constraimt, 1 — M » = c goes
continuously (and even in a continuously differentiable/wdnen # is continuously differentiable) from the minimum
obtained for a single zone to the minimum obtained with the renes.

The componentsy, 1 andmp > of the coarse parameter are column vectors of dimengidie. np = 1 in the scalar

case). We can denote the constraint on the discontinuityaitnixform by
(7) Anp =cC

wherem, = (mp1,mp2)T and then, x 2n, rectangular matri is of the form

i o0 - 0 -1 0 -- 0
(®) A 0o . o 0

: . . 0 T T 0

o --- 0 1 o --- 0 -1

We denote the (linear) direct operator in terms of the copasametem, by 7, = F o ?,. In the following computa-
tion of the decrease of the optimal value of the objectivefiom, we will only consider the two-zone parameterization
Hence, when no ambiguity can arise, we will simply writefor 72, 7 for 7, andmfor mp. The gradient of the quadratic
objective functiory (= 52) is given by

9 07 (m) =7 T (¥ m—d).
The Lagrangian function associated with the minimizatibm ander the constrainfl(7) writes

(10) £5(mA) = g(m)+ (\,Am—c)

RR n° 5940



6 Ben Ameur, Clément, Weis & Chavent

whereA is the Lagrange multiplier associated with the constraiis a vector of dimensiomp. Then, the Lagrange
condition ensures that at the optimumf;°Pt = arg mimm-c 7 (m) andA%°Pt are obtained by solving

oLc T
1) m(m,)\):D](mH-A A =0,
Cc
aai}\(m,)\) =Am-c=0.

Using the expressiofl(9) of the gradient, the Lagrange ¢iomdior c = 0 becomes

?T(? mO,opti d) JrAT)\O,opt —_ 07
12)

Anfort= Q.

0,0pt O‘opt( opt

The last equation writes,, ;™ = m,’»," (= m;7), and we have

(13) 40.0pt _ ]Tz(mo,opt) _ prt.
The optimal coarse paramete®’(= m3™") = argmins (m) (i.e., without constraint) satisfies the optimality cortit
(14) O (PP = 5 T (5 mPP'— d) = 0.

Let e = mPP'— m%°Pt. Developing the squared norm yields

1
9% = 50t Zl|7 e+ (g P —d, 7).
But, from the optimality conditiorf{14), we have
(7P d 7e) = —| 7€l

and taking the difference betwednl14) and the first equatidbd) leads to

T T+ 0,0pt AD.opt
Flre=A NP = _)00pt |-

Therefore, wherr T 7 is invertible', we finally obtain

t t 1 1 _
(15) ]fp 7j20p _ EHAT)\O’Opt”(Zny)—l _ E <AT)\0,opt, (}-T?> lAT)\O,opt>

where the norm and the scalar product are now defined in tloe gg@oarse parameters for the refined zonation (and not
in the space of data as before).

Remark 1 In the general case, an n-zone parameterization is refintedan (n+ 1)-zone parameterization by splitting
only one zone into two subzones. Then, the matrix definingevediscontinuity jump of the parameter is a block matrix
containing only one nonzero block corresponding to theatiiauity of the parameter between the two subzones and this
block is equal to the matrix A dfl(8). Hence, the computatithe decrease of the optimal value of the objective function
is exactly the same.

Because the number of zones is supposed to stay small, siteetization, the direct operatgy, is usually injective.
But applying(7,| #n) ! is at least as expensive as solving the linearized miniioizgiroblem. Thus, the exact compu-
tation of the decrease of the optimal value of the objectivefion for the linearized problem is generally not comiplati
with the idea of a very fast computation of an indicator ondhality of the new zonation. Nevertheless, an important
exception is the case of the identity direct operator; it nél developed in sectid 4. The next subsection is devotad to
first order computation in the general nonlinear case.

1E.g., wheng is injective in the finite-dimensional case.

INRIA



Multidimensional Refinement Indicators Algorithm 7

2.4 Refinement indicators for multidimensional parameters

Following the notations of the previous subsection et denote the optimal value of the objective function obtained
with the parameterization, under the constrainfl(7). A first order development 6Pt with respect to the discontinuity
jump catc =0 can be written

c,opt
goopt_ goopt | 977
0C |c=0
jc,opt
The norm of the quantityT\ tells us, at the first order, how large would be the differebeaveens “°P'
c=0

andy 0ot = jlopt (from (@3)). So, it gives us the first order effect on the optiralue of the objective function produced

by refining and allowing a discontinuity of the parametemasn the two subzones of the parameterizatigrSimilarly
to the particular scalar case developedn [2], this nornaied therefinement indicatoassociated with the splitting of
the zoneZy 1 into the two subzoneZ; 1 andZ, », and it is denoted by.

Deriving the expressiol {1 0) of the Lagrangian with respectgives

acc 0J
—(mA) = —(m)—A.
oc (m,A) oc (m)
Hence, from the Lagrange conditidn11), we have at the aptiforc=0
07
%(mo,opt) _A0opt_ .
Then, since .
ag°°p _ 07 c,opt _ 07 0,0pt
dc =0 dc m =0 ac(m )

this shows that the refinement indicator is nothing but thremaf the Lagrange multiplier,
(16) 1= AP

Remark 2 In this section, we have considered that the vector paramets a piecewise constant function (i.e. constant
in each zone). The idea of refinement indicators is based fanildg a zonation by identifying the interfaces between the
zones that are related to the discontinuities of the par@amdio estimate more regular parameters, one can use similar
refinement indicators in the more general case where theveerameter is a piecewise higher order function, which is
continuous in each zone and presents discontinuities dahtegfaces between the zones.

3 Refinement indicators algorithm

To solve numerically the parameter estimation problem, aesitler a discretization of the domdhby a fine mesh
Th = (K)iel, i.e. withQ = {J; Ki. Letn, = card be the number of cells. The fine parameter is then the v@ctofp )ic|
which approximates the parameter on eachigtif 7i,. We consider zonatior, = (Z, j)1<j<n following the mesh such
that the associated parameterization nfip (3) is

(17) e (R™%)" —  (R")"

M= (Myj)i<j<n  —  Pn= (Pnj)iel With pnj =My j whenK; C Zyj.
In other words, when dealing with a discrete problem, a Zonas related to a partition of the skbf indices:

Zyj=J K with I= | ] Inj(disjoint union).

icln,j 1<j<n

The finite set of measurement points is indexednby |. Keeping the same notations, the discrete objective fancti
to minimize writes

(19 1P=3 3 @ -u)

whered; is the measurement in the c&ll andu; denotes the discrete approximatioryofp) in the same cek;.

RR n° 5940



8 Ben Ameur, Clément, Weis & Chavent

3.1 The adaptive parameterization technique

In practice, the optimal coarse paramemSPt associated with the current parameterizatigris computed by applying
a gradient algorithm to the minimization of the correspagdibjective function,,. Hence, not onlyra™ = (nﬁf}t)lgjgn

is available, but also the coarse gradi@mﬁ(rrﬁpt), which vanishes at the reached minimum. The key is to compete
gradient ofy, for the current parameterization by the adjoint approactsiciering the fine discretizatiory, of Q. This
approach provides, at no additional cost, ine gradient

(19) 107 (689 = (52 6299 ) |

wherepp™ = 2,m”", since thecoarse gradienof 7, is given by s,(my) = 2T 07 (pn), and hence, it is simply obtained

by summing the components of the fine gradient inside each abthe current parameterizatioy.

A refinement of the current parameterizatinnis obtained bycuttingone zon&, j into two subzonez,‘{“jt1 andZ,‘{“jt2
with 1 < j1, j2 < n+1. The resultindn+ 1)-zone zonatioZS" is a candidate foZ, 1. This operation is fully character-
ized by the subsets of indices corresponding to the new siszohich satisfy the disjoint unidp; = IS, UISY. The
associated parameterization is denotedf¥ and the corresponding objective function £§*. Opening the new (vec-
torial) degree of freedom while keeping the same value intleesubzones does not change the optimum of the objective
function, and the components of the gradigmg"!((mE!t)%°PY) are all equal to zero except for componejitand j, that
are opposite vectors (of dimensiog). From the first equation i {l11) and the form of matixwe deduce that the
Lagrange multipliekASU)2%Pt is equal to the componeijy of the previous gradient. Hence, the refinement indicafér
associated with the current refinement can be computeqeasilmost no additional cost, from the partial derivagioé

the objective function with respect to the fine parametehadubzones by

(20) = 2 (6| = 2 (62|
i/ki g 0P i/ki g 0P

Thus, we can define a large number of tentative cuttings miadyossible refinements in each zone, and compute their
corresponding refinement indicators.

Since the refinement indicators give us only a first ordermgttion on the decrease of the optimal objective function,
one can select a set of cuttings associated with some of give$ti values of the indicators, and not only with the largest
one. Then, the objective function is minimized for all thegraeterizations obtained by implementing each of these
selected cuttings. And finally, the cutting defining the neomation is the one leading to the largest decrease of the
objective function. In the general case, this minimizapbiase is very expensive. It is thus important to keep the mumb
of selected cuttings very small.

The initial value of the coarse parameter for these minitigna is obtained from the previous optimal value by
duplicating the value in the split zone, i.e.

(21) (mBs)™ = (MR ™ =mRfand ()™ = mf for | # ju. jo.

The parameterization given Hy17) is injective, and we czfing its least-squares pseudoinversepy= (2] 7,) 1o .
It computes the mean value on each zone. When considerirsg#ter product weighted by the measure of each cell of
the fine mesh, the previous pseudoinverse corresponds podjeetionmap given by

ff’n : R™M s (R™)"
(22) o (Y1 o with T = Sicty; Meagki) pn;
Pn = (Pn,i)iel Mh = (Mnj )1<j<n My, = measZy)

Then, [Z1) rewrites in the more compact fofmg!t)init — peutpPt
At the end, the nextn+ 1)-zone parameterization mag.1 has only one (vectorial) degree of freedom more, but it
produces a significant benefit effect on the objective fmcti

Remark 3 The adaptive parameterization technique is independettiefine discretizatiorr}, of the domainQ. In
particular, it is valid for regular or irregular meshes, stctured or unstructured meshes.

INRIA



Multidimensional Refinement Indicators Algorithm 9

3.2 A generic algorithm for adaptive parameterization

The following algorithm can be applied to the estimation istributed multidimensional parameters in any partidiedif
ential equation.

Initialization

-1. Choose an initiahg-zone parameterizatiar,, and an initial coarse parameteﬁ}j‘.

0. Computamyy' = argminyn, (M, ) from milt and pfd" = 2n,mog.

Iterations Forn > ng, do until convergence:

. Compute the fine gradiegh™ = 0,7 (pA™).

. Choose a set of cutting defining parameterization candidates)cc, .

. For allk € C,,, compute the corresponding indicatgrfrom g using [2D).

. Compute the largest indicatgf'®.

. Select a subsé&,(1,"®) C C, of cuttings associated with the highest indicators.

. Forallk € Cy(1;"®),
compute(mK)°Pt = argming X(mk) from (mk)nit = pkpaP".
7. Keep the best cuttlrig) argminec, (maq 7,5((M)°PY)

opt opt
and setrp,1 = 70, mngl =( ko)om and pngl = ’Pn+1mn+1

o O~ WN P

This generic algorithm may be adapted by the user to matdhdrineeds. The convergence criterion can be specified,
for instance: a small value of the objective function (megrhat the data are correctly fitted), a small value of thgdst
refinement indicator (meaning that there is no more impodatontinuities left to discover), the maximum number of
zones is reached. .. In addition, the user is free to cho@seefinement strategy defining the full set of cuttings and the
subset of those with the highest indicators.

Furthermore, as ifn[2], itis possible to add at the end of &acation a coarsening step that allows zones correspgndin
to coarse parameters with close values to be merged.

3.3 Best cutting for multidimensional parameters

Let us suppose that we want to find among all possible cuttimgsne corresponding to the best indicator. For example,
this is useful in sectiofll4 with the identity direct operdtmrwhich this best cutting is related to the best decreasbef
objective function. But thisbsolutebest cutting may also be useful in the general case to qyah#gfadequacy of the
chosen set of cuttings to the inverse problem trough the ddtihe best indicator within the chosen set of cuttings o th
absolute best indicator. A high ratio shows that there gxisttings outside the chosen set that provide higher itatisa

In the scalar case, it is obvious from equatiad (20) that s butting for a given zone corresponds to follow the sign
of the fine gradien{{d9). In the multidimensional case, thiso more so simple as finding the best cutting amounts to
solve a discrete optimization problem. We give here seymrssible heuristics.

The simpler idea consists in defining the sign of a vector &ed to use the same technique as in the scalar case.
There are several possible definitions for the sign of a ve€bcourse, none of them are fully satisfactory, but they ca
provide pertinent zonations, as it can be seen in seflionetenvtie sign of a three-dimensional vector is obtained by
majority voteof the signs of all components. It could also have been defigdtie sign of the sum of all components of
the vector.

Another simple idea is to consider a zonation for each corapbof the parameter. Then, the algorithm for an
np-dimensional parameter on a grid of sizewould be equivalent to the algorithm for a scalar paramettea grid of
sizenp x n;. Again, with the example of sectidd 4 where the data are edlimagesn, = 3 andn; is the number of
pixels. In this case, the algorithm for an RGB (Red/GreaméBimage of sizey would be equivalent to the algorithm for
3 grayscale images of the same gigeThis kind of decomposition reminds the dawn of color phoapdpy where three
black-and-white pictures were taken with three coloredrfitand more recently the 3-LCD video projectors. The main
drawback of this technique is that the compound zonatioresponding to the superimposition of the zonations for all
the components may contain a lot of small zones. Indeedntbesiection ohyp zonations witln zones each can produce

up ton™ zones. In other words, we would add ungu Q'f n degrees of freedom per component at each iteration!
Which is completely in contradiction with the adaptlve paeﬂerlzatlon goal of providing the coarsest parameter, i.e
adding at most only one degree of freedom per componentgratiin.
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10 Ben Ameur, Clément, Weis & Chavent

Keeping the attractive idea of computinépaal indicator for each—scalar—component of the parameteraegiy,
we can select at each iteration among the best cuttings ébreamponent the one providing the highgistbalindicator.
Then, this cutting is applied to all components, thus guaeing the addition of a single degree of freedom per compo-
nent. Of course, this heuristics does not always providéitjeest possible global indicator, but it seems reasortable
us and we suggest to use it.

3.4 Implementation issues

The firstissue is the genericity of the implementation ofatyorithm. Numerical results shown i [2] were obtainedwit

a Fortran 77 program where the refinement algorithm was baded within the model for the very specific problem of
the estimation of hydraulic transmissivities in a parabfitw equation set on a planar regular mesh. Once the tealniqu
has been validated on this example, it is very advisabledpgse to the community a generic implementation that will
allow to apply the refinement indicator adaptive parameaion algorithm to any problem implemented in a wide variet
of programming languages.

The second issue is related to the definition of the set ofngs#t and more particularly to the implementation of
it. In the general case, it is not possible to compute the parameterization, and then, the adaptive parametenizatio
technique is based on the definition of a set of cuttings, Wwhiould preferably be adapted to the problem. [Ih [2],
the two-dimensional mesh was supposed regular and redtangund the refinements were of four elementary kinds:
horizontal cutting, vertical cutting, oblique cutting acldeckerboard cutting. At each iteration, the indicatolateg to
all possible cuttings within the selected family for all mmt zones were computed. Testing larger sets of cuttingsbg
enriching the elementary cutting offer, is very interegtirecause it will allow the user to use a priori informatioajpigd
to the problem. Furthermore, the ability to specify that s@fementary cuttings should only apply to a particular pfrt
the domain will allow to interpret more closely the a prioriarmation.

The last issue concerns the performance of the implemewigel At each iteration, steps 3 ddd 6 of the algorithm
correspond respectively to the computation of all the iattics associated with the chosen cuttings and to the actual
minimization for the selected cuttings. Both steps invdildly independent computations that may run in parallel.

All these aspects show the necessity for high-level prograrg capabilities. In[l3], we choose Objective Caml
(OCamL) which is a fast modern high-level functional programmiagduage based on sound theoretical foundation
and formal semantiés It is particularly well suited for the implementation ofraplex algorithms. The generic driver is
written in OCaML and data exchange with the worker follow a simple and safenwenication protocol that is imple-
mented in several common programming languages includi@gM@ , C, C++ and FORTRAN. Here the generic tasks
sent to the worker arécost ", "grad" and"optinf' respectively to implement the functiops— ¥ (p), p— 07 (p)
and(m,?) — (PPt 7°PY) = (argming, (m), 7, (MPPY)). The design of a mini-language allow a flexible and convenien
way to define the set of cuttings. Furthermaaatomaticparallelization capabilities through the skeleton prograng
system provided by O&vL P3L4 has recently been successfully used in the field of Scief@ifimputation for domain
decomposition applications, seéel[L2] 13].

4  Application to the identity model

To illustrate the use of our OL implementation, detailed i3], and the capabilities of tiefinement indicators
algorithm in the multidimensional case, presented in thevipus section, we consider the simplest model ever: the
identity model. Thus, in this section, we assume that Id. Of course, in this very simple case, the inverse problessd
not present any difficulty as the minimum of the objectivediion (I8) is exactly zero, and itis obtained fi#*' = d. Note

that the fine gradient is then simply given by the differedgép) = p—d. Nevertheless, assuming that the data is actually
an image of sizey = ny x ny, then the mesh is regular and rectangular, the cells aredgziftels and the application of
the refinement indicators algorithm amounts in this caseterchine groups of pixels with the same color—or gray level.
This is the basic idea of image segmentation for edge detecthape recognition, compression/simplification, and so
on...

The segmentation of a grayscale image is simply a scalar @eafout even in this case, the determination of the
best cutting providing the highest decrease of the objedtimction is not an easy task, séé [4]. The case of color
images is more complicated as the color information is @ihyanultidimensional. In computer applications, it is afiy
represented using a three-dimensional color space—mgnee: either RGB, for the Red/Green/Blue color cube, HSV,
for the Hue/Saturation/Value color cone, or HSL, for the FBaguration/Lightness color double cone. Of course, it is

2For which thebestcutting associated with the highest local indicator sinfpliows the sign of the—scalar—fine gradient for each congmn
3Seeht t p: // ww. ocani . org/ .
4Seeht t p: / / www. ocan p3l . org/ .
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possible to define a scalar discrete representation ofs;a@ay. by packing the 24-bit RGB encoding into a single iateg
ranging from 0 to 2*— 1. But, such a nonlinear mapping produces weird effects vavenaging on a zone: the mean
color between red pixels and blue pixels may become an odshgiestead of the natural purple value. We consider here
the RGB representation of color images.

In the case of the identity model, the operatgf 7, of subsectioli.2]13 reduces to the diagonal matg)x?, which
gives the numbers of pixels per subzone. Then, equdildréib)tes

(23) D e

wheren; is the number of cells in the selected zafyg, andn;, andn;, are respectively the number of cells in the
subzonesZ,‘{‘JJ-t1 and Zﬁ”tz Although the decrease of the objective function providgdlrutting is proportional to the
square of the refinement indicator associated with thisr@tunfortunately the proportionality coefficient depsrah

the cutting itself. Nevertheless, for high valuesapthe functionx — )((a—"iX) is almost flat in the neighborhood af 2,

and the highest indicator almost yields the best decreate aijective function, at least during the first iteratiofithe
algorithm. Furthermore, there is no more interaction betwtne pixels during the minimization process. Hence, there
is no need to compute the refinement indicators for all zoheagh iteration, but rather, it is advisable to compute only
the indicators related to the two most recent subzones,@hkeéep in memory the values for the unchanged zones. An
optimized version of the refinement indicators algorithrdidated to the diagonal models is describedn [4].

For this first multidimensional application of the algorithwe have simply defined thpseudesign of the fine vector
gradient on each pixel by the sum of the signs for each compgorieet sgn be the sign function on the field of real
numbers (i.e., sgix) = —1 whenx < 0, sgrix) = +1 whenx > 0 and sgf0) = 0). Then, we define the sign of any triple
by sgr(x,y,z) = sgnsgnx) + sgnly) +sgn(z)). As developed in subsectibnB.3, this is a very basic héesitd deal with
the multidimensional case, but it is sufficient for our preskustration purposes.

In subsectiofi312, the choice for the refinement strategyidefithe set of cuttings and the subset of those with the

highest indicators was let to the user. Here, we considestvedegies. The first one is a mild flavor of theststrategy
consisting in choosing at each iteration the cutting relatethe highest indicator which guarantees in the case of the
identity model the best descent of the objective functianfakt, we follow the pseudo-sign of the gradient as defined
above. This strategy actually provides an image segment&chnique. The second one is calleddidhotomystrategy.
It is an example of strategy based on elementary cuttingkogeg in all zones. The only cuttings allowed are those
splitting a zone vertically or horizontally in its middle hig illustrates what could happen in the general case where t
best strategy is not necessarily optimal and where the mégmrameterization technique is based on the choice fer a s
of cuttings. Notice that this could provide interestingatiee filters for image processing.

The next Figures follow the same scheme. They are all madewfifhages. The data imagkis displayed on the
lower left corner. The segmented imaqgﬁé?’t is displayed—in true colors—on the lower right corner, drel¢orresponding
n-zone zonatiorp, is displayed in false colors on the upper right corner. Treaigs-sign of the fine gradieqty (pﬂpt) is
displayed on the upper left corner where positive valueglapécted in white, negative values in black and small alisolu
values in gray. Some monitoring counters are also displajeid is actually the interactive display of the @@L driver
at runtime, see [3].

The first series of experiments exploit the best strategycdeve may expect the fastest decrease of the objective
function. The results obtained after iterations number, 5,@nd 10 are respectively represented in Figlik¢[2, 3, fland 5.

At the beginning, in FigurEl2, the initial zonation contaimdy one zone, the initial parametemi" = (0,0,0)—i.e.,

a black image—and the initial value of the objective funcii®s]" = 8.0 1(P. After the initialization phase, the objective
function isyfpt: 1.210°, meaning that 62% of the data are explamhéthen, the pseudo-sign of the first fine grad'gal"r‘i’{
already depicts the head of the kangaroo. This cutting iscée®d with the—high—refinement indicauﬁe“: 1.010.

After the fifth iteration, in Figur&l4, 90% of the data are eipéd and the main features of the original picture are
visible. The last highest indicator was already only 7.4%heffirst one. With 10 zones, in FigUrk 5, 94% of the data are
explained. For the eye, the segmented image is very closetoriginal one. The last highest indicator was a flat 1.7%
of the first one.

The second series of experiments use the dichotomy strafElgg result obtained after 2 and 100 iterations are
respectively represented in Figufés 6 Bhd 7.

The first iteration is exactly the same as with the best giyateFigurel2. Then, the first cutting does not reveal at all
the head of the kangaroo. The image with two zones, in Fiduoal§ explain one percent more of the data than the one

. ) . . ) opt
5At iteration n, the percentage of data explained is defined asdé(]!— %)
1
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12 Ben Ameur, Clément, Weis & Chavent

with one zone. The corresponding indicator is only 28% offits indicator with the best strategy. Indeed, the chosen
family of cuttings is not well suited for the problem. Evernitatation number 100, in FiguE@ 7, only 87% of the data are
explained and the last highest indicator was about 1% of thiedine.

Of course, this strategy is inefficient for the segmentatiimages, but exploring a subset of possible cuttings dt eac
iteration acts as a preconditioner, and it may also helpaidavg to fall into local minima in the general case. Notibatt
after 100 iterations of the dichotomy strategy, the graidkerps very sharp details that has already disappearedafje
10Q‘iterations of the best strategy. We could have done @&bgtb by allowing any vertical and horizontal cuttings, but
there would have been much more indicators to evaluate. ithetmy run took 54 seconds, compared to the 3 seconds
for the best run (only adtdi nd andt opt , as the total timét ot also takes into account the display).

5 Conclusions

We give a general formulation of the refinement indicatoo&tym for the estimation ofector valuedlistributed param-
eters inanypartial differential equation.

The main findings are:

(i) in the multidimensional case, the refinement indicatscziated with a new degree of freedom is the norm of the
corresponding Lagrange multiplier.

(i) In the linear case, the refinement indicator also messthe decrease of the optimum least-squares data misfit-obje
tive function when the corresponding degree of freedom @&op

(iif) When applied to the inversion of the identity, the vaictalued version of the refinement indicators algorithnvjates

a surprisingly powerful tool for the segmentation of coloigiges (where colors are three-dimensional vectors in thg RG
model).
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nopt = 1 nzon = 1
topt = 0.857 cost = 1.18e+09

Figure 2: Best strategy, 1 zone. Bottom: data imddéeft), segmented imagpﬁpt (right). Top: pseudo-sign of the

gradientg™ (left), 1-zone zonatior; (right).

R

nopt = 2 nzon = 2

nind =
ttot = 6.31 tind = 0.184 topt = 0.681 cost = 2.67e+08
: iy e

Figure 3: Best strategy, 2 zones. Bottom: data imadgkeft), segmented imagpgpt (right). Top: pseudo-sign of the

gradientggpt (left), 2-zone zonatiorr, (right). The refinement indicator for the first cutting \mf;"ﬂ: 1.010.
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