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Abstract:

The estimation of distributed parameters in partial déféral equations (PDE) from measures of the solution of the
PDE may lead to under-determination problems. The choica pérameterization is a usual way of adding a-priori
information by reducing the number of unknowns accordintht physics of the problem. The refinement indicators
algorithm provides a fruitful adaptive parameterizatieahnique that parsimoniously opens the degrees of freedlam i
iterative way. We presentr@ew general form of the refinement indicators algorittinat is applicable to thestimation of
multi-dimensional parametera any PDE. In the linear case, we state the relationship éatvithe refinement indicator
and the decrease of the usual least-squares data misfitiegjemction. We give numerical results in the simple cake o
the identity model, and this application reveals tbgnement indicators algorithm as an image segmentaticinrtigue
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L'algorithme des indicateurs de raffinement multi-dimensionel pour une
paramétrisation optimale

Résumé :

L'estimation de paramétres distribués dans des équatioxnsl@rivées partielles (EDP) a partir de mesures de la
solution de I'EDP peut mener a des problémes de sous-détation. Le choix d’'une paramétrisation est un moyen usuel
pour ajouter de l'information a priori en réduisant le nomldfinconnues en relation avec la physique du probléme.
L'algorithme des indicateurs de raffinement fourni une tegbe de paramétrisation adaptative fructueuse qui ouvre
parcimonieusement les degrés de liberté de facon itéraMives présentons ummuvelle forme générale de 'algorithme
des indicateurs de raffinememi s'applique a I'estimation des paramétres multi-dini@msels dans toute EDP. Dans le
cas linéaire, nous établissons le lien entre I'indicateuadfinement et la décroissance de la fonction objectif daadnes
carrés quantifiant I'erreur aux données. Nous donnons dediats numériques pour le cas simple du modéle identité,
et cette application permet de voialgorithme des indicateurs de raffinement comme une tegbrig segmentation
d’'image

Mots-clés : probleme inverse, paramétrisation, raffinement optinegiireentation d'image, programmation fonctionnelle
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1 Introduction

The inverse problems of parameter estimation consist intifyéng unknown parameters which are space dependent
coefficients in a system of partial differential equatiored®ling a physical problem. The parameter estimation prabl
can be set as a minimization problem of an objective fundafieiined as the least-squares misfit between measurements
and the corresponding quantities computed with a chosesmperization of the parameters (solution of the partial
differential equations system under consideration).

Experimental measurements are expensive, thus one offffeulties when solving a parameter estimation inverse
problem is that the data is usually insufficient to estimage talue of the parameter in each cell of the computational
mesh, the parameter estimation problem is under-detedninleerefore, a parameterization of the sought parameter is
chosen to reduce the number of unknowns. The multiscalengesization approach is popular for many applications,
e.g. seellI5,]6, 17] 1]. It consists in solving the probleroulgh successive approximations by refining uniformly the
parameter at the next finer scale all over the domain and istgppe process when the refinement does not induce
significant decrease of the objective function any more s Tinéthod is very attractive as it may provide a regularizing
effect on the resolution of the inverse problem and it mag alscumvent local minima problems as shown[inl[10, 11].
But its main drawback is the over-parameterization proldemto the uniform refinement of the parameter, 52€l [7, 8].

To avoid this pitfall, the refinement indicators algorithnoypides an adaptative parameterization technique that-par
moniously opens the degrees of freedom in an iterative wiagat first order by the model to locate the discontinuities
of the sought parameter. The detailed definition of the teghlewas described inl[2] for the application to the estiorati
of hydraulic transmissivities, and a variant of the idea ¥ias briefly presented ir [9] for the application to the higto
matching of an oil reservoir.

In the present work, we extend the definition of refinemenicatdrs to the more general case of multi-dimensional
distributed parameters, we make the link between the (fidrd refinement indicator and the exact decrease of the
objective function in the linear case, and we propose a geversion of the algorithm that may be applied to any inverse
problem of parameter estimation in a system of partial diffiéial equations. We show numerical results for the simple
case of the identity model. The application of the refinenmagtitators algorithm to the identity model applied to image
is interpreted as an amazing image segmentation technique.

The paper is organized as follows. Secfidn 2 is devoted toréieal developments about adaptive parameterization
through the refinement indicators notion: we quantify tfeafof refinement on the decrease of the objective function,
and we generalize the definition of refinement indicatoravatti-dimensional parameters. We present in Sedflon 3 the
general form of the refinement indicators algorithm, we ascthe issue of finding the best cutting for multi-dimenalon
parameters and briefly point out implementation subtletféle algorithm. In sectiofl 4, we focus on the identity model
we then apply the multi-dimensional refinement indicatdgsdthm to the particular case of RGB color images.

2 Inverse problem of parameter estimation

The inverse problem of parameter estimation is first set éndbntinuous case as the minimization of a least-squares
objective function. Then, the notion of adaptive paramzation following zonations of the domain is presented ia th
discrete case for piecewise constant parameters. Theadecod the optimal value of the objective function resulting
from the splitting of one zone into two sub-zones is then tjiad for the linearized problem in the continuous case, and
refinement indicators are finally defined in the general casa & first order approximation.

2.1 Least-squares formulation

When defining a system of patrtial differential equations eliodj a physical behavior in a domaih one usually intro-
duces parameters such as material properties. Some ofgghem®eters may be unknown, their estimation is an inverse
problem. To solve this inverse problem, one can try to idgthie unknown parameters from the output of the function
defined by the model, which corresponds to solve the direxilpm.

Let pyyue denote such an unknown parameter that we are looking for &t afsadmissible parameteP$9. Then,
M (Prue) is the solution of the direct problem correspondingf@e. Given measurementksof the outputy (piue), a
classical technique to solve the inverse problem of paranestimation is to minimize, in an iterative way, an objec-
tive function defined as the least-squares misfit betweand the corresponding quantities computed from the current
parametep. Minimizing such an objective function avoids the diffigultf inverting 47 , which is impossible in most
cases.

In practice, the given dath do not contain measurements for the valuesofpie) in the whole domairQ where
we want to identifypyye, but only a limited number of them given by an observationrafme 0. Then, the modeds
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4 Ben Ameur, Clément & Weis

is replaced by the compositiomo 4/ called the direct operator and denoted by and the least-squares formulation
consists in minimizing the objective functibn

) 2=l 7 (RIP=3 [ @0 -u00)?

with respect to the parametprwhereQn is the—possibly finite—set of measurement points adeénotesr (p).

2.2 Adaptive parameterization

To solve numerically the above described inverse probleencensider a discretization of the dom&lrby a fine mesh
Th = (Ki)ier, i.e. withQ = ;¢ Ki. The finite set of measurement points is indexediby 1. Keeping the same notations,
the discrete objective function to minimize writes

@ s =5 Y G-y

where p = (pi)icl denotes now the finite dimensional vector approximatingptaemeter on the mesh,, d; is the
measurement in the céd} andu; denotes the discrete approximatioryofp) in the same cek;.

In parameter estimation problems, the data is usually ficgeriit to estimate the value of a possibly multi-dimenslona
parameter in each grid cell. It is usually impossible to &ase the number of measurements, and the solution is then to
reduce the number of unknowns by introducing an—unknownrafpaterization operator

?:meM¥— pep

where thecoarseparametembelongs to a space of admissible coarse parami&tsaving a small dimension compared
to that of thefine parameter spade?®. When knowingPye, the identification of the coarse parameteg,e leads to the
identification of the fine parametefue = Piue(Mrue). Thus, for anyp, we define the same objective function MdAd by

79 (M) = 7 (2 (m)), and we minimizel, with respect to the coarse paramateiMoreover, this might have a regularizing
effect on the resolution of the inverse problem, e.g. lseldI3016/ 14, T1/,15].

Let us suppose that the unknown paramgige has almost the same vector value in many cells. We consider th
the value isexactlythe same in all of these cells and we cahesuch a subset of cells. In this case, we can define the
parameterization operator aganationby associating the value of the coarse parameter in a zohelétvalues of the
fine parameter in each cell of this zone, i.e.

(3) P :m=(mj)jes— p=(Pi)ier  with pj=m; VK; C Z;.
Thus, a zonatioiZ; ) jc; of the domairQ following the fine mesty, is defined by

(4) Zi=JK  with1 = |1 (disjoint union)
i€lj jed

and we always havgjc; Zj = Uic Ki = Q.

Following [2], the idea of adaptive parameterization isdoK for both the zonation and the values of the coarse
parameter in the zones in an iterative way driven by the maddete precisely, when going from iteratiorio iterationn+
1, we refine the zonation related 48' accordingly to refinement indicators depending on the mo@leé update of the
optimal value of the coarse parameter follows the new zonatssociated witr"*1. The key point is to keep the number
of zones as small as possible, hence we add at most one défreedom at each iteration.

Remark 1 The adaptive parameterization technique is independettiefine discretizatiorr}, of the domainQ. In
particular, it is valid for regular or irregular meshes, stctured or unstructured meshes. It also even holds for the
continuous problem of subsectionl2.1.

2.3 Quantifying the effect of refinement

Let us compute, in the continuous case, the decrease of tirmabwbjective function[ill) resulting from refining the
current zonation by splitting one of the zones into two sabes by means of a continuum of intermediate minimization
problems constraining the discontinuity jump at the irgeef between the sub-zones.

1For sake of simplicity, we assume here that the measurerasmtinly dependent on the space location.

INRIA



Multi-dimensional refinement indicators algorithm 5

Figure 1: Refinement of a single-zone zonation representediivo-dimensional space for simplicity. Left: one-zone
parameterizatiorr, with Q = Z; (i.e. J1 = {1}). Right: two-zone parameterizatian with Q = Zy1UZ; (i.e. Jo =
{21,22}).

For simplicity, we consider the case where only one zonersotbe whole domain, corresponding to the one-zone
parameterizatiomrs, see Figur€213 (left). The refinement builds the two-zomampaterizatiorp, of Figure[Z3B (right).
We denote byn?™ and s, mpP = (mSP", mbY T and s, ™" the optimal coarse parameter and objective function reiseéc
when considering the parameterizatiensandes.

If the discontinuity jumpc®® = m)?' — m3b' was known, then minimizing considering the parameterizatian (i.e.
minimizing 7,,,) under the constrainmy; — mp, = c® would give us the same optimal coarse parammgé’f and the
same optimal objective function valu§pt, the ones obtained without any constraints. And minimizingand under the
constraintmy; — mp, = 0 would keep the optimal values;™ and7,*", obtained with the parameterizatien. Thus, when
the discontinuity jume goes continuously from 0 @, then the minimum of», under the constraimty; — My, = cgoes
continuously (and even in a continuously differentiable/wdnen # is continuously differentiable) from the minimum
obtained for a single zone to the minimum obtained with the zenes.

Let np be the dimension of the multi-dimensional fine parametey at each poink of Q (i.e. np = 1 in the scalar
case). Itis also the dimension of the componemtsandmy, of the coarse parameter. We can denote the constraint on
the discontinuity by

) Am =c

wherem, = (mpy, mzz)T and thenp x 2np rectangular matriA is of the form

1 0 0 -1 0 0
©) A=| © 0

0 : 0

0 01 0 .- 0 -1

Let us consider now the linearized version of the minimaafproblem, while keeping the same notations for simplic-
ity. We denote the (linear) direct operator in terms of tharse parameter by, = # 2. In the following computation of
the decrease of the optimal value of the objective functiempnly consider the two-zone parameterization Hence,
for manipulating lighter expressions, when there is no guiby, we simply writeg for #,,, 7 for 3,, andmfor my. The
gradient of the quadratic objective functiog= 7,,) is given by

(7) O7(m) =7 (7 m—d).
The Lagrangian function associated with the minimizatibm ander the constrainEl5) writes
8) £8mA) = 7(m) + (A, Am—c)

whereh is the Lagrange multiplier associated with the constrdiris. also a vector of the same dimensign Then, the
Lagrange condition ensures that at the optimmi£Pt = arg mimm-c 7 (m) andA®°Pt are obtained by solving

oL® T
©) m(m,)\):D](mH-A A=0,
Cc
aai}\(m,)\) =Am-c=0.

RR n° 0123456789



6 Ben Ameur, Clément & Weis

Using the expressiofil(7) of the gradient, the Lagrange ¢iomdior c = 0 becomes

F T(? mP.opt _ d) +AT)\O,opt =0,
(10)

AnPort—=.

The last equation writeso 2P = myP™*

(112) 40.0pt _ jpz(mo’om) _ jfpt.

(=m®, and we have

The optimal coarse parametetP!(= mgpt) = argminy (m) (i.e., without constraint) satisfies the optimality coratit
(12) Og (PP = ¢ T(F mP'—d) = 0.

Let e = mPP'— m%°Pt. Developping the squared norm yields

4oPt_ ;00pt | %H?GHZJr (F PP g 7).
But, from the optimality conditior{{12), we have
(FmP®—d,re) = | 7e|?
and taking the difference betwedn}(12) and the first equatidid) leads to

T T+ 0,0pt A0opt
?' ?e:A }\ = _)\0,0pt .

Therefore, wherr T # is invertible?, we finally obtain
_1
T2

where the norm and the scalar product are now defined in thee sf@oarse parameters for the refined zonation (and not
in the space of data as before).

t e 1 -
(13) jfp _ jZOp — 5 ||AT)\O,0Pt||(27T9—)7 <AT}\0,opt, (j_— Tﬂ: ) lAT}\O7opt>

Remark 2 In the general case, an n-zone parameterization is refintedan (n+ 1)-zone parameterization by splitting
only one zone into two sub-zones. Then, the matrix definengetv discontinuity jump of the parameter is a block matrix
containing only one nonzero block corresponding to thedafitiauity of the parameter between the two sub-zones and
this block is equal to the matrix A dfl(6). Hence, the compaiadf the decrease of the optimal value of the objective
function is exactly the same.

Because the number of zones is supposed to stay small, thet diperatorr,, is usually injective. But apply-
ing (5ETT5ET)*1 is at least as expensive as solving the linearized minimoizgiroblem. Thus, the exact computation
of the decrease of the optimal value of the objective fumctay the linearized problem is generally not compatiblehwit
the idea of a very fast computation of an indicator on theityuaf the new zonation. Nevertheless, an important exoepti
is the case of the identity direct operator; it will be deyald in sectiofill4. The next subsection is devoted to a firstorde
computation in the general nonlinear case.

2.4 Refinement indicators for multi-dimensional parametes

Following the notations of the previous subsection et denote the optimal value of the objective function obtained
with the parameterization, under the constrainfl5). A first order development P! with respect to the discontinuity
jump catc =0 can be written

]c,opt:onthrK’Opt cH...
0C |c=0
97 c.opt
The norm of the quantity="s— tells us, at the first order, how large would be the differebetveeny “°™

andy0opt — jlopt (from (@3)). So, it gives us the first order effect on the optiralue of the objective function produced

2l.e., wheng is injective in the finite-dimensional case.

INRIA



Multi-dimensional refinement indicators algorithm 7

by refining and allowing a discontinuity of the parametemn the two sub-zones of the parameterizatigrSimilarly
to the particular scalar case developedin [2], this nornaied therefinement indicatoassociated with the splitting of
the zoneZ; into the two sub-zone%y; andZy,, and it is denoted by.

Deriving the expressiolill8) of the Lagrangian with respectdives

0LC 07
R(m,)\) = %(m)f)\.

Hence, from the Lagrange conditidd (9), we have at the optirffarc =0

07 0,0pt 0
——(mPOPYy _\0oPt_ g,
3¢ (M)
Then, since '
a7 P _ 0J c,opt _ 0J 0,0pt
dc =0 Odc m le=0 ac(m )

this shows that the refinement indicator is nothing but thremaf the Lagrange multiplier,
(14) 1= AP

Remark 3 In this section, we have considered that the vector parametes a piecewise constant function (i.e. constant
in each zone). The idea of refinement indicators is based fanildg a zonation by identifying the interfaces between the
zones that are related to the discontinuities of the par@mdio estimate more regular parameters, one can use similar
refinement indicators in the more general case where theveerameter is a piecewise higher order function, which is
continuous in each zone and presents discontinuities dhtegfaces between the zones.

3 Refinement indicators algorithm

3.1 The adaptive parameterization technique

In practice, the optimal coarse paramemSPt associated with the current parameterizatigris computed by applying a
gradient algorithm to the minimization of the correspompbbjective functiory, = 7,,. Hence, notonlyrﬁpt: (mﬁﬂt)jejn

is available, but also the coarse gradim(rrﬁpt), which is equal to the null vector at the reached minimum. Kéheis to
compute the gradient of, for the current parameterization by the adjoint approactsiciering the fine discretization,
of Q. This approach provides, at no additional cost, the fineigrad

opty _ a_] opt)
(15) OpIn(myP) (api(p" ) .

wherepﬁpt = 2™, since the coarse gradientgfis given by[7,(my) = 2] 07 (2nmy), and hence, it is simply obtained

by summing the components of the fine gradient inside each abthe current parameterizatioy.

A refinement of the current parameterizatignis obtained byuttingone zon&, j into two sub-zoneg, j1 andZy j».
The resulting parameterization is denotedsy and the corresponding objective function By, = 7,,;. Opening the
new degree of freedom while keeping the same value in the tlvezenes does not change the optimum of the objective
function, and the components of the gradigm (mﬂfpt) are all equal to zero except for componejitsaandj2 that are
opposite vectors (of dimensian). From the first equation if(9) and the form of mattixwe deduce that the Lagrange
multiplier)\gj?pt is equal to the componefi of the previous gradient. Hence, the refinement indicatpassociated with
the current refinement can be computed easily, at almost ditiathl cost, from the partial derivatives of the objeetiv
function with respect to the fine parameter in the sub-zoges b

07 07
(16) mi=| 3 7= 3p ()
i/KiCZn 1 7P i/KiZn j2 OP

Hence, we can define a large number of tentative cuttingsuysiod possible refinements in each zone, and compute their
corresponding refinement indicators.

Since the refinement indicators give us only a first ordermgttion on the decrease of the optimal objective function,
one can select a set of cuttings associated with some of ¢ive$ti values of the indicators, and not only with the largest

RR n° 0123456789



8 Ben Ameur, Clément & Weis

one. Then, the objective function is minimized for all thegraeterizations obtained by implementing each of these
cuttings. In the general case, this minimization phase iy egpensive. It is thus important to keep the number of
selected cuttings small. The initial value of the coarseyaater for these minimizations is obtained from the previou
optimal value by duplicating the value in the split zone, i.e

(17) mlr?ljt 1= mjt j2— mg[jt and mlr?ljt " mgr}t fOI‘ J 7’é J

The parameterization given by (3) is injective, and we cdindets least-squares pseudo-inversé’by (7o) teT It
computes the mean value on each zone. When consideringaiae pooduct weighted by the measure of each cell of the
fine mesh, the previous pseudo-inverse corresponds frdfectionoperator given by

(18) ?:p=(piicl — M= (M))jey with m; = meagK;) pi

1
measZ;) i

Then, [IF) rewrites in the more compact fonf!t — P i PP

Finally, the cutting providing the best effectlve decreakéhe objective function is the one defining the refinement
from the parameterization” to 2", It has only one degree of freedom more, but it produces afsignt benefit effect
on the objective function.

3.2 A generic algorithm for adaptive parameterization

Following the same policy to simplify the notations, e.g. 3ting 5% = 7, = 7 o #f, the algorithm under its most
general form is:

Initialization

-1. Choose an initial parameterizatien and an initial coarse parametd{‘“.

opt opt

0. Computem;” fargmmjl(ml) from mM™ andpy® = 2;m”.

Iterations Forn > 1, do until convergence:

. Compute the fine gradiegh™ = 0,7 (pA™).

. Choose a set of cuttings defining parameterization cateitrX)ycc, .

. For allk € C,,, compute the corresponding indicatgrfrom g™ using [I5).
. Compute the largest indicatgf'®.

. Select a subsé&,(1,"®) C C, of cuttings associated with the highest indicators.

k,opt K, |n|t k opt

= argmingX(mk) from my™ = 2KppP",
. Keep the best cuttlrig) arg mirkec, (;max j#(mﬁ,opt)

and setzn 1 = 210, M, = miP ™ and | = 2o am?.

. For allk € Cy(1"®), computem,

N o 0ok~ WON PR

This generic algorithm may be adapted by the user to matc¢hdrnigeeds. Firstly, possible convergence criteria are:
a small value of the objective function (meaning that thedee correctly fitted), a small value of the largest refinedmen
indicator (meaning that there is no more important discuwities left to discover), the maximum number of zones is
reached. .. Then, the user is free to choose the refinemategrdefining the full set of cuttings and the subset of those
with the highest indicators.

Furthermore, as irl]2], it is possible to add at the end of é&chtion a coarsening step that allows to merge zones
corresponding to coarse parameters with close values.

3.3 Best cutting for multi-dimensional parameters

Let us suppose that we want to find among all possible cuttiigsne corresponding to the best indicator. For example,
this is usefull in sectiofil4 with the identity direct opendfimr which this best cutting is related to the best decrefsieso
objective function. But thigbsolutebest cutting may also be useful in the general case to gyah@fadequacy of the
chosen set of cuttings to the inverse problem trough the ddtihe best indicator within the chosen set of cuttings o th
absolute best indicator. A high ratio shows that there gxisttings outside the chosen set that provide higher itatisa

INRIA



Multi-dimensional refinement indicators algorithm 9

In the scalar case, it is obvious from equatiad (16) that s butting for a given zone corresponds to follow the sign
of the fine gradien{{15). In the multi-dimensional cases thino more so simple as finding the best cutting amounts to
solve a discrete optimization problem. We give here seymrssible heuristics.

The simpler idea consists in defining the sign of a vector &ed to use the same technique as in the scalar case.
There are several possible definitions for the sign of a ved@ course, none of them are fully satisfactory, but they
can provide pertinent zonations, as it can be seen in sé@tidmere the sign of a three-dimensonal vector is obtained by
majority voteof the signs of all components. It could also have been defisdtie sign of the sum of all components of
the vector.

Another simple idea is to consider a zonation for each corapbof the parameter. Then, the algorithm for an
np-dimensional parameter on a grid of smevould be equivalent to the algorithm for a scalar parametea @rid of
sizenp x n. Again, with the example of sectidil 4 where the data are edlimagesn, = 3 andn is the number of
pixels. In this case, the algorithm for an RGB (Red/GreamdBimage of size would be equivalent to the algorithm for
3 gray-scale images of the same sizeThis kind of decomposition reminds the dawn of color phoapdy where three
black-and-white pictures were taken with three coloredrfilt and more recently the 3-LCD video-projectors. The main
drawback of this technique is that the compound zonatioresponding to the superimposition of the zonations for all
the components may contain a lot of small zones. Indeedntiesection ofi, zonations wittn zones each can produce

up ton" zones. In other words, we would add upz{jiglc,'ﬁpnk degrees of freedom per component at each iteration!
Which is completely in contradiction with the adaptive pagderization goal of providing the coarsest parameter, i.e
adding at most only one degree of freedom per componentgratitn.

Keeping the attractive idea of computinépaal indicator for each—scalar—component of the parameteraegly,
we can select at each iteration among the best cuttings ébreamponent the one providing the highgistbalindicator.
Then, this cutting is applied to all components, thus guaeing the addition of a single degree of freedom per compo-
nent. Of course, this heuristics does not always providditeest possible global indicator, but while still investiing
in the discrete optimization community, it seems reasantiblis and we suggest to use it.

3.4 Implementation issues

The firstissue is the genericity of the implementation ofdlgorithm. Numerical results shown I [2] were obtainedwit

a Fortran 77 program where the refinement algorithm was baded within the model for the very specific problem of
the estimation of hydraulic transmissivities in a parabfibw equation set on a planar regular mesh. Once the tealniqu
has been validated on this example, it is very advisabledpgse to the community a generic implementation that will
allow to apply the refinement indicator adaptive parame#ion algorithm to any problem implemented in a wide variet
of programming languages.

The second issue is related to the definition of the set ofngs#t and more particularly to the implementation of
it. In the general case, it is not possible to compute thetad@erease of the objective function, and then, the adaptive
parameterization technique is based on the definition oft afseuttings, which would preferably be adapted to the
problem. In [2], the two-dimensional mesh was supposedlaegnd rectangular, and the refinements were of four
elementary kinds: horizontal cutting, vertical cuttindplique cutting and checkerboard cutting. At each iteratite
indicators related to all possible cuttings within the stdd family for all current zones were computed. Testingdar
sets of cuttings, e.g. by enriching the elementary culttiifigras very interesting because it will allow the user te @s
priori information adapted to the problem. Furthermore,ability to specify that some elementary cuttings shoulgt on
apply to a particular part of the domain will allow to integpmore closely the a priori information.

The last issue concerns the performance of the implemewigel At each iteration, steps 3 ddd 6 of the algorithm
correspond respectively to the computation of all the iattics associated with the chosen cuttings and to the actual
minimization for the selected cuttings. Both steps invdildly independent computations that may run in parallel.

All these aspects show the necessity for high-level prograrg capabilities. In[l3], we choose Objective Caml
(OCamL) which is a fast modern high-level functional programmiagduage based on sound theoretical foundation
and formal semantiés It is particularly well suited for the implementation ofroplex algorithms. The generic driver is
written in OCaML and data exchange with the worker follow a simple and safenwenication protocol that is imple-
mented in several common programming languages includi@gM@ , C, C++ and FORTRAN. Here the generic tasks
sent to the worker arécost ", "grad" and"optinf' respectively to implement the functiops— # (p), p— 07 (p)
and(m,?) — (mPP 7°PY = (argminy, (M), 5, (MP?")). The design of a mini-language allow a flexible and convenien
way to define the set of cuttings. Furthermaaatomaticparallelization capabilities through the skeleton prograng

3For which thebestcutting associated with the highest local indicator sinfpliows the sign of the—scalar—fine gradient for each congmn
4Seeht t p: // wwv. ocand . org/ .
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10 Ben Ameur, Clément & Weis

system provided by O@vL P3.° has recently been successfully used in the field of Scie@ifimputation for domain
decomposition applications, seéel[L2] 13].

4 Application to the identity model

To illustrate the use of our OL implementation, detailed i [3], and the capabilities of tiefinement indicators
algorithm in the multi-dimensional case, presented in thevipus section, we consider the simplest model ever: the
identity model. Thus, in this section, we assume that= 0 = 7 = Id. Of course, in this very simple case, the
inverse problem does not present any difficulty as the mininadi the objective functio{2) is exactly zero, and it is
obtained forp®' = d. Note that the fine gradient is then simply given by the défere(17 (p) = p— d. Nevertheless,
assuming that the data is actually an image of sjze ny, then the mesh is regular and rectangular, the cells aredcall
pixels and the application of the refinement indicators algorigmmounts in this case to determine groups of pixels
with the same color—or gray level. This is the basic idea aige segmentation for edge detection, shape recognition,
compression/simplification, and so on. ..

The segmentation of a grayscale image is simply a scalar@eabut even in this case, the determination of the best
cutting providing the highest decrease of the objectivefiom is not an easy task, see [4]. The case of color images
is more complicated as the color information is typically lthkdimensional. In computer applications, it is usually
represented using a three-dimensional color space—Imnee: either RGB, for the Red/Green/Blue color cube, HSV,
for the Hue/Saturation/Value color cone, or HSL, for the FBaguration/Lightness color double cone. Of course, it is
possible to define a scalar discrete representation ofs;a@ay. by packing the 24-bit RGB encoding into a single iateg
ranging from 0 to 2*— 1. But, such a nonlinear mapping produces weird effects vavenaging on a zone: the mean
color between red pixels and blue pixels may become an oduhgiestead of the natural purple value. We consider here
the RGB representation of color images.

In the case of the identity model, the operamq}ﬂ, of subsectioli.213 reduces to the diagonal matrlx which
gives the numbers of pixels per sub-zone. Then, equdiidrévdites

t opt_ 1 N 2
(19) g9 =2 12,
1 2 2 nj1n;j2 n,j

wheren; is the number of cells in the selected zafyg, andny; andn;j, are respectively the number of cells in the
sub-zone<, j1 andZ, j». Although the decrease of the objective function providgdikzutting is proportional to the
square of the refinement indicator associated with thisr@tunfortunately the proportionality coefficient depsrah

the cutting itself. Nevertheless, for high valuesapthe functionx — X(a—"’lx) is almost flat in the neighborhood af 2,

and the highest indicator almost yields the best decreate aijective function, at least during the first iteratiofithe
algorithm. Furthermore, there is no more interaction betwne pixels during the minimization process. Hence, there
is no need to compute the refinement indicators for all zoheagh iteration, but rather, it is advisable to compute only
the indicators related to the two most recent sub-zonestakeep in memory the values for the unchanged zones. An
optimized version of the refinement indicators algorithrdidated to the diagonal models is describedn [4].

For this first multi-dimensional application of the algbrit, we have simply defined theseudesign of the fine
vector gradient on each pixel by the sum of the signs for eaatponent. Let sgn be the sign function on the field of real
numbers (i.e., sgix) = —1 whenx < 0, sgrix) = +1 whenx > 0 and sgf0) = 0). Then, we define the sign of any triple
by sgr(x,y,z) = sgrn(sgnx) + sgn(y) +sgn(z)). As developed in subsectibnB.3, this is a very basic héesisi deal with
the multi-dimensional case, but it is sufficient for our nasillustration purposes.

In subsectiofi312, the choice for the refinement strategyidefithe set of cuttings and the subset of those with the
highest indicators was let to the user. Here, we considestvedegies. The first one is a mild flavor of theststrategy
consisting in choosing at each iteration the cutting relatethe highest indicator which guarantees in the case of the
identity model the best descent of the objective functianfakt, we follow the pseudo-sign of the gradient as defined
above. This strategy actually provides an image segment&chnique. The second one is calleddihotomystrategy.

It is an example of strategy based on elementary cuttingkogeg in all zones. The only cuttings allowed are those
splitting a zone vertically or horizontally in its middle hig illustrates what could happen in the general case where t
best strategy is not necessarily optimal and where the mdgmrametrization technique is based on the choice fot a se
of cuttings. Notice that this could provide interestingatiee filters for image processing.

The next Figures follow the same scheme. They are all madewfifhages. The data imagkis displayed on the
lower left corner. The segmented imaqgﬁé?’t is displayed—in true colors—on the lower right corner, dreldorresponding

n-zone zonatiorp, is displayed in false colors on the upper right corner. Treaigs-sign of the fine gradiefqty (pﬂpt) is

5Seeht t p: / / waw. ocan p3l . org/.
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displayed on the upper left corner where positive valueglapécted in white, negative values in black and small alisolu
values in gray. Some monitoring counters are also displaykis is actually the iteractive display of the @@L driver
at runtime, see [3].

The first series of experiments exploit the best strategycdeve may expect the fastest decrease of the objective
function. The results obtained after iterations number, 5,@nd 10 are respectively represented in Figlik¢[2, 3, fland 5.

At the begining, in FigurEl2, the initial zonation contaimgyoone zone, the initial parameterr"r!t'{‘it = (0,0,0)—i.e.,

a black image—and the initial value of the objective funcii®s|"" = 8.0 1(P. After the initialization phase, the objective
function isyfpt: 1.210°, meaning that 62% of the data are explafhéthen, the pseudo-sign of the first fine grad'gal"r‘i’{
already depicts the head of the kangaroo. This cutting iscées®d with the—high—refinement indicauﬁe“: 1.010.

After the fifth iteration, in Figur&l4, 90% of the data are exped and the main features of the original picture are
visible. The last highest indicator was already only 7.4%heffirst one. With 10 zones, in FigUrk 5, 94% of the data are
explained. For the eye, the segmented image is very closetoriginal one. The last highest indicator was a flat 1.7%
of the first one.

The second series of experiments use the dichotomy strafEgg result obtained after 2 and 100 iterations are
respectively represented in Figufés 6 Bhd 7.

The first iteration is exactly the same as with the best giyateFigurel2. Then, the first cutting does not reveal at all
the head of the kangaroo. The image with two zones, in Fiduoal§ explain one percent more of the data than the one
with one zone. The corresponding indicator is only 28% offits indicator with the best strategy. Indeed, the chosen
family of cuttings is not well suited for the problem. Eventatation number 100, in FiguE@ 7, only 87% of the data are
explained and the last highest indicator was about 1% of thiedie.

Of course, this strategy is inefficient for the segmentatiimages, but exploring a subset of possible cuttings dt eac
iteration acts as a preconditionner, and it may also helpdidéng to fall into local minima in the general case. Notibat
after 100 iterations of the dichotomy strategy, the gratkerps very sharp details that has already desappearedaite
10‘iterations of the best strategy. We could have done &bgib by allowing any vertical and horizontal cuttings, but
there would have been much more indicators to evaluate. ithetmy run took 54 seconds, compared to the 3 seconds
for the best run (only adtdi nd andt opt , as the total timét ot also takes into account the display).

5 Conclusions

The refinementindicators algorithm is an adaptive pararzetén technique for the estimation of distributed pagsens

in partial differential equations (PDE); this method isriemmental and driven by the model but has only been descnibed i
a particular scalar case. We generalized the method to aiy iPDluding PDE with multi-dimensional parameters. In
the scalar case, the refinement indicator associated wilwadegree of freedom was the absolute value of some scalar
Lagrange multiplier; in the multi-dimensional case, thBnement indicator is the norm the corresponding—vector—
Lagrange multiplier. We showed that the same vector Lagramgtiplier also measures the resulting decrease of tisé lea
squares data misfit objective function in the linear case.géde a general form of the refinement indicators algorithm.
As a first application, we considered the identity model ia thulti-dimensional case. Noticing that colors are three-
dimensional vectors in the RGB model, the multi-dimensi@rasion of the refinement indicators algorithm surpriging
gave rise to a promising image segmentation of color images.
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nopt = 1 nzon =
topt = 0.357 cost = 1 18e+09

Figure 2: Best strategy, 1 zone. Bottom: data imegeeft), segmented imagps™

gradlentglp (left), 1-zone zonatiorp, (right).

(right). Top: pseudo-sign of the

RE |

iter = 2 nind = nopt = 2 nzon =
ttot = 6.31 tind = 0.184 topt = 0.681 cost = 2 67e¢+08

N -

opt

Figure 3: Best strategy, 2 zones. Bottom: data imadleft), segmented imagp,” (right). Top: pseudo-sign of the
gradlentgzp (left), 2-zone zonatiorr, (right). The refinement indicator for the flrst cutting \mf:?St 1.010.
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14 Ben Ameur, Clément & Weis

iter = 5 nind = 10 nopt = § nzon = §
ttot = 11.9 tind = 0.415 topt = 0.916 cost = 8.09e+07

Figure 4: Best strategy, 5 zones. Bottom: data imadkeft), segmented imagpgpt (right). Top: pseudo-sign of the

gradientgd™ (left), 5-zone zonatioms (right). The refinement indicator for the fourth cutting wg§s'= 7.5 1¢P.

iter = 10 nind = 45 nopt = 1 nzon = 10
ttot = 24.3 tind = 1.02 topt = 1.89 cost = 2.76e+07

VN

Figure 5: Best strategy, 10 zones. Bottom: data inthgleft), segmented imagp)‘igt (right). Top: pseudo-sign of the
gradientgSh' (left), 10-zone zonatiomy (right). The refinement indicator for the ninth cutting wg§s'= 1.7 1¢P.
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nopt = 2 nzon = 2

nind = 2
topt = 0.392 cost = 1.11e+09

tind = 0.152

Figure 6: Dichotomy strategy, 2 zones. Bottom: data imdgeft), segmented imagpgpt (right). Top: pseudo-sign of

the gradiengs™ (left), 2-zone zonatior; (right). The refinement indicator for the first cutting vwfé“’ho“’myz 2.91C.

nopt = 100 nzon = 100

Figure 7: Dichotomy strategy, 100 zones. Bottom: data inthfeft), segmented imagpfgg (right). Top: pseudo-sign

of the gradient: (left), 100-zone zonatiomyqo (right). The refinement indicator for the 99th cutting wg™°™ =

100
2.810%.
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