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Abstra
t:The estimation of distributed parameters in partial di�erential equations (PDE) from measures of the solu-tion of the PDE may lead to under-determination problems. The 
hoi
e of a parameterization is a usual way ofadding a-priori information by redu
ing the number of unknowns a

ording to the physi
s of the problem. There�nement indi
ators algorithm provides a fruitful adaptive parameterization te
hnique that parsimoniouslyopens the degrees of freedom in an iterative way. We present a new general form of the re�nement indi
atorsalgorithm that is appli
able to the estimation of multi-dimensional parameters in any PDE. In the linear 
ase,we state the relationship between the re�nement indi
ator and the de
rease of the usual least-squares data mis-�t obje
tive fun
tion. We give numeri
al results in the simple 
ase of the identity model, and this appli
ationreveals the re�nement indi
ators algorithm as an image segmentation te
hnique.Key-words: inverse problem, parameterization, optimal re�nement, image segmentation, fon
tional program-ming
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L'algorithme des indi
ateurs de ra�nement multi-dimensionel pourune paramétrisation optimaleRésumé :L'estimation de paramètres distribués dans des équations aux dérivées partielles (EDP) à partir de mesuresde la solution de l'EDP peut mener à des problèmes de sous-détermination. Le 
hoix d'une paramétrisationest un moyen usuel pour ajouter de l'information a priori en réduisant le nombre d'in
onnues en relation ave
la physique du problème. L'algorithme des indi
ateurs de ra�nement fourni une te
hnique de paramétrisationadaptative fru
tueuse qui ouvre par
imonieusement les degrés de liberté de façon itérative. Nous présentonsune nouvelle forme générale de l'algorithme des indi
ateurs de ra�nement qui s'applique à l'estimation desparamètres multi-dimensionnels dans toute EDP. Dans le 
as linéaire, nous établissons le lien entre l'indi
ateurde ra�nement et la dé
roissan
e de la fon
tion obje
tif des moindres 
arrés quanti�ant l'erreur aux données.Nous donnons des résultats numériques pour le 
as simple du modèle identité, et 
ette appli
ation permet devoir l'algorithme des indi
ateurs de ra�nement 
omme une te
hnique de segmentation d'image.Mots-
lés : problème inverse, paramétrisation, ra�nement optimal, segmentation d'image, programmationfon
tionnelle



Multi-dimensional re�nement indi
ators algorithm 31 Introdu
tionThe inverse problems of parameter estimation 
onsist in identifying unknown parameters whi
h are spa
edependent 
oe�
ients in a system of partial di�erential equations modeling a physi
al problem. The parameterestimation problem 
an be set as a minimization problem of an obje
tive fun
tion de�ned as the least-squaresmis�t between measurements and the 
orresponding quantities 
omputed with a 
hosen parameterization of theparameters (solution of the partial di�erential equations system under 
onsideration).Experimental measurements are expensive, thus one of the di�
ulties when solving a parameter estimationinverse problem is that the data is usually insu�
ient to estimate the value of the parameter in ea
h 
ell of the
omputational mesh, the parameter estimation problem is under-determined. Therefore, a parameterization ofthe sought parameter is 
hosen to redu
e the number of unknowns. The multis
ale parameterization approa
his popular for many appli
ations, e.g. see [15, 6, 17, 1℄. It 
onsists in solving the problem through su

essiveapproximations by re�ning uniformly the parameter at the next �ner s
ale all over the domain and stopping thepro
ess when the re�nement does not indu
e signi�
ant de
rease of the obje
tive fun
tion any more. This methodis very attra
tive as it may provide a regularizing e�e
t on the resolution of the inverse problem and it may also
ir
umvent lo
al minima problems as shown in [10, 11℄. But its main drawba
k is the over-parameterizationproblem due to the uniform re�nement of the parameter, see [7, 8℄.To avoid this pitfall, the re�nement indi
ators algorithm provides an adaptative parameterization te
hniquethat parsimoniously opens the degrees of freedom in an iterative way driven at �rst order by the model to lo
atethe dis
ontinuities of the sought parameter. The detailed de�nition of the te
hnique was des
ribed in [2℄ for theappli
ation to the estimation of hydrauli
 transmissivities, and a variant of the idea was �rst brie�y presentedin [9℄ for the appli
ation to the history mat
hing of an oil reservoir.In the present work, we extend the de�nition of re�nement indi
ators to the more general 
ase of multi-dimensional distributed parameters, we make the link between the (�rst order) re�nement indi
ator and theexa
t de
rease of the obje
tive fun
tion in the linear 
ase, and we propose a generi
 version of the algorithm thatmay be applied to any inverse problem of parameter estimation in a system of partial di�erential equations. Weshow numeri
al results for the simple 
ase of the identity model. The appli
ation of the re�nement indi
atorsalgorithm to the identity model applied to images is interpreted as an amazing image segmentation te
hnique.The paper is organized as follows. Se
tion 2 is devoted to theoreti
al developments about adaptive parame-terization through the re�nement indi
ators notion: we quantify the e�e
t of re�nement on the de
rease of theobje
tive fun
tion, and we generalize the de�nition of re�nement indi
ators for multi-dimensional parameters.We present in Se
tion 3 the general form of the re�nement indi
ators algorithm, we dis
uss the issue of �ndingthe best 
utting for multi-dimensional parameters and brie�y point out implementation subtleties of the algo-rithm. In se
tion 4, we fo
us on the identity model; we then apply the multi-dimensional re�nement indi
atorsalgorithm to the parti
ular 
ase of RGB 
olor images.2 Inverse problem of parameter estimationThe inverse problem of parameter estimation is �rst set in the 
ontinuous 
ase as the minimization of a least-squares obje
tive fun
tion. Then, the notion of adaptive parameterization following zonations of the domainis presented in the dis
rete 
ase for pie
ewise 
onstant parameters. The de
rease of the optimal value of theobje
tive fun
tion resulting from the splitting of one zone into two sub-zones is then quanti�ed for the linearizedproblem in the 
ontinuous 
ase, and re�nement indi
ators are �nally de�ned in the general 
ase from a �rstorder approximation.2.1 Least-squares formulationWhen de�ning a system of partial di�erential equations modeling a physi
al behavior in a domain Ω, one usuallyintrodu
es parameters su
h as material properties. Some of these parameters may be unknown, their estimationis an inverse problem. To solve this inverse problem, one 
an try to identify the unknown parameters from theoutput of the fun
tion M de�ned by the model, whi
h 
orresponds to solve the dire
t problem.Let ptrue denote su
h an unknown parameter that we are looking for in a set of admissible parameters P ad.Then, M(ptrue) is the solution of the dire
t problem 
orresponding to ptrue. Given measurements d of theoutput M(ptrue), a 
lassi
al te
hnique to solve the inverse problem of parameter estimation is to minimize,in an iterative way, an obje
tive fun
tion de�ned as the least-squares mis�t between d and the 
orrespondingRR n° 0123456789



4 Ben Ameur, Clément & Weisquantities 
omputed from the 
urrent parameter p. Minimizing su
h an obje
tive fun
tion avoids the di�
ultyof inverting M, whi
h is impossible in most 
ases.In pra
ti
e, the given data d do not 
ontain measurements for the values of M(ptrue) in the whole domain Ωwhere we want to identify ptrue, but only a limited number of them given by an observation operator O. Then,the model M is repla
ed by the 
omposition O ◦ M 
alled the dire
t operator and denoted by F , and theleast-squares formulation 
onsists in minimizing the obje
tive fun
tion1(1) J (p) =
1

2
‖d −F(p)‖2 =

1

2

∫

Ωm

(d(x) − u(x))2with respe
t to the parameter p, where Ωm is the�possibly �nite�set of measurement points and u denotes
F(p).2.2 Adaptive parameterizationTo solve numeri
ally the above des
ribed inverse problem, we 
onsider a dis
retization of the domain Ω by a�ne mesh Th = (Ki)i∈I , i.e. with Ω̄ =

⋃

i∈I Ki. The �nite set of measurement points is indexed by Im ⊂ I.Keeping the same notations, the dis
rete obje
tive fun
tion to minimize writes(2) J (p) =
1

2

∑

i∈Im

(di − ui)
2where p = (pi)i∈I denotes now the �nite dimensional ve
tor approximating the parameter on the mesh Th, di isthe measurement in the 
ell Ki and ui denotes the dis
rete approximation of F(p) in the same 
ell Ki.In parameter estimation problems, the data is usually insu�
ient to estimate the value of a possibly multi-dimensional parameter in ea
h grid 
ell. It is usually impossible to in
rease the number of measurements,and the solution is then to redu
e the number of unknowns by introdu
ing an�unknown�parameterizationoperator

P : m ∈ Mad 7−→ p ∈ P adwhere the 
oarse parameter m belongs to a spa
e of admissible 
oarse parameters Mad having a small dimension
ompared to that of the �ne parameter spa
e P ad. When knowing Ptrue, the identi�
ation of the 
oarseparameter mtrue leads to the identi�
ation of the �ne parameter ptrue = Ptrue(mtrue). Thus, for any P , wede�ne the same obje
tive fun
tion on Mad by JP (m) = J (P(m)), and we minimize JP with respe
t to the
oarse parameter m. Moreover, this might have a regularizing e�e
t on the resolution of the inverse problem,e.g. see [10, 15, 16, 14, 11, 5℄.Let us suppose that the unknown parameter ptrue has almost the same ve
tor value in many 
ells. We
onsider that the value is exa
tly the same in all of these 
ells and we 
all zone su
h a subset of 
ells. In this
ase, we 
an de�ne the parameterization operator as a zonation by asso
iating the value of the 
oarse parameterin a zone with the values of the �ne parameter in ea
h 
ell of this zone, i.e.(3) P : m = (mj)j∈J 7−→ p = (pi)i∈I with pi = mj ∀Ki ⊂ Zj.Thus, a zonation (Zj)j∈J of the domain Ω following the �ne mesh Th is de�ned by(4) Zj =
⋃

i∈Ij

Ki with I =
⊔

j∈J

Ij (disjoint union)and we always have ⋃

j∈J Zj =
⋃

i∈I Ki = Ω̄.Following [2℄, the idea of adaptive parameterization is to look for both the zonation and the values ofthe 
oarse parameter in the zones in an iterative way driven by the model. More pre
isely, when going fromiteration n to iteration n+1, we re�ne the zonation related to Pn a

ordingly to re�nement indi
ators dependingon the model. The update of the optimal value of the 
oarse parameter follows the new zonation asso
iatedwith Pn+1. The key point is to keep the number of zones as small as possible, hen
e we add at most one degreeof freedom at ea
h iteration.Remark 1 The adaptive parameterization te
hnique is independent of the �ne dis
retization Th of the do-main Ω. In parti
ular, it is valid for regular or irregular meshes, stru
tured or unstru
tured meshes. It alsoeven holds for the 
ontinuous problem of subse
tion 2.1.1For sake of simpli
ity, we assume here that the measurements are only dependent on the spa
e lo
ation. INRIA



Multi-dimensional re�nement indi
ators algorithm 52.3 Quantifying the e�e
t of re�nement
Ω

m1 on Z1

Ω

m21 on Z21

m22 on Z22

Figure 1: Re�nement of a single-zone zonation represented in a two-dimensional spa
e for simpli
ity. Left: one-zone parameterization P1 with Ω̄ = Z1 (i.e. J1 = {1}). Right: two-zone parameterization P2 with Ω̄ = Z21∪Z22(i.e. J2 = {21, 22}).Let us 
ompute, in the 
ontinuous 
ase, the de
rease of the optimal obje
tive fun
tion (1) resulting fromre�ning the 
urrent zonation by splitting one of the zones into two sub-zones by means of a 
ontinuum ofintermediate minimization problems 
onstraining the dis
ontinuity jump at the interfa
e between the sub-zones.For simpli
ity, we 
onsider the 
ase where only one zone 
overs the whole domain, 
orresponding to theone-zone parameterization P1, see Figure 2.3 (left). The re�nement builds the two-zone parameterization P2of Figure 2.3 (right). We denote by mopt
1 and J opt

1 , mopt
2 = (mopt

21 , mopt
22 )T and J opt

2 the optimal 
oarse parameterand obje
tive fun
tion respe
tively when 
onsidering the parameterizations P1 and P2.If the dis
ontinuity jump copt = mopt
21 − mopt

22 was known, then minimizing J 
onsidering the parameteriza-tion P2 (i.e. minimizing JP2
) under the 
onstraint m21 − m22 = copt would give us the same optimal 
oarseparameter mopt

2 and the same optimal obje
tive fun
tion value J opt
2 , the ones obtained without any 
onstraints.And minimizing JP2

and under the 
onstraint m21 − m22 = 0 would keep the optimal values mopt
1 and J opt

1 ,obtained with the parameterization P1. Thus, when the dis
ontinuity jump c goes 
ontinuously from 0 to copt,then the minimum of JP2
under the 
onstraint m21 − m22 = c goes 
ontinuously (and even in a 
ontinuouslydi�erentiable way when F is 
ontinuously di�erentiable) from the minimum obtained for a single zone to theminimum obtained with the two zones.Let np be the dimension of the multi-dimensional �ne parameter p(x) at ea
h point x of Ω (i.e. np = 1 inthe s
alar 
ase). It is also the dimension of the 
omponents m21 and m22 of the 
oarse parameter. We 
andenote the 
onstraint on the dis
ontinuity by(5) Am2 = cwhere m2 = (m21, m22)

T and the np × 2np re
tangular matrix A is of the form(6) A =













1 0 · · · 0 −1 0 · · · 0

0
. . . . . . ... 0

. . . . . . ...... . . . . . . 0
... . . . . . . 0

0 · · · 0 1 0 · · · 0 −1













.Let us 
onsider now the linearized version of the minimization problem, while keeping the same notationsfor simpli
ity. We denote the (linear) dire
t operator in terms of the 
oarse parameter by FP = FP . In thefollowing 
omputation of the de
rease of the optimal value of the obje
tive fun
tion, we only 
onsider the two-zone parameterization P2. Hen
e, for manipulating lighter expressions, when there is no ambiguity, we simplywrite F for FP2
, J for JP2

and m for m2. The gradient of the quadrati
 obje
tive fun
tion J (= JP2
) is givenby(7) ∇J (m) = FT (Fm − d).The Lagrangian fun
tion asso
iated with the minimization of J under the 
onstraint (5) writes(8) Lc(m, λ) = J (m) + 〈λ, Am − c〉where λ is the Lagrange multiplier asso
iated with the 
onstraint. It is also a ve
tor of the same dimension np.Then, the Lagrange 
ondition ensures that at the optimum, mc,opt = argminAm=c J (m) and λc,opt are obtainedRR n° 0123456789



6 Ben Ameur, Clément & Weisby solving(9) 













∂Lc

∂m
(m, λ) = ∇J (m) + AT λ = 0,

∂Lc

∂λ
(m, λ) = Am − c = 0.Using the expression (7) of the gradient, the Lagrange 
ondition for c = 0 be
omes(10) 













FT (Fm0,opt − d) + AT λ0,opt = 0,

Am0,opt = 0.The last equation writes m0,opt
21 = m0,opt

22 (= mopt
1 ), and we have(11) J 0,opt = JP2

(m0,opt) = J opt
1 .The optimal 
oarse parameter mopt(= mopt

2 ) = argminJ (m) (i.e., without 
onstraint) satis�es the optimal-ity 
ondition(12) ∇J (mopt) = FT (Fmopt − d) = 0.Let e = mopt − m0,opt. Developping the squared norm yields
J opt = J 0,opt +

1

2
‖Fe‖2 +

〈

Fm0,opt − d,Fe
〉

.But, from the optimality 
ondition (12), we have
〈

Fm0,opt − d,Fe
〉

= −‖Fe‖2and taking the di�eren
e between (12) and the �rst equation of (10) leads to
FTFe = AT λ0,opt =

(

λ0,opt

−λ0,opt

)

.Therefore, when FTF is invertible2, we �nally obtain(13) J opt
1 − J opt

2 =
1

2
‖AT λ0,opt‖2

(FTF)−1 =
1

2

〈

AT λ0,opt, (FTF)−1AT λ0,opt
〉where the norm and the s
alar produ
t are now de�ned in the spa
e of 
oarse parameters for the re�ned zonation(and not in the spa
e of data as before).Remark 2 In the general 
ase, an n-zone parameterization is re�ned into an (n + 1)-zone parameterization bysplitting only one zone into two sub-zones. Then, the matrix de�ning the new dis
ontinuity jump of the parameteris a blo
k matrix 
ontaining only one nonzero blo
k 
orresponding to the dis
ontinuity of the parameter betweenthe two sub-zones and this blo
k is equal to the matrix A of (6). Hen
e, the 
omputation of the de
rease of theoptimal value of the obje
tive fun
tion is exa
tly the same.Be
ause the number of zones is supposed to stay small, the dire
t operator FP is usually inje
tive. Butapplying (FT

PFP)−1 is at least as expensive as solving the linearized minimization problem. Thus, the exa
t
omputation of the de
rease of the optimal value of the obje
tive fun
tion for the linearized problem is generallynot 
ompatible with the idea of a very fast 
omputation of an indi
ator on the quality of the new zonation.Nevertheless, an important ex
eption is the 
ase of the identity dire
t operator; it will be developed in se
tion 4.The next subse
tion is devoted to a �rst order 
omputation in the general nonlinear 
ase.2I.e., when F is inje
tive in the �nite-dimensional 
ase. INRIA



Multi-dimensional re�nement indi
ators algorithm 72.4 Re�nement indi
ators for multi-dimensional parametersFollowing the notations of the previous subse
tion, let J c,opt denote the optimal value of the obje
tive fun
tionobtained with the parameterization P2 under the 
onstraint (5). A �rst order development of J c,opt with respe
tto the dis
ontinuity jump c at c = 0 
an be written
J c,opt = J 0,opt +

∂J c,opt

∂c |c=0
c + . . .The norm of the quantity ∂J c,opt

∂c |c=0
tells us, at the �rst order, how large would be the di�eren
e be-tween J c,opt and J 0,opt = J opt

1 (from (11)). So, it gives us the �rst order e�e
t on the optimal value of theobje
tive fun
tion produ
ed by re�ning and allowing a dis
ontinuity of the parameter between the two sub-zones of the parameterization P2. Similarly to the parti
ular s
alar 
ase developed in [2℄, this norm is 
alledthe re�nement indi
ator asso
iated with the splitting of the zone Z1 into the two sub-zones Z21 and Z22, andit is denoted by I.Deriving the expression (8) of the Lagrangian with respe
t to c gives
∂Lc

∂c
(m, λ) =

∂J

∂c
(m) − λ.Hen
e, from the Lagrange 
ondition (9), we have at the optimum for c = 0

∂J

∂c
(m0,opt) − λ0,opt = 0.Then, sin
e

∂J c,opt

∂c |c=0
=

∂J

∂c
(mc,opt)

|c=0
=

∂J

∂c
(m0,opt),this shows that the re�nement indi
ator is nothing but the norm of the Lagrange multiplier,(14) I = ‖λ0,opt‖.Remark 3 In this se
tion, we have 
onsidered that the ve
tor parameter was a pie
ewise 
onstant fun
tion (i.e.
onstant in ea
h zone). The idea of re�nement indi
ators is based on de�ning a zonation by identifying theinterfa
es between the zones that are related to the dis
ontinuities of the parameter. To estimate more regularparameters, one 
an use similar re�nement indi
ators in the more general 
ase where the ve
tor parameter is apie
ewise higher order fun
tion, whi
h is 
ontinuous in ea
h zone and presents dis
ontinuities at the interfa
esbetween the zones.3 Re�nement indi
ators algorithm3.1 The adaptive parameterization te
hniqueIn pra
ti
e, the optimal 
oarse parameter mopt

n asso
iated with the 
urrent parameterization Pn is 
omputed byapplying a gradient algorithm to the minimization of the 
orresponding obje
tive fun
tion Jn = JPn
. Hen
e,not only mopt

n = (mopt
n;j )j∈Jn is available, but also the 
oarse gradient ∇Jn(mopt

n ), whi
h is equal to the nullve
tor at the rea
hed minimum. The key is to 
ompute the gradient of Jn for the 
urrent parameterization bythe adjoint approa
h 
onsidering the �ne dis
retization Th of Ω. This approa
h provides, at no additional 
ost,the �ne gradient(15) ∇pJn(mopt
n ) =

(

∂J

∂pi
(popt

n )

)

i∈Iwhere popt
n = Pnmopt

n , sin
e the 
oarse gradient of Jn is given by ∇Jn(mn) = PT
n ∇J (Pnmn), and hen
e, it issimply obtained by summing the 
omponents of the �ne gradient inside ea
h zone of the 
urrent parameteriza-tion Pn.A re�nement of the 
urrent parameterization Pn is obtained by 
utting one zone Zn,j into two sub-zones Zn,j1and Zn,j2. The resulting parameterization is denoted by Pn,j and the 
orresponding obje
tive fun
tion byRR n° 0123456789



8 Ben Ameur, Clément & Weis
Jn,j = JPn,j

. Opening the new degree of freedom while keeping the same value in the two sub-zones does not
hange the optimum of the obje
tive fun
tion, and the 
omponents of the gradient ∇Jn,j(m
0,opt
n,j ) are all equalto zero ex
ept for 
omponents j1 and j2 that are opposite ve
tors (of dimension np). From the �rst equationin (9) and the form of matrix A, we dedu
e that the Lagrange multiplier λ0,opt

n,j is equal to the 
omponent j2of the previous gradient. Hen
e, the re�nement indi
ator In,j asso
iated with the 
urrent re�nement 
an be
omputed easily, at almost no additional 
ost, from the partial derivatives of the obje
tive fun
tion with respe
tto the �ne parameter in the sub-zones by(16) In,j =

∥

∥

∥

∥

∥

∥

∑

i/Ki⊂Zn,j1

∂J

∂pi
(popt

n )

∥

∥

∥

∥

∥

∥

=

∥

∥

∥

∥

∥

∥

∑

i/Ki⊂Zn,j2

∂J

∂pi
(popt

n )

∥

∥

∥

∥

∥

∥

.Hen
e, we 
an de�ne a large number of tentative 
uttings produ
ing possible re�nements in ea
h zone, and
ompute their 
orresponding re�nement indi
ators.Sin
e the re�nement indi
ators give us only a �rst order information on the de
rease of the optimal obje
tivefun
tion, one 
an sele
t a set of 
uttings asso
iated with some of the highest values of the indi
ators, and notonly with the largest one. Then, the obje
tive fun
tion is minimized for all the parameterizations obtained byimplementing ea
h of these 
uttings. In the general 
ase, this minimization phase is very expensive. It is thusimportant to keep the number of sele
ted 
uttings small. The initial value of the 
oarse parameter for theseminimizations is obtained from the previous optimal value by dupli
ating the value in the split zone, i.e.(17) minit
n,j;j1 = minit

n,j;j2 = mopt
n;j and minit

n,j;j′ = mopt
n;j′ for j′ 6= j.The parameterization given by (3) is inje
tive, and we 
an de�ne its least-squares pseudo-inverse by P̃ =

(PTP)−1PT . It 
omputes the mean value on ea
h zone. When 
onsidering the s
alar produ
t weighted by themeasure of ea
h 
ell of the �ne mesh, the previous pseudo-inverse 
orresponds to the proje
tion operator givenby(18) P̃ : p = (pi)i∈I 7−→ m = (mj)j∈J with mj =
1

meas(Zj)

∑

i∈Ij

meas(Ki)pi.Then, (17) rewrites in the more 
ompa
t form minit
n,j = P̃n,jp

opt
n .Finally, the 
utting providing the best e�e
tive de
rease of the obje
tive fun
tion is the one de�ning there�nement from the parameterization Pn to Pn+1. It has only one degree of freedom more, but it produ
es asigni�
ant bene�t e�e
t on the obje
tive fun
tion.3.2 A generi
 algorithm for adaptive parameterizationFollowing the same poli
y to simplify the notations, e.g. by setting J k

n = JPk
n

= J ◦ Pk
n , the algorithm underits most general form is:Initialization-1. Choose an initial parameterization P1 and an initial 
oarse parameter minit

1 .0. Compute mopt
1 = argminJ1(m1) from minit

1 and popt
1 = P1m

opt
1 .Iterations For n ≥ 1, do until 
onvergen
e:1. Compute the �ne gradient gopt

n = ∇pJ (popt
n ).2. Choose a set of 
uttings de�ning parameterization 
andidates (Pk

n)k∈Cn
.3. For all k ∈ Cn, 
ompute the 
orresponding indi
ator Ik

n from gopt
n using (16).4. Compute the largest indi
ator Imax

n .5. Sele
t a subset Cn(Imax
n ) ⊂ Cn of 
uttings asso
iated with the highest indi
ators.6. For all k ∈ Cn(Imax

n ), 
ompute mk,opt
n = arg minJ k

n (mk
n) from mk,init

n = P̃k
npopt

n .7. Keep the best 
utting k0 = argmink∈Cn(Imax
n ) J

k
n (mk,opt

n )and set Pn+1 = Pk0
n , mopt

n+1 = mk0,opt
n and popt

n+1 = Pn+1m
opt
n+1. INRIA



Multi-dimensional re�nement indi
ators algorithm 9This generi
 algorithm may be adapted by the user to mat
h his/her needs. Firstly, possible 
onvergen
e
riteria are: a small value of the obje
tive fun
tion (meaning that the data are 
orre
tly �tted), a small valueof the largest re�nement indi
ator (meaning that there is no more important dis
ontinuities left to dis
over),the maximum number of zones is rea
hed. . . Then, the user is free to 
hoose the re�nement strategy de�ningthe full set of 
uttings and the subset of those with the highest indi
ators.Furthermore, as in [2℄, it is possible to add at the end of ea
h iteration a 
oarsening step that allows tomerge zones 
orresponding to 
oarse parameters with 
lose values.3.3 Best 
utting for multi-dimensional parametersLet us suppose that we want to �nd among all possible 
uttings the one 
orresponding to the best indi
ator.For example, this is usefull in se
tion 4 with the identity dire
t operator for whi
h this best 
utting is relatedto the best de
rease of the obje
tive fun
tion. But this absolute best 
utting may also be useful in the general
ase to quantify the adequa
y of the 
hosen set of 
uttings to the inverse problem trough the ratio of the bestindi
ator within the 
hosen set of 
uttings to the absolute best indi
ator. A high ratio shows that there exists
uttings outside the 
hosen set that provide higher indi
ators.In the s
alar 
ase, it is obvious from equation (16) that the best 
utting for a given zone 
orresponds tofollow the sign of the �ne gradient (15). In the multi-dimensional 
ase, this is no more so simple as �nding thebest 
utting amounts to solve a dis
rete optimization problem. We give here several possible heuristi
s.The simpler idea 
onsists in de�ning the sign of a ve
tor and then to use the same te
hnique as in the s
alar
ase. There are several possible de�nitions for the sign of a ve
tor. Of 
ourse, none of them are fully satisfa
tory,but they 
an provide pertinent zonations, as it 
an be seen in se
tion 4 where the sign of a three-dimensonalve
tor is obtained by majority vote of the signs of all 
omponents. It 
ould also have been de�ned as the signof the sum of all 
omponents of the ve
tor.Another simple idea is to 
onsider a zonation for ea
h 
omponent of the parameter. Then, the algorithm foran np-dimensional parameter on a grid of size n would be equivalent to the algorithm for a s
alar parameter ona grid of size np × n. Again, with the example of se
tion 4 where the data are 
olored images, np = 3 and nis the number of pixels. In this 
ase, the algorithm for an RGB (Red/Green/Blue) image of size n would beequivalent to the algorithm for 3 gray-s
ale images of the same size n. This kind of de
omposition remindsthe dawn of 
olor photography where three bla
k-and-white pi
tures were taken with three 
olored �lters, andmore re
ently the 3-LCD video-proje
tors. The main drawba
k of this te
hnique is that the 
ompound zonation
orresponding to the superimposition of the zonations for all the 
omponents may 
ontain a lot of small zones.Indeed, the interse
tion of np zonations with n zones ea
h 
an produ
e up to nnp zones. In other words, wewould add up to ∑np−1
k=0 Ck

np
nk degrees of freedom per 
omponent at ea
h iteration! Whi
h is 
ompletely in
ontradi
tion with the adaptive parameterization goal of providing the 
oarsest parameter, i.e. adding at mostonly one degree of freedom per 
omponent per iteration.Keeping the attra
tive idea of 
omputing a lo
al indi
ator for ea
h�s
alar�
omponent of the parameterseparately3, we 
an sele
t at ea
h iteration among the best 
uttings for ea
h 
omponent the one providing thehighest global indi
ator. Then, this 
utting is applied to all 
omponents, thus guaranteeing the addition of asingle degree of freedom per 
omponent. Of 
ourse, this heuristi
s does not always provide the highest possibleglobal indi
ator, but while still investigating in the dis
rete optimization 
ommunity, it seems reasonable to usand we suggest to use it.3.4 Implementation issuesThe �rst issue is the generi
ity of the implementation of the algorithm. Numeri
al results shown in [2℄ wereobtained with a Fortran 77 program where the re�nement algorithm was hard-
oded within the model for thevery spe
i�
 problem of the estimation of hydrauli
 transmissivities in a paraboli
 �ow equation set on a planarregular mesh. On
e the te
hnique has been validated on this example, it is very advisable to propose to the
ommunity a generi
 implementation that will allow to apply the re�nement indi
ator adaptive parameterizationalgorithm to any problem implemented in a wide variety of programming languages.The se
ond issue is related to the de�nition of the set of 
uttings, and more parti
ularly to the implementationof it. In the general 
ase, it is not possible to 
ompute the exa
t de
rease of the obje
tive fun
tion, and then,the adaptive parameterization te
hnique is based on the de�nition of a set of 
uttings, whi
h would preferably3For whi
h the best 
utting asso
iated with the highest lo
al indi
ator simply follows the sign of the�s
alar��ne gradient forea
h 
omponent.RR n° 0123456789



10 Ben Ameur, Clément & Weisbe adapted to the problem. In [2℄, the two-dimensional mesh was supposed regular and re
tangular, and there�nements were of four elementary kinds: horizontal 
utting, verti
al 
utting, oblique 
utting and 
he
kerboard
utting. At ea
h iteration, the indi
ators related to all possible 
uttings within the sele
ted family for all 
urrentzones were 
omputed. Testing larger sets of 
uttings, e.g. by enri
hing the elementary 
utting o�er, is veryinteresting be
ause it will allow the user to use a priori information adapted to the problem. Furthermore, theability to spe
ify that some elementary 
uttings should only apply to a parti
ular part of the domain will allowto interpret more 
losely the a priori information.The last issue 
on
erns the performan
e of the implemented 
ode. At ea
h iteration, steps 3 and 6 of thealgorithm 
orrespond respe
tively to the 
omputation of all the indi
ators asso
iated with the 
hosen 
uttingsand to the a
tual minimization for the sele
ted 
uttings. Both steps involve fully independent 
omputationsthat may run in parallel.All these aspe
ts show the ne
essity for high-level programming 
apabilities. In [3℄, we 
hoose Obje
tiveCaml (OCaml) whi
h is a fast modern high-level fun
tional programming language based on sound theoreti
alfoundation and formal semanti
s4. It is parti
ularly well suited for the implementation of 
omplex algorithms.The generi
 driver is written in OCaml and data ex
hange with the worker follow a simple and safe 
ommu-ni
ation proto
ol that is implemented in several 
ommon programming languages in
luding OCaml, C, C++and Fortran. Here the generi
 tasks sent to the worker are "
ost", "grad" and "optim" respe
tively toimplement the fun
tions p 7−→ F(p), p 7−→ ∇J (p) and (m,P) 7−→ (mopt,J opt) = (arg minJP (m),JP(mopt)).The design of a mini-language allow a �exible and 
onvenient way to de�ne the set of 
uttings. Furthermore,automati
 parallelization 
apabilities through the skeleton programming system provided by OCamlP3l5 hasre
ently been su

essfully used in the �eld of S
ienti�
 Computation for domain de
omposition appli
ations,see [12, 13℄.4 Appli
ation to the identity modelTo illustrate the use of our OCaml implementation, detailed in [3℄, and the 
apabilities of the re�nementindi
ators algorithm in the multi-dimensional 
ase, presented in the previous se
tion, we 
onsider the simplestmodel ever: the identity model. Thus, in this se
tion, we assume that M = O = F = Id. Of 
ourse, in this verysimple 
ase, the inverse problem does not present any di�
ulty as the minimum of the obje
tive fun
tion (2) isexa
tly zero, and it is obtained for popt = d. Note that the �ne gradient is then simply given by the di�eren
e
∇J (p) = p − d. Nevertheless, assuming that the data is a
tually an image of size nx × ny, then the mesh isregular and re
tangular, the 
ells are 
alled pixels, and the appli
ation of the re�nement indi
ators algorithmamounts in this 
ase to determine groups of pixels with the same 
olor�or gray level. This is the basi
 idea ofimage segmentation for edge dete
tion, shape re
ognition, 
ompression/simpli�
ation, and so on. . .The segmentation of a grays
ale image is simply a s
alar example, but even in this 
ase, the determinationof the best 
utting providing the highest de
rease of the obje
tive fun
tion is not an easy task, see [4℄. The
ase of 
olor images is more 
ompli
ated as the 
olor information is typi
ally multi-dimensional. In 
omputerappli
ations, it is usually represented using a three-dimensional 
olor spa
e�hen
e np = 3: either RGB, for theRed/Green/Blue 
olor 
ube, HSV, for the Hue/Saturation/Value 
olor 
one, or HSL, for the Hue/Saturation/-Lightness 
olor double 
one. Of 
ourse, it is possible to de�ne a s
alar dis
rete representation of 
olors, e.g.by pa
king the 24-bit RGB en
oding into a single integer ranging from 0 to 224 − 1. But, su
h a nonlinearmapping produ
es weird e�e
ts when averaging on a zone: the mean 
olor between red pixels and blue pixelsmay be
ome an odd green, instead of the natural purple value. We 
onsider here the RGB representation of
olor images.In the 
ase of the identity model, the operator FT

PFP of subse
tion 2.3 redu
es to the diagonal matrix PTPwhi
h gives the numbers of pixels per sub-zone. Then, equation (13) rewrites(19) J opt
1 − J opt

2 =
1

2

nj

nj1nj2
I2

n,jwhere nj is the number of 
ells in the sele
ted zone Zn,j , and n21 and nj2 are respe
tively the number of 
ellsin the sub-zones Zn,j1 and Zn,j2. Although the de
rease of the obje
tive fun
tion provided by a 
utting isproportional to the square of the re�nement indi
ator asso
iated with this 
utting, unfortunately the propor-tionality 
oe�
ient depends on the 
utting itself. Nevertheless, for high values of a, the fun
tion x 7−→ a
x(a−x) is4See http://www.o
aml.org/.5See http://www.o
amlp3l.org/. INRIA



Multi-dimensional re�nement indi
ators algorithm 11almost �at in the neighborhood of a/2, and the highest indi
ator almost yields the best de
rease of the obje
tivefun
tion, at least during the �rst iterations of the algorithm. Furthermore, there is no more intera
tion betweenthe pixels during the minimization pro
ess. Hen
e, there is no need to 
ompute the re�nement indi
ators for allzones at ea
h iteration, but rather, it is advisable to 
ompute only the indi
ators related to the two most re
entsub-zones, and to keep in memory the values for the un
hanged zones. An optimized version of the re�nementindi
ators algorithm dedi
ated to the diagonal models is des
ribed in [4℄.For this �rst multi-dimensional appli
ation of the algorithm, we have simply de�ned the pseudo-sign of the�ne ve
tor gradient on ea
h pixel by the sum of the signs for ea
h 
omponent. Let sgn be the sign fun
tion onthe �eld of real numbers (i.e., sgn(x) = −1 when x < 0, sgn(x) = +1 when x > 0 and sgn(0) = 0). Then, wede�ne the sign of any triple by sgn(x, y, z) = sgn(sgn(x)+ sgn(y)+ sgn(z)). As developed in subse
tion 3.3, thisis a very basi
 heuristi
s to deal with the multi-dimensional 
ase, but it is su�
ient for our present illustrationpurposes.In subse
tion 3.2, the 
hoi
e for the re�nement strategy de�ning the set of 
uttings and the subset of thosewith the highest indi
ators was let to the user. Here, we 
onsider two strategies. The �rst one is a mild �avorof the best strategy 
onsisting in 
hoosing at ea
h iteration the 
utting related to the highest indi
ator whi
hguarantees in the 
ase of the identity model the best des
ent of the obje
tive fun
tion. In fa
t, we follow thepseudo-sign of the gradient as de�ned above. This strategy a
tually provides an image segmentation te
hnique.The se
ond one is 
alled the di
hotomy strategy. It is an example of strategy based on elementary 
uttingsdeployed in all zones. The only 
uttings allowed are those splitting a zone verti
ally or horizontally in its middle.This illustrates what 
ould happen in the general 
ase where the best strategy is not ne
essarily optimal andwhere the adaptive parametrization te
hnique is based on the 
hoi
e for a set of 
uttings. Noti
e that this 
ouldprovide interesting 
reative �lters for image pro
essing.The next Figures follow the same s
heme. They are all made of four images. The data image d is displayedon the lower left 
orner. The segmented image popt
n is displayed�in true 
olors�on the lower right 
orner, andthe 
orresponding n-zone zonation Pn is displayed in false 
olors on the upper right 
orner. The pseudo-signof the �ne gradient ∇J (popt

n ) is displayed on the upper left 
orner where positive values are depi
ted in white,negative values in bla
k and small absolute values in gray. Some monitoring 
ounters are also displayed. Thisis a
tually the itera
tive display of the OCaml driver at runtime, see [3℄.The �rst series of experiments exploit the best strategy, hen
e we may expe
t the fastest de
rease of theobje
tive fun
tion. The results obtained after iterations number 1, 2, 5 and 10 are respe
tively represented inFigure 2, 3, 4 and 5.At the begining, in Figure 2, the initial zonation 
ontains only one zone, the initial parameter is minit
1 =

(0, 0, 0)�i.e., a bla
k image�and the initial value of the obje
tive fun
tion is J init
1 = 8.0 109. After theinitialization phase, the obje
tive fun
tion is J opt

1 = 1.2 109, meaning that 62% of the data are explained6.Then, the pseudo-sign of the �rst �ne gradient gopt
1 already depi
ts the head of the kangaroo. This 
utting isasso
iated with the�high�re�nement indi
ator Ibest
1 = 1.0 107.After the �fth iteration, in Figure 4, 90% of the data are explained and the main features of the originalpi
ture are visible. The last highest indi
ator was already only 7.4% of the �rst one. With 10 zones, in Figure 5,94% of the data are explained. For the eye, the segmented image is very 
lose to the original one. The lasthighest indi
ator was a �at 1.7% of the �rst one.The se
ond series of experiments use the di
hotomy strategy. The result obtained after 2 and 100 iterationsare respe
tively represented in Figures 6 and 7.The �rst iteration is exa
tly the same as with the best strategy in Figure 2. Then, the �rst 
utting does notreveal at all the head of the kangaroo. The image with two zones, in Figure 6, only explain one per
ent moreof the data than the one with one zone. The 
orresponding indi
ator is only 28% of the �rst indi
ator withthe best strategy. Indeed, the 
hosen family of 
uttings is not well suited for the problem. Even at iterationnumber 100, in Figure 7, only 87% of the data are explained and the last highest indi
ator was about 1% of the�rst one.Of 
ourse, this strategy is ine�
ient for the segmentation of images, but exploring a subset of possible
uttings at ea
h iteration a
ts as a pre
onditionner, and it may also help in avoiding to fall into lo
al minima inthe general 
ase. Noti
e that after 100 iterations of the di
hotomy strategy, the gradient keeps very sharp detailsthat has already desappeared after only 10`iterations of the best strategy. We 
ould have done a better job byallowing any verti
al and horizontal 
uttings, but there would have been mu
h more indi
ators to evaluate. The6At iteration n, the per
entage of data explained is de�ned as 100 ×

(

1 −

√

J
opt
n

J init
1

).RR n° 0123456789



12 Ben Ameur, Clément & Weisdi
hotomy run took 54 se
onds, 
ompared to the 3 se
onds for the best run (only add tind and topt, as thetotal time ttot also takes into a

ount the display).5 Con
lusionsThe re�nement indi
ators algorithm is an adaptive parameterization te
hnique for the estimation of distributedparameters in partial di�erential equations (PDE); this method is in
remental and driven by the model buthas only been des
ribed in a parti
ular s
alar 
ase. We generalized the method to any PDE, in
luding PDEwith multi-dimensional parameters. In the s
alar 
ase, the re�nement indi
ator asso
iated with a new degreeof freedom was the absolute value of some s
alar Lagrange multiplier; in the multi-dimensional 
ase, the re�ne-ment indi
ator is the norm the 
orresponding�ve
tor�Lagrange multiplier. We showed that the same ve
torLagrange multiplier also measures the resulting de
rease of the least-squares data mis�t obje
tive fun
tion inthe linear 
ase. We gave a general form of the re�nement indi
ators algorithm. As a �rst appli
ation, we
onsidered the identity model in the multi-dimensional 
ase. Noti
ing that 
olors are three-dimensional ve
torsin the RGB model, the multi-dimensional version of the re�nement indi
ators algorithm surprisingly gave riseto a promising image segmentation of 
olor images.A
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14 Ben Ameur, Clément & Weis

Figure 2: Best strategy, 1 zone. Bottom: data image d (left), segmented image popt
1 (right). Top: pseudo-signof the gradient gopt

1 (left), 1-zone zonation P1 (right).

Figure 3: Best strategy, 2 zones. Bottom: data image d (left), segmented image popt
2 (right). Top: pseudo-sign of the gradient gopt

2 (left), 2-zone zonation P2 (right). The re�nement indi
ator for the �rst 
utting was
Ibest

1 = 1.0 107.
INRIA
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Figure 4: Best strategy, 5 zones. Bottom: data image d (left), segmented image popt
5 (right). Top: pseudo-signof the gradient gopt

5 (left), 5-zone zonation P5 (right). The re�nement indi
ator for the fourth 
utting was
Ibest

4 = 7.5 105.

Figure 5: Best strategy, 10 zones. Bottom: data image d (left), segmented image popt
10 (right). Top: pseudo-signof the gradient gopt

10 (left), 10-zone zonation P10 (right). The re�nement indi
ator for the ninth 
utting was
Ibest

9 = 1.7 105.
RR n° 0123456789



16 Ben Ameur, Clément & Weis

Figure 6: Di
hotomy strategy, 2 zones. Bottom: data image d (left), segmented image popt
2 (right). Top:pseudo-sign of the gradient gopt

2 (left), 2-zone zonation P2 (right). The re�nement indi
ator for the �rst 
uttingwas Idichotomy
1 = 2.9 106.

Figure 7: Di
hotomy strategy, 100 zones. Bottom: data image d (left), segmented image popt
100 (right). Top:pseudo-sign of the gradient gopt

100 (left), 100-zone zonation P100 (right). The re�nement indi
ator for the 99th
utting was Idichotomy
99 = 2.8 104.
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