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Existence et unicité de solutions pour les systémes de
complémentarité dissipatifs non-autonomes.

Résumé : Nous montrons comment des circuits électriques non-réguliers peuvent moyennant un chan-
gement adéquat de variables, se mettre sous la forme de processus de rafle de Moreau. Nous montrons
ensuite des résultats d’existence et d’unicité de solutions dans les cas absolument continu et & variations
bornées.

Mots-clés :  procesus de rafle de Moreau, systémes de complémentarité, inclusions différentielles,
systémes dissipipatifs, ensemble prox-régulier.



Dissipative complementarity systems 3

1 Introduction

Complementarity systems have recently been the object of strong interest in the Systems and Control
community, because of their applications in various fields like mechanics, electrical circuits, transportation
science, etc [I8, [0, [4, [6]. The relationships between complementarity systems and other formalisms have
been studied in [I1}, [2]. In this paper we are interested in analysing the existence and uniqueness of
solutions of two classes of complementarity systems, by embedding their dynamics into the framework
of so-called perturbed sweeping processes. The sweeping process is a particular differential inclusion that
has been introduced by Moreau [I5] and widely studied since then. More precisely, let us consider the
following complementarity dynamical system

#(t) = Az(t) + B(t) + Eu(t)

(1.1)
0 < ¢(t) Lw(t) = Ca(t) + DE(E) + Gult) + F >0,

where the matrices and vectors A, B,C, D, E, F, G are constant of suitable dimensions, z(t) € R", u(t) €
RP, ((t) € R™. The second line is a complementarity relation between w(t) and ((t¢), which are forced
to remain always orthogonal one to each other (both inequalities are to be understood componentwise,
so that the orthogonality can equivalently be expressed componentwise). As it will become clear later,
related results are in [8] where is considered a non-autonomous extension of Kato’s Theorem for maximal
monotone variational inequalities.

In this paper we deal with systems as in (1), when the vector relative degree between w(-) and ((+)
is equal to (1,...,1)T € IR™ (i.e. the matrix D = 0), the triple (A, B, C) is positive real, and u(-) is either
a locally absolutely continuous mapping or a mapping of local bounded variation. The developments rely
on arguments obtained from recent results in [2, B] concerning a generalization of the sweeping process,
where a perturbation (or a vector field) is considered. This work generalizes some results obtained in [9]
where the link between Moreau’s process and dissipative complementarity systems was pointed out. It
may also be seen as enlarging the studies in [T1], 2] on the equivalences between different formalisms like
differential inclusions and complementarity systems. The paper is organized as follows: in the next section
a physical example that fits with the class of nonsmooth systems we deal with is presented. Section 3 is
devoted to prove the well-posedness of the linear perturbation case, whereas section 4 is dedicated to the
nonlinear perturbation case. Two major results from [2] and [3] are recalled in the appendix. Throughout
the paper we will also recall some definitions and notions that are useful for the developments.

Remark 1 The reason why it is assumed D = 0 throughout the paper, is clear. The tools that we will
use for the well-posedness proof rely on embedding the dynamics in (1) into differential inclusions. If
D # 0, the basic mathematical framework is different [fl, Remark 10].

2 A physical example

Let us consider the electrical circuit with ideal diodes in figure [l with Ry, Re, R3 > 0, Lo, L3 > 0. One
has 0 < —up, L 22 > 0and 0 < —up, L —x3 + 22 > 0, where up, and up, are the voltages of the
diodes. The dynamical equations of this circuit are the following ones
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Figure 1: A circuit with ideal diodes.

where z1(+) is the time integral of the current across the capacitor, z2(-) is the current across the
capacitor, and z3(-) is the current across the inductor Lo and resistor Re, —(; is the voltage of the
diode D; and —( is the voltage of the diode D,. The system in (Il can be written compactly as
&= Ax+ B{+ Eu(t),0< (L y=Cx >0, with

0 1 0
A= 1 __Ri+Rs R
- L3Cy Ls Ls )
0 Ry _Ri+Ry
L2 L2
0 0
s 1 1 o (01 1
ZI 010 )
Lo
0
1
E=|
Lo

It can be checked that the triple (A4, B, C) is positive real [E]. Thus the dynamics in (1)) belong to the
class of passive linear complementarity systems. It is not difficult to construct examples with G # 0 (see
e.g. [10, Example 8]). Other fields of application exist in transportation science and macro-economics,
as under certain hypothesis complementarity systems are equivalent to projected dynamical systems and
various types of differential inclusions and variational inequalities [TT, T2].

3 Well-posedness of the dynamics

3.1 State space transformation

We now employ a state space transformation proposed in [9, 6] which allows us to express linear passive
complementarity systems of vector relative degree (1,...,1)T € IR™ as in (TI)), into an evolution varia-
tional inequality or a differential inclusion. We recall the steps of the transformation for readabilit sake.
Since the triple (A, B, C) is positive real, there exists from the Kalman-Yakubovic-Popov Lemma [I3] a
symmetric positive definite matrix P such that PB = C”T. Defining R as R? = P, the symmetric positive
definite square root of P, and letting z = Rz, one gets:

2(t) = Ri(t) = RAR '2(t) + REu(t) + RB((2)

(3.1)
0<((t) Lw(t)=CR 2(t) + Gu(t) + F > 0.

INRIA



Dissipative complementarity systems 5

Assuming for the moment that both ((-) and w(:) are functions of time, and using basic convex
analysis (see section B3) one equivalently rewrites [B1)) as

—%(t) € RAR™'2(t) + REu(t) + RB 0g+ym (CR™2(t) + Gu(t) + F)
and using R?B = CT

—%(t) € —RAR™'2(t) — REu(t) + R™'C" 9¢g+ym (CR™'2(t) + Gu(t) + F), (3.2)

where ¢¢(-) denotes the indicator function of the set @, i.e., ¥g(z) = 0if z € @ and YPg(z) = +oo
otherwise, and 0 denotes the subdifferential of convex analysis. The inclusion in ([32) is in turn equivalent
to the differential inclusion

—%(t) + RAR™'2(t) + REu(t) € R™'0¢g 1y (R™"2(1)) (3.3)
with
K(t):={zx € R" : Oz + Gu(t) + F > 0}. (3.4)
Putting
S(t) == R(K(t)) = {Rz: x € K(t)}, (3.5)

it is easy to see that 1) () = (Yr () © R 1)(z) for all x € R™. Since R is invertible, we have
IMsy(x) = R0k @) (R 'x) forall x€R"

and hence, denoting by N(S(¢);x) the normal cone in the sense of convex analysis, i.e., N(S(¢);z) :=
Ops(+)(x), the differential inclusion (B3) may be written in the form

—2(t) + RAR™2(t) + REu(t) € N(S(t); 2(t)), (3.6)

which appears as the perturbation of a sweeping process. The inclusion (B is in turn equivalent to the
evolution variational inequality

(3(t) = RAR™'2(t) — REu(t),v — 2(t)) > 0, Yv € IR", z(t) € S(t).

If G = 0 then K does not vary with time and [8, Theorem 2.2] applies with () a continuous mapping
with locally Ly derivative. Here we let K hence S be time-varying, which complicates the analysis.

3.2 Existence and uniqueness of solutions

Let u(-) : [0, +00[— RP be a mapping from [0, +oo[ to RP. In the notation used above and below we
identify (when there is no ambiguity) a matrix and the linear mapping associated with it with respect to
the usual basis of R, R™ etc. So, the range of the matrix C' will be denoted by Rge(C).

We now proceed to the analysis of the perturbed sweeping process [B8). Consider an interval I of R
and a mapping z : I — R™. We recall that the variation of z(-) on I is the supremum of 3} ||z(¢;) — z(t;—1)||
over the set of all finite sets of points tg < t; < --- <ty of I. When this supremum is finite, the mapping
z(+) is said to be of bounded variation on I. The mapping z(-) is of locally bounded variation on I if it is
of bounded variation on each compact subinterval of I.

Considering a set-valued mapping S : I =% R™ and replacing the above expression ||z(¢;) — z(t;—1)|| by
the Hausdorff distance haus(S(¢;), S(ti—1)), one obtains the concept of set-valued mappings with bounded
variation on I (resp. locally bounded variation on I). The Hausdorff distance between two subsets Q4
and @5 in R™ is given as usual by

haus(Q1,Q2) := max{ sup d(z,Q2), sup d(z,Q1)}.
TEQ1 TEQ2

RR n° 5929



6 Brogliato & Thibault

Denote by varg(t) the variation of S(-) over [0, ¢]. When the variation function varg(-) is locally absolutely
continuous on [0, +-00[, the set-valued mapping S(-) is said to be locally absolutely continuous on [0, +o0].
As usual the local absolute continuity of the function v(-) := varg(-) means that for each 7' € [0, +o0]
and for any positive number ¢ there exists some positive number 7 such that Zle lv(t;) —v(si)| < €
whenever Zle(ti —8;) < nwith s; <t; < 8441 in [0, 7.

Recall that with any mapping z : I — IR"™ of locally bounded variation on a subinterval I of R is
associated a Radon vector measure, the so-called differential vector measure dz of z(-) on I. If, in addition,
z(-) is right continuous, this vector measure dz satisfies

2(t) = 2z(s) + dz for all s,t € T with s <t.
Is,1]

If a mapping or set-valued mapping is right continuous and has a bounded variation (resp. locally bounded
variation) on I, we will say for short that it is rcbv. (resp. locally rcbv).

When an initial condition 2z € S(0) is fixed and the set-valued mapping S(-) is locally absolutely
continuous, the concept of solution of [BH) is clear in the sense that it is, as usual, a locally absolutely
continuous mapping z(-) for which z(0) = zo and the inclusion ) holds for all ¢ outside of a Lebesgue
null subset of [0, +o00[. Recall that any locally absolulety continous mapping z(-) with values in R"™ is
derivable Lebesgue almost everywhere and z(t) — z(s) = fst 2(7)d\(7). Here and below, A\ denotes the
one-dimensional Lebesgue measure.

Suppose now that S(-) is locally rcbv and the mapping f with f(¢,2) := —RAR™'2 — REu(t) is not
identically null. Throughout, in such a case we will denote by p := d(varg) the differential measure
of varg(-). This Radon measure u is obviously positive since the function varg(-) is non decreasing.
According to [B] a mapping z : [0, +oo[— R™ is a solution of BH]) with zy as initial condition if:

(i) z(-) is locally rcbv and satisfies z(0) = z¢ and z(¢) € S(¢) for all ¢ € [0, +o0[;

(ii) there exists a positive Radon measure v absolutely continuously equivalent to the measure p + A
and with respect to which the differential vector measure dz is absolutely continuous with density
dz ¢ 1} ([0, +oo[,; R™) and

loc

~L (1)~ J20) (1) € NS (1) v~ acet € [0, +oo], (30

where % (+) denotes the density relative to v of the Lebesgue measure A which is obviously absolutely
continuous with respect to the measure u.

It is observed in [3] that any mapping satisfying (i) is a solution if and only if (ii) holds with the
measure p + A itself in place of v.

So, in the bounded variation case we will follow [3] in writing (B8 in the form
—dz € N(S(t); 2(t)) + f(t, 2(t))dA
(3.8)
z(0) = zp € S(0).

Before proving our theorem on existence and uniqueness in the linear case, les us establish the following
lemma.

Lemma 3.1 Assume that
Rge(C) =R} =R™ (3.9)

INRIA



Dissipative complementarity systems 7

(which obviously holds whenever the linear mapping associated with C is onto, i.e., the matriz C has rank
If the mapping u(.) has a local bounded variation (resp. is locally absolutely continuous) on [0, +o00],
then the closed convex set-valued mapping S(-) has a local bounded variation (resp. is locally absolutely
continuous) too.
In the same way, S(-) is right continuous with respect to the Hausdorff distance whenever u(-) is right
continuous.

Proof: By assumption (83) and by the formula in page 760 of Robinson [I], there exists some constant
v > 0 (depending only on the matrix C) such that for all s, € [0, +oo[ (and with K (t) as defined above)

haus(K (1), K(s)) < v[|G(u(t)) — G(u(s))]]

and hence
haus(K (t), K (s)) < G| [lu(t) — u(s)]|-

Since S(t) := R(K (t)), one obtains easily that for all s,t € [0, 400
haus(5(t), S(s)) < || Rl haus(K (t), K(s)) < vI[R| |G[[[u(t) = u(s)]].

It is not difficult to check that this last inequality and the local bounded variation (resp. local absolute
continuity) of the mapping u(-) entails the local bounded variation (resp. local absolute continuity) of
the set-valued mapping S(-) on the interval [0, +oo].

Finally, the right continuity property obviously follows from the same inequality above. |

In the proof of Theorem B3 we will need the following result of Moreau [14]. In [14] it has been
established in the general Hilbert setting.

Proposition 3.2 Let v be a positive Radon measure on a compact interval I and z(-) : I — R" be a
rcbv mapping whose differential measure dz is absolutely continuous with respect to v. Then, the function
®: I — R with ®(t) := ||2(t)||? is an rcbv function whose differential measure d® satisfies, in the sense
of the ordering of real measures,

dz
d® < 2(z(-), —())d
< 2{e(), TN,
where (-,-) denotes the canonical inner product of R™.
We can now prove the theorem.

Theorem 3.3 Assume that () in Lemma [B1l holds and that the mapping u(-) is locally absolutely
continuous (resp. locally rcbv). Then the perturbed differential inclusion (T3) with initial condition
z(0) := 2o € R(K(0)) has one and only one locally absolutely continuous (resp. locally rcbv) solution on
[0, +00].

Proof: As above, put for every (¢, z) € [0, +oo[xR"™
f(t,z) := —RAR 'z — REu(t).

Obviously the mapping f(-,-) is Borel measurable in ¢ (in fact it is rcbv or continuous) and Lipschitz
continuous with respect to z. Further for

k(t) == max{|[RE(u(1))||, | RAR™"||}
one has the L{. _ linear growth condition

If(t,2)| < k()1 +|z]]) forall ( 2) € [0, +oo[xR™. (3.10)

RR n° 5929



8 Brogliato & Thibault

Using Lemma Bl and the properties above concerning the mapping f(-,-) we may apply Theorem 1 in
[2] (see the Appendix) to obtain, in the case where u(-) is absolutely continuous, that the perturbed
sweeping process differential inclusion

—2(t) € N(S(t); (2(t) + f(E, 2(t))
2(0) = 29 € S(0)

has one and only one locally absolutely continuous solution on [0, +o00[. The equivalence above between
B3) and BH) with the initial conditions z(0) = zp € R(K(0)) and z(0) = zp € S(0) respectively yields
the conclusion of the theorem in the absolutely continuous case.

Suppose now that the mapping w(-) is locally rebv on [0, +o0o[. By Lemma Bl we know that the
set-valued mapping S(-) is also locally rcbv. So Theorem 3.1 in [3] (see the Appendix) ensures that the
differential inclusion [BR) has at least a solution z(-) which is locally rcbo.

Let us prove the uniqueness. Consider two locally rcbv solutions 21 () and z2(-) and fix any number
T > 0. Let 1 be the Radon measure associated with the variation function varg(-) and put as above
v := p+ . With respect to this positive Radon measure v the differential measures dz; and the Lebesgue
measure A\ are absolutely continuous, for i=1,2, and

dZi

—2 (1) - f(t zi(t))%(t) e N(S(t); %(t)) v—ae.tel0,T).

Then for v := || RAR™!|| we have for v-almost all ¢ € [0, 7]

<%(t) + f(t, 21(t))%(f) - %(t) A Zg(t))%(t)’ al) =~ =2(0) <0
hence d d dA
(L) Z2(0), 2(0) — 22(0) < l21) — 2O ().

According to Proposition B2, for any ¢ € [0, 7] we have

220 =220 < [ 2nlla(s) = 200 o) o)

ie.,

lz2(t) — 22 ()|I* < / 29]|21(s) — z2(s)]|* dA(s)-

10,¢]

s

The Gronwall lemma (see e.g. [B, Proposition VI-9]) yields z;(t) = z2(t) for all ¢ € [0,7] and hence the
uniqueness property is established and the proof is complete. |

Remark 2 The terms Eu(t) and Gu(t) in (1) play a different role in the well-posedness proof, see
Z3) and [FF). According to [Z] it is sufficient to assume that |Eu(t)| is upper bounded by an L
function. In the proofs of Lemma [Z1l and Theorem [, we have not envisaged that Eu(t) and Gu(t)
may not involve the same components of u(t). The result is easily generalizable to the case of measurable

mapping Eu(-) and locally rcbv (resp. locally absolutely continuous) mapping Gu(-).

Remark 3 This result can be useful to settle a solid well-posedness ground in view of subsequent feedback
control, controllability analysis, trajectory tracking. Indeed setting Fu(t) = E(Hxz(t) +v(t)) one recovers
the previous framework, changing A into A+ EH and Eu(t) into Ev(t), and similarly changing C into
C+GH and Gu(t) into Gu(t). The problem of feedback passification may be important [23] in our context.
It is not tackled here since this is not the goal of this paper.

INRIA
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Remark 4 When the solution is rcbv, it may possess jumps. The jumps may be deduced from (Z8) by
noting that state jumps corresponds to atoms of the measure dz, so that {Z8) may be rewritten at such
atoms as

—z(tT) +2(t7) € N(S(t); 2(tT)), (3.11)

that is equivalent, provided S(t) is a nonempty convex set, to

2(tT) = proz[S(t); z(t7)], (3.12)

i.e., 2(t1) (= 2(t)) is the (unique) closest vector to z(t™) inside S(t) (equivalently, the projection of z(t™)
on S(t) in the Euclidean metric). If zo & R(K(0)) then an initial jump has to be imposed on z(0). Then
the above result holds on (0,400). In [4] the well-posedness of linear complementarity systems as in
L) has been shown, when the quadruplet (A, B, C, D) is positive real, and the mapping u(-) is piecewise
Bohl (Bohl functions are continuous functions possessing a rational Laplace transform). Specifically, [,
Theorem 7.5] proves the global existence and uniqueness of a solution with z(-) in L2(R1), and ¢(-) is
a measure whose singular part has a support contained in the set of discontinuity times of Gu(t) union
the initial time. Notice that the set of locally rcbv functions contains piecewise Bohl functions. Thus we
consider more general inputs u(-) than [4, Theorem 7.5]. However since a function may belong to Lo(R™)
and not be locally rcbu, and vice-versa, we conclude that our results and those of [4, Theorem 7.5] are
different. As shown in section[f] our framework extends to a class of nonlinear complementarity systems.

3.3 Comments on the complementarity formalism and on dissipativity

The foregoing subsection is devoted to show the well-posedness of the differential inclusion in ([B3]), which
is written as an inclusion of measures in ([B8) (or an inclusion of densities in ([B)) when solutions are
locally rcbv. The passage from the complementarity system in ([Tl to the complementarity system in
B is done thanks to the state variable change 2 = Rx. The passage from the complementarity system
in (B to the differential inclusion is done thanks to the equivalence

0 < ¢(t) Lw(t) >0« —((t) € 0pp(w(t), P=(R")",

which holds for vectors w(t),((t) € IR™. Let us now make the following observation: when u(-) is
locally rcbv, then z(-) is locally rcbv and may possess jumps. Therefore ¢ is a measure, whose atoms
coincide with the times of jumps of z(-) and of u(-). The complementarity relation in (B3)) becomes
meaningless at such atoms since it involves the product of a measure with a time-discontinuous function.
In a dissipative systems perspective such a problem is troublesome as it means that the supply rate
W (¢, w) = ¢Tw is not defined as a product of Schwarz’ distributions at the atoms of dz (this difficulty is
already present in the setting of nonsmooth mechanical systems, see e.g. [22, §1.2.2]). Thus writing down
the infinitesimal dissipation inequality is not possible. It is perhaps possible to give a meaning to the
input-output product (¢, w(t)) = [ ¢Tw by constructing a measure from a functional. More precisely let
¢ = 0, the Dirac measure at time ¢, and let f(-) be right-continuous at ¢. The space of functions which
are J;-integrable contains functions continuous at ¢, and also all the functions f(-) which are d;-almost
everywhere equal to an integrable (continuous) function g(-). Since the support of d; is {t}, it is sufficient
that f(t) = g(¢). Then

(].6,) = / Jds, — / gds, = (g, 6) = g(t) = (1) = F(t).

This may be a path to properly define a dissipation inequality over any time interval [0, 7] with 7 > 0.
However as explained below the framework of this paper allows us to solve this issue without going into
such abstract measures considerations.

In this paper we started from a complementarity formulation ((LT]) and then constructed a differential
inclusion which is given under its more general form in ([EX). However in view of the above observation,
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10 Brogliato & Thibault

it may be more logical to interpret our result in the reverse sense: the inclusion ([B) or equivalently (&)
is given in the case of locally absolutely continuous solutions by the inclusion E8). Given the definition
of the set S(¢) in B3), the variable change » = Rx allows one to conclude that provided u(-) is locally
absolutely continuous, then ([BH) is equivalent to Il which in turn is equivalent to [Tl (equivalence
means that if z(-) is the unique solution of (H) with initial data 2o, then z(-) = R~'2(-) is the unique
solution of () with initial data zo = R~ '20). In the case () is locally rcbv, the measure differential
inclusion ([BR) appears to be a more general formalism than ([T]) which per se cannot handle state jumps.
The measure differential inclusion 38 allows us to derive a state jump as shown in ETII) BIZ), and
to give a meaning to the dynamics at the atoms of dz. Moreover as exposed in the next section the
differential inclusion formalism, that is originally constructed for nonlinear time-varying perturbations
f(t,2), is quite useful for the study of a class of nonlinear dissipative non-autonomous complementarity
systems.

Let us come back on the dissipation inequality issue raised above. At atoms of dz one has %(t) =

B(z(t*) — z(t7)) for some 3 > 0, while 22(¢) = 0 because the Lebesgue measure has no atom. Then
@) is equivalent to (EII) or @IZ). In other words, there is a ((t) € —N(S(t);z(tT)) such that
2(t*) — z(t7) = ((t). The function ((t) is the density of ¢ at the atom ¢ with respect to dv, i.e., the
magnitude of the Dirac measure ¢, and we may write it as ((t) = %(t). We may consequently write the
input-output product of the dissipation inequality (H) associated with the differential inclusion 1) as

%(t), w(t)) = %(o, CR™(=(t7) +2(t7)) + Gu(t)%(t) + Fj—i(t»- (3:13)

A similar development is proposed in [9] for Lagrangian nonsmooth systems embedded in the so-called
Moreau’s second order sweeping process. The product in ([BI3) obviously is zero outside the atoms of dz.

4 Nonlinear dissipative complementarity systems
We now focus our attention to nonlinear systems of the form

(1) = a(xz(t)) + b(x(t))C(t) + e(2(t), u(t))

0 <¢(t) Lw(t) = c(x(t) + g(u(t) 20,
where z(t) € R, u(t) € RP, w(t) € R™, the mappings a(-), b(-), e(-) are continuous and g(-) is supposed
to be locally Lipschitz continuous, a(0) = 0, g(0) = 0, e(-,0) = 0 and the regularity of ¢(-) and wu(-) will
be specified later. Let us assume that the uncontrolled system

(1) = a(x(t)) + b(2(1))C(t)
w(t) = e(z(t))

is dissipative with respect to the supply rate w’'(, i.e. in particular (see |I3]), there exists a positive
function V(-) such that V' (0) = 0 and

(4.1)

(4.2)

v’
c(z) = £ (2)b(z). (4.3)
Let us assume that V(-) is of class C3(R";R") and that the Hessian %1‘2/ (x) is positive definite and

symmetric for all z € R™. The reason why we ask for C® property and not C? will appear later. Let us
perform the state transformation z = h(z), with

)= (%(x))é = Aa).

1The standard dissipation inequality is obtained setting u(-) = 0 and F' = 0 and we use this terminology with some
abuse in a more general framework.
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1

We therefore implicitly assume that 62‘2/ z)) " is integrable, and that h(-) is a diffeomorphism from R”
ox

into R™. These conditions are severe, however they are satisfied each time the storage function V'(-) is a
quadratic function with constant Hessian.
We obtain

£(t) = 27 (@)a(h = (2(8))) + L2 (@)b(h (2 (1)) + L2 (@)e(h 1 (2(1)), u(?))

0<¢(t) Lw(t) =c(h™(2(t)) + g(u(t)) > 0.

Using basic convex analysis we rewrite (4] as the inclusion
—2(0) + 32T (@)a(h™ (1)) + 3 (@)e(h (=(0)u(t)

€ T (@)b(h " (2(£))) Db sy (el (2(2))) + gu(2))).

1
Let us now assume that b(z) = B is a constant n x m matrix. Using @3) and 22(z) = (%2‘5(:5)) * we
get

—2(t) + 227 (@)alh 1 (2(1) + 2T (@)e(h 1 (=(1)), ult))

(22)" Dy (el(h=1(2(2))) + g(u(t)).

Setting S(t) := {z | c(h™!(2)) + g(u(t)) > 0} and ®¢(z) := co h™'(z) + g(u(t)), we see that gy =
w(R+)n1 ] (I)t.
This equality leads us to assume that there exists some constant p > 0 such that for all x € R™

pBrm C BYA(z)(Bgn) + (R)™, (4.5)

where Bgr- denotes the Euclidean closed unit ball in R™ centered at the origin.
This assumption (H) along with the assumption on the regularity of V() ensure that the convex
(hence tangentially regular) function t(g+)» and the Jacobian at z(t) of 1)g() fulfill the requirement

-1 -1
Geoh  — ¢ (90)™" allows us to

for the equality formula in [I7, Theorem 10.6] and hence the equality o

translate the last differential inclusion into

. on™ . on™ .
=)+ 5o (@alh™ (1)) + 5 (@)e(h™ (2(1)), u(t)) € OYs(2(1)), (4.6)
where 9vg(4)(2(t)) denotes (see [I7]) the limiting subdifferential of the function g @). Recalling that

the limiting subdifferential of the indicator function ¥ of a set () is nothing else but its limiting normal
cone N(Q;-), we may rewrite the inclusion in (H) more compactly as follows:

—2(t) + h(2(t)) + é(z(t), u(t)) € N(S(t); 2(t)). (4.7

As a first step in the arguments of Theorem EL2 we establish the following lemma. In its proof we use
the main idea of the development of the sufficiency part of Theorem 9.40 in [I7] but we deal with the
inequality below in all the space R™. (Of course, the inequality can be seen as a global metric regularity).

Lemma 4.1 Under the assumption [-3)), for the mapping k : R — R™ with k(z) := co h™'(z) and for
any fived 2 € R™, the function y — d(2, k= ((R1)™ —y)) is finite and Lipschitz continuous with 1/p as
Lipschitz modulus on all R™.

2Tt is worth noting that S(t) may not be a convex set, so that the notions of subdifferential and normal cone of convex
analysis used in the previous section have to be extended to more general (nonconvex) objects.
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12 Brogliato & Thibault

Proof: Considering the set-valued mapping M : R™ = R™ with M (z) := —k(z) + (R4)™, we have

d(2, M~ (y)) = d(2, k" (R4)" —y)) =: ¢(y) € Ry U {400}

Fix any real number a and take any sequence (y,), converging to y and satisfying ¢(y,) < «. Choose
2n € M~Y(y,) with ©(y,) = ||2— 2,]||. The sequence (z,),, is bounded and hence without loss of generality
we may suppose that it converges to some z in R™. Obviously ||2 — z|| < « and it is easy to see that
z € M~1(y). Therefore, ©(y) < a and this yields that ¢ is lower semicontinuous.

Fix now any (7, y*) in the graph of the Fréchet subdifferential of ¢ (see e.g. [I7] for the definition)
and choose 7 € M~1(y). Then for each ¢ > 0 there exists some neighborhood Y of 3 such that for all
yey

Wy —u) <o) — @) +ely -9l
which means for all z € R™

0,2=2)+ Wy —9) <z =2l + Yapn m(2,y) = |12 = 2l = Yepn m(2,9) + €lly — 7.

Thus, (0,y*) is a Fréchet subgradient of the function (z,y) — |z — 2| + Ygpnm(2,y) at (2,7), where
gph M := {(z,y) : y € M(z)} denotes the graph of the set-valued mapping M. The two functions in
the sum being regular and the first one being convex continuous, subdifferential sum rule provides some
z* € Brn such that (z*,y*) is a Fréchet normal to gph M at (Z, 7). Putting p = 5 + k(2) € (Ry)™, it is
not difficult to translate the latter into y* € N((R+)™;p) and z* = y* o VE(Z).

Using z* € Bg» and the inclusion ([H), we obtain for any ¢ € Brm some ¢’ € Bg» and p € (R)™
such that

p(y™b) = (y", VE(2)(d') +p) < (y" o VK(2),q") = (z",¢) < 1,

which entails ||y*|] < 1/p. According to this Fréchet subdifferential boundedness and to the lower semi-
continuity of ¢, the conclusion of the lemma follows from [21, Theorem 2.1], for example. |

With Lemma EJl at hand, we prove our theorem relative to nonlinear dissipative complementarity
systems, where we notice that the regularity of the function c¢(+) is secured by 3.

Theorem 4.2 Consider the system in (1) and suppose that a(-), e(-) are continuous, g(-) is locally
Lipschitz continuous, and b(xz) = B is a constant matriz. Suppose also that (1) is dissipative with

a storage function V(-) of class C* such that %2‘2/ () > 0 for all x € R™ and such that {£3) holds.
Let u(-) be locally absolutely continuous, and zy € S(0). Then there exists some T > 0 such that
the perturbed differential inclusion {{7) with zo as initial condition has at least one locally absolutely
continuous solution on [0, T[ and the solution is unique whenever ?;;Z() is bounded on the convex hull
co(Rge S) of Rge(S5).

If in addition, a(-) and e(-,u) are locally Lipschitz continuous and the mapping (t, z) — h(z)+é(z, u(t))
in [{-4) satisfies an Ll _ linear growth condition like (Z11), then T may be taken equal to +oo.

Proof: The statement in the above lemma translates that the inverse M ~! of the set-valued mapping

M with M(z) = —k(z) + (R4)™ is Lipschitzian on R™ with respect to the hausdorff distance (with
1/p as Lipschitz modulus). Since S(t) = M~!(g(u(t)), the assumptions above easily give the local
absolute continuity of the set-valued mapping S with respect to the Hausdorff distance. Put f(¢,2) :=
—h(z) —é(z,u(t)) with h(-) and é&(-) given by the translation of ([E8) into @1). Fix any positive number

r > ||20]| and take
2oy [ f(t2) if 2] <7
f(t.2) ._{ oo it 1l sn

This mapping f(-,-) is continuous and bounded on [0,7] x R". By Theorem 4.4 in [20] the differential
inclusion

—2(t) € N(S(t); 2(1)) + f(t,2(t)) (4.8)

with initial condition zy € S(0) has at least an absolutely continuous solution z(-) on [0, r]. Since z(-) is
continuous, we may choose some positive number 7' < r such that ||z(t)|| < r for all ¢ € [0,T]. Then for
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Dissipative complementarity systems 13

all t € [0,T] we have f(t,z(t)) = f(t, z(t)) and hence from ([EX) we obtain that z(-) is a solution of ()
on [0,T7].

Suppose now the boundedness of %1‘2/() on co(Rge S) and fix any ¢ > 0. Take zf € N(S(t); z;) with
i = 1,2. Since Ygu) = Ywr, ym o P, where ®:(z) := k(z) + g(u(t)) with k(-) as in Lemma BTl the
convexity of ¢, y» and ([3H) allow us to apply the equality formula in [T7, Theorem 10.6] to obtain some
yr € N((R4)™; ®4(2;)) such that =z =y o VE(z;). Observing that

1
Dy(21) — Pe(22) = VE(22)(21 — 22) + /0 (VE(z2 + s(21 — 22)) — Vk(22))(21 — 22) ds
we may write

(23,21 — 22) (U5, @1(21) — Dr(22)) — (U3, fy (Vh(z2 + s(21 — 22)) — Vh(22)) (21 — 22) ds) (4.9)

< 0+ Bllysll llzr — 221

where the constant 0 < 8 < 400 exists because of the boundedness of ?)QTZ(-) which secures the bound-
edness of the derivative of the function k(-). By (H), as in the proof of Lemma Bl for any ¢ € Bgm
there exist ¢’ € Bg» and p € (R4)™ such that

p(Ys,q) = (Y5, VE(22)d' +p) < (25,¢") < || 25|

and hence ||y3|| < +]/23]|. Using this and @3J) we obtain

B
(21 — 23,21 — 22) > —;(||Zl|| + [lz2l) |21 — 22|

Theorem 4.1 in [T6] says that S(¢) is r-prox-regular with a uniform constant r independent of ¢. So, |2,
Theorem 1 | yields the uniqueness.

Under the additional growth condition, it is enough to handle with [2, Theorem 1] (see the appendix).
The proof is then complete. |

Remark 5 In [T8] a class of autonomous nonlinear affine in the input systems is studied, with analytic
data. The local existence and uniqueness of analytic solutions is proved. The class of systems studied in
this paper and in [18] are therefore different one from each other as well as the obtained results, see the
regularity conditions in Theorem [{.9 and the assumptions on the system dissipativity properties.

The existence of a continuously differentiable storage function hinges on two system’s assumptions
(reachability of the state space — here with ((-) as the input—, differentiability of the available storage
[19]) which we do not recall here. We assume a little more: that V (x) be C2.

Example 1
@(t) = —2°(t) + C(8) + (22(t) + Du(t)
(4.10)
0 <w(t) =x(t) + sin(u(t)) L {(t) >0

with z(t) € R and w(t) € R. Let us choose V(z) = $2?. Since b =1 one obtains h(z) = z, so that z = x.

One can check that the uncontrolled system in ([-I0) s dissipative with storage function equal to V(x)
since

t t t
V() = V(@(0) = / 2()C(s)ds — / 2 (s)ds = — / 24 (s)ds
0 0 0
where the last equality holds since x(t)((t) = 0. Applying the above transformation we get
—Z(t) — Zg(t) + (ZQ(t) + l)u(t) S 8¢[, sin(u(t)),+o0) (Z(t))

Since the vector field (the perturbation in the language of [4]) is locally Lipschitz continuous, we obtain that
for any initial condition zo € [— sin(u(0)), +oo] there exists a local solution which is absolutely continuous
and it is unique, provided u(-) is itself locally absolutely continuous.
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14 Brogliato & Thibault

Example 2 Consider a system of the form

a(t) = Az(t)xT (£)Gx(t) + BC(t) + e(x(t), u(t)) wi)
11
0 < w(t) = Calt) + glu(t)) L (1) >0

where (A, B,C) is positive real [13], g(-) and e(-) have the required regularity properties, G > 0. A
storage function for the uncontrolled system is V(z) = ;x' Pz where PA+ ATP < 0 and PB = C7,
P = PT > 0. Indeed we have

0= f(f w(s)T¢(s)ds = fg 2T (s)[Pi(s) — PAz(s)xT (s)Gx(s)]ds =

=V(z(t)) = V(z(0) — 3 ng(s)(PA + AT P)x(s)2T (s)Gx(s)ds
for all t > 0. The state vector change is given by z = Rx with R a symmetric positive definite square
root of P. The rest of the developments are like in section [Z1), and Theorem [{.Z applies.

5 Conclusion

In this paper some results in [9, 6] on existence and uniqueness of solutions of a class of nonsmooth
autonomous dynamical systems, are extended to non-autonomous systems. The dissipativity property
of the considered systems is used to perform a change of state vector, which allows us to transform the
dynamics into a perturbed Moreau’s sweeping process. Two cases are examined: when the perturbation
is linear and when it is nonlinear. Then the results of [2, 3, [20] are used to prove existence and uniqueness
of solutions. This work may also be seen as enlarging the studies on the relationships between various
kinds of nonsmooth dynamical systems like differential inclusions, complementarity systems, projected
systems, and variational inequalities, as initiated in [IT, T2].

6 Appendix

6.1 r—prox-regular set

Let H be a real Hilbert space and r > 0.. A nonempty closed subset @ of H is r-prox-regular provided
the distance function d(-, Q) is Fréchet differentiable on the open tube {x € H : d(z,Q) < r}. (Recall
that d(z,Q) = inf{||z — y|| : y € Q}. Closed convex sets and C%-submanifolds are prox-regular. See e.g.
[16, 7] for several other examples as well as results of preservation of prox-regularity under operations.
Roughly, prox-regular sets may be non convex sets for which the projection onto the set is uniquely
defined for points close enough to the set.

The following characterization, where N(Q;-) denotes the limiting normal cone to @, is extracted
from Theorem 4.1 in [I6]. The closed set @ is r-prox-regular if and only if for any x; € Q (i = 1,2), the
inequality

(C1 = Coimy — x2) > —log — a2?

holds whenever (; € N(Q;z;) with ||| < 7.

6.2 Theorem 1 of [2]

For the ease of reading let us recall Theorem 1 of [2]. Let I = [to,t], to < t be an interval of IR and C(-)
be a set-valued map from I to the Hilbert space H. It is assumed that:

e (H1) For each t € I, C(t) is a nonempty closed subset of H which is r—prox regular;
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e (H2) C(t) varies in an absolutely continuous way, that is, there exists an absolutely continuous
function v(-) : I — IR such that for any y € H and s,¢ € I one has |d(y,C(t)) — d(y,C(s))| <

[o(t) —v(s)].
The notation B[0,7] means the closed ball of radius 7 centered at 0.

Theorem 6.1 Let f: I x H — H be a separately measurable map on I such that

e (i) For every n > 0 there exists a non-negative function k,(-) € L'(I, R) such that for allt € I and
for any (z,y) € B[0,1] x B[0,n] one has ||f(t,z) — f(t,9)]| < ky(D)l|z = yl];

e there exists a non-negative function (3(-) € L(I,IR) such that, for all t € I and for all x €
User Cls), £ (& o) < B + [[=]]).-

Then for any xo € C(to) the following perturbed sweeping process

—&(t) € N(C(1),z(t)) + f(t, (1) aetel
(6.1)
x(to) =X

has one and only one absolutely continuous solution x(-). This solution satisfies ||z(t) + f(t,x(t))]] <
14+ DBE) +0@)] a.e. t €1, and ||f(t,z@)]] < (1 +1)B(t) ae. t €1, where

L= [[zol| +exp {/t: B(S)dS} /t: [26(s)(1 + [[zol[) + |0(s)]] ds.

6.3 Theorem 3.1 of [3]

The notation is the same as in the foregoing subsection. It is assumed that:

e (H1) For each t € I, C(t) is a nonempty closed subset of H which is r—prox regular;

e (H2) The set-valued map C(-) is of right continuous bounded variation on I, i.e. it is of bounded
variation on I and its variation function varc(-) is right continuous on I.

The Radon measure associated with varc(+) is denoted as pu, so that for any s,t € I with s < ¢ one
has |d(y, C(t)) — d(y,C(s))| < p((s,t]) for all y € H.

Theorem 6.2 Let F: I x H — H be a set-valued map with nonempty convexr compact values such that

e (i) for any x € H, F(-,z) has a A—measurable selection;
e (ii) for allt € I, F(t,-) is scalarly upper semicontinuous on H;

e (iii) for some compact subsect K of the unit ball of IR" and for some real number 5 > 0, we have
F(t,x) C B(1+ ||z||)K for oll (t,x) € I x H.

T

Assume that supe(y, 4 #({s}) < 5. Then for any xo € C(to), the following sweeping process on I
with perturbation

—dx € N(C(t),z(t)) + F(t, z(t))dA
(6.2)
x(to) = X9
has at least one solution x(-). More precisely, if (84 1)(t — to) < 1, setting I = 2 (u((to,t]) + [|zo|| + 1),
forv=p+ (l+1)(B+1)A, there exists a A—integrable map z : I — H such that, for A—almost all t € I,
2(t) € F(t,z(t)) and z(t) € (I+1) — (8 + 1)co(K U{0}). Moreover for v—almost all t € I,
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du d\
7, (0 T 2() - () € —N(C(1), 2(t)),
du d\
S0 +=0p0] <
and d\
o]
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