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Existene et uniité de solutions pour les systèmes deomplémentarité dissipatifs non-autonomes.Résumé : Nous montrons omment des iruits életriques non-réguliers peuvent moyennant un han-gement adéquat de variables, se mettre sous la forme de proessus de ra�e de Moreau. Nous montronsensuite des résultats d'existene et d'uniité de solutions dans les as absolument ontinu et à variationsbornées.Mots-lés : proesus de ra�e de Moreau, systèmes de omplémentarité, inlusions di�érentielles,systèmes dissipipatifs, ensemble prox-régulier.



Dissipative omplementarity systems 31 IntrodutionComplementarity systems have reently been the objet of strong interest in the Systems and Controlommunity, beause of their appliations in various �elds like mehanis, eletrial iruits, transportationsiene, et [18, 10, 7, 6℄. The relationships between omplementarity systems and other formalisms havebeen studied in [11, 12℄. In this paper we are interested in analysing the existene and uniqueness ofsolutions of two lasses of omplementarity systems, by embedding their dynamis into the frameworkof so-alled perturbed sweeping proesses. The sweeping proess is a partiular di�erential inlusion thathas been introdued by Moreau [15℄ and widely studied sine then. More preisely, let us onsider thefollowing omplementarity dynamial system






ẋ(t) = Ax(t) +Bζ(t) + Eu(t)

0 ≤ ζ(t) ⊥ w(t) = Cx(t) +Dζ(t) +Gu(t) + F ≥ 0,
(1.1)where the matries and vetors A,B,C,D,E, F,G are onstant of suitable dimensions, x(t) ∈ R

n, u(t) ∈
R

p, ζ(t) ∈ R
m. The seond line is a omplementarity relation between w(t) and ζ(t), whih are foredto remain always orthogonal one to eah other (both inequalities are to be understood omponentwise,so that the orthogonality an equivalently be expressed omponentwise). As it will beome lear later,related results are in [8℄ where is onsidered a non-autonomous extension of Kato's Theorem for maximalmonotone variational inequalities.In this paper we deal with systems as in (1.1), when the vetor relative degree between w(·) and ζ(·)is equal to (1, ..., 1)T ∈ IRm (i.e. the matrix D = 0), the triple (A,B,C) is positive real, and u(·) is eithera loally absolutely ontinuous mapping or a mapping of loal bounded variation. The developments relyon arguments obtained from reent results in [2, 3℄ onerning a generalization of the sweeping proess,where a perturbation (or a vetor �eld) is onsidered. This work generalizes some results obtained in [9℄where the link between Moreau's proess and dissipative omplementarity systems was pointed out. Itmay also be seen as enlarging the studies in [11, 12℄ on the equivalenes between di�erent formalisms likedi�erential inlusions and omplementarity systems. The paper is organized as follows: in the next setiona physial example that �ts with the lass of nonsmooth systems we deal with is presented. Setion 3 isdevoted to prove the well-posedness of the linear perturbation ase, whereas setion 4 is dediated to thenonlinear perturbation ase. Two major results from [2℄ and [3℄ are realled in the appendix. Throughoutthe paper we will also reall some de�nitions and notions that are useful for the developments.Remark 1 The reason why it is assumed D = 0 throughout the paper, is lear. The tools that we willuse for the well-posedness proof rely on embedding the dynamis in (1.1) into di�erential inlusions. If

D 6= 0, the basi mathematial framework is di�erent [6, Remark 10℄.2 A physial exampleLet us onsider the eletrial iruit with ideal diodes in �gure 1, with R1, R2, R3 ≥ 0, L2, L3 > 0. Onehas 0 ≤ −uD4
⊥ x2 ≥ 0 and 0 ≤ −uD1

⊥ −x3 + x2 ≥ 0, where uD4
and uD1

are the voltages of thediodes. The dynamial equations of this iruit are the following ones






















































ẋ1(t) = x2(t)

ẋ2(t) = −
(

R1+R3

L3

)

x2(t) + R1

L3
x3(t) −

1
L3C4

x1(t) + 1
L3
ζ1(t) + 1

L3
ζ2(t) + u(t)

L3

ẋ3(t) = −
(

R1+R2

L2

)

x3(t) + R1

L2
x2(t) −

1
L2
ζ1(t) + u(t)

L2

0 ≤

(

ζ1(t)
ζ2(t)

)

⊥

(

−x3(t) + x2(t)
x2(t)

)

≥ 0,

(2.1)
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Figure 1: A iruit with ideal diodes.where x1(·) is the time integral of the urrent aross the apaitor, x2(·) is the urrent aross theapaitor, and x3(·) is the urrent aross the indutor L2 and resistor R2, −ζ1 is the voltage of thediode D1 and −ζ2 is the voltage of the diode D4. The system in (2.1) an be written ompatly as
ẋ = Ax+Bζ + Eu(t), 0 ≤ ζ ⊥ y = Cx ≥ 0, with

A =





0 1 0

− 1
L3C4
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L3
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L3

0 R1
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 ,
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0 0
1

L3

1
L3

− 1
L2

0



 , C =

(

0 1 −1
0 1 0

)

,

E =





0
1

L3
1

L2



 .It an be heked that the triple (A,B,C) is positive real [4℄. Thus the dynamis in (2.1) belong to thelass of passive linear omplementarity systems. It is not di�ult to onstrut examples with G 6= 0 (seee.g. [10, Example 8℄). Other �elds of appliation exist in transportation siene and maro-eonomis,as under ertain hypothesis omplementarity systems are equivalent to projeted dynamial systems andvarious types of di�erential inlusions and variational inequalities [11, 12℄.3 Well-posedness of the dynamis3.1 State spae transformationWe now employ a state spae transformation proposed in [9, 6℄ whih allows us to express linear passiveomplementarity systems of vetor relative degree (1, ..., 1)T ∈ IRm as in (1.1), into an evolution varia-tional inequality or a di�erential inlusion. We reall the steps of the transformation for readabilit sake.Sine the triple (A,B,C) is positive real, there exists from the Kalman-Yakubovi-Popov Lemma [13℄ asymmetri positive de�nite matrix P suh that PB = CT . De�ning R as R2 = P , the symmetri positivede�nite square root of P , and letting z = Rx, one gets:






ż(t) = Rẋ(t) = RAR−1z(t) +REu(t) +RBζ(t)

0 ≤ ζ(t) ⊥ w(t) = CR−1z(t) +Gu(t) + F ≥ 0.
(3.1)
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Dissipative omplementarity systems 5Assuming for the moment that both ζ(·) and w(·) are funtions of time, and using basi onvexanalysis (see setion 3.3) one equivalently rewrites (3.1) as
−ż(t) ∈ RAR−1z(t) +REu(t) +RB ∂ψ(R+)m(CR−1z(t) +Gu(t) + F )and using R2B = CT

−ż(t) ∈ −RAR−1z(t) −REu(t) +R−1CT ∂ψ(R+)m(CR−1z(t) +Gu(t) + F ), (3.2)where ψQ(·) denotes the indiator funtion of the set Q, i.e., ψQ(x) = 0 if x ∈ Q and ψQ(x) = +∞otherwise, and ∂ denotes the subdi�erential of onvex analysis. The inlusion in (3.2) is in turn equivalentto the di�erential inlusion
−ż(t) +RAR−1z(t) +REu(t) ∈ R−1∂ψK(t)(R

−1z(t)) (3.3)with
K(t) := {x ∈ R

n : Cx+Gu(t) + F ≥ 0}. (3.4)Putting
S(t) := R(K(t)) = {Rx : x ∈ K(t)}, (3.5)it is easy to see that ψS(t)(x) = (ψK(t) ◦R

−1)(x) for all x ∈ R
n. Sine R is invertible, we have

∂ψS(t)(x) = R−1(∂ψK(t))(R
−1x) for all x ∈ Rnand hene, denoting by N(S(t);x) the normal one in the sense of onvex analysis, i.e., N(S(t);x) :=

∂ψS(t)(x), the di�erential inlusion (3.3) may be written in the form
−ż(t) +RAR−1z(t) +REu(t) ∈ N(S(t); z(t)), (3.6)whih appears as the perturbation of a sweeping proess. The inlusion (3.6) is in turn equivalent to theevolution variational inequality

〈ż(t) −RAR−1z(t) −REu(t), v − z(t)〉 ≥ 0, ∀ v ∈ IRn, z(t) ∈ S(t).If G = 0 then K does not vary with time and [8, Theorem 2.2℄ applies with u(·) a ontinuous mappingwith loally L1 derivative. Here we let K hene S be time-varying, whih ompliates the analysis.3.2 Existene and uniqueness of solutionsLet u(·) : [0,+∞[→ R
p be a mapping from [0,+∞[ to R

p. In the notation used above and below weidentify (when there is no ambiguity) a matrix and the linear mapping assoiated with it with respet tothe usual basis of R
n, R

m et. So, the range of the matrix C will be denoted by Rge(C).We now proeed to the analysis of the perturbed sweeping proess (3.6). Consider an interval I of Rand a mapping z : I → R
n.We reall that the variation of z(·) on I is the supremum of ∑

‖z(ti)−z(ti−1)‖over the set of all �nite sets of points t0 < t1 < · · · < tk of I. When this supremum is �nite, the mapping
z(·) is said to be of bounded variation on I. The mapping z(·) is of loally bounded variation on I if it isof bounded variation on eah ompat subinterval of I.Considering a set-valued mapping S : I ⇉ R

n and replaing the above expression ‖z(ti)− z(ti−1)‖ bythe Hausdor� distane haus(S(ti), S(ti−1)), one obtains the onept of set-valued mappings with boundedvariation on I (resp. loally bounded variation on I). The Hausdor� distane between two subsets Q1and Q2 in R
n is given as usual by

haus(Q1, Q2) := max{ sup
x∈Q1

d(x,Q2), sup
x∈Q2

d(x,Q1)}.

RR n° 0123456789



6 Brogliato & ThibaultDenote by varS(t) the variation of S(·) over [0, t].When the variation funtion varS(·) is loally absolutelyontinuous on [0,+∞[, the set-valued mapping S(·) is said to be loally absolutely ontinuous on [0,+∞[.As usual the loal absolute ontinuity of the funtion v(·) := varS(·) means that for eah T ∈ [0,+∞[and for any positive number ε there exists some positive number η suh that ∑k
i=1 |v(ti) − v(si)| < εwhenever ∑k

i=1(ti − si) < η with si < ti < si+1 in [0, T ].Reall that with any mapping z : I → IRn of loally bounded variation on a subinterval I of IR isassoiated a Radon vetor measure, the so-alled di�erential vetor measure dz of z(·) on I. If, in addition,
z(·) is right ontinuous, this vetor measure dz satis�es

z(t) = z(s) +

∫

]s,t]

dz for all s, t ∈ I with s ≤ t.If a mapping or set-valued mapping is right ontinuous and has a bounded variation (resp. loally boundedvariation) on I, we will say for short that it is rbv. (resp. loally rbv).When an initial ondition z0 ∈ S(0) is �xed and the set-valued mapping S(·) is loally absolutelyontinuous, the onept of solution of (3.6) is lear in the sense that it is, as usual, a loally absolutelyontinuous mapping z(·) for whih z(0) = z0 and the inlusion (3.6) holds for all t outside of a Lebesguenull subset of [0,+∞[. Reall that any loally absolulety ontinous mapping z(·) with values in R
n isderivable Lebesgue almost everywhere and z(t) − z(s) =

∫ t

s
ż(τ) dλ(τ). Here and below, λ denotes theone-dimensional Lebesgue measure.Suppose now that S(·) is loally rbv and the mapping f with f(t, z) := −RAR−1z − REu(t) is notidentially null. Throughout, in suh a ase we will denote by µ := d (varS) the di�erential measureof varS(·). This Radon measure µ is obviously positive sine the funtion varS(·) is non dereasing.Aording to [3℄ a mapping z : [0,+∞[→ R

n is a solution of (3.6) with z0 as initial ondition if:(i) z(·) is loally rbv and satis�es z(0) = z0 and z(t) ∈ S(t) for all t ∈ [0,+∞[;(ii) there exists a positive Radon measure ν absolutely ontinuously equivalent to the measure µ + λand with respet to whih the di�erential vetor measure dz is absolutely ontinuous with density
dz
dν

∈ L1
loc([0,+∞[, ν;Rn) and

−
dz

dν
(t) − f(t, z(t))

dλ

dν
(t) ∈ N(S(t); z(t)) ν − a.e. t ∈ [0,+∞[, (3.7)where dλ

dν
(·) denotes the density relative to ν of the Lebesgue measure λ whih is obviously absolutelyontinuous with respet to the measure µ.It is observed in [3℄ that any mapping satisfying (i) is a solution if and only if (ii) holds with themeasure µ+ λ itself in plae of ν.So, in the bounded variation ase we will follow [3℄ in writing (3.6) in the form







−dz ∈ N(S(t); z(t)) + f(t, z(t))dλ

z(0) = z0 ∈ S(0).
(3.8)Before proving our theorem on existene and uniqueness in the linear ase, les us establish the followinglemma.Lemma 3.1 Assume that

Rge(C) − R
m
+ = R

m (3.9)
INRIA



Dissipative omplementarity systems 7(whih obviously holds whenever the linear mapping assoiated with C is onto, i.e., the matrix C has rankm).If the mapping u(.) has a loal bounded variation (resp. is loally absolutely ontinuous) on [0,+∞[,then the losed onvex set-valued mapping S(·) has a loal bounded variation (resp. is loally absolutelyontinuous) too.In the same way, S(·) is right ontinuous with respet to the Hausdor� distane whenever u(·) is rightontinuous.Proof: By assumption (3.9) and by the formula in page 760 of Robinson [1℄, there exists some onstant
γ > 0 (depending only on the matrix C) suh that for all s, t ∈ [0,+∞[ (and with K(t) as de�ned above)

haus(K(t),K(s)) ≤ γ‖G(u(t)) −G(u(s))‖and hene
haus(K(t),K(s)) ≤ γ‖G‖‖u(t)− u(s)‖.Sine S(t) := R(K(t)), one obtains easily that for all s, t ∈ [0,+∞[

haus(S(t), S(s)) ≤ ‖R‖ haus(K(t),K(s)) ≤ γ‖R‖ ‖G‖‖u(t)− u(s)‖.It is not di�ult to hek that this last inequality and the loal bounded variation (resp. loal absoluteontinuity) of the mapping u(·) entails the loal bounded variation (resp. loal absolute ontinuity) ofthe set-valued mapping S(·) on the interval [0,+∞[.Finally, the right ontinuity property obviously follows from the same inequality above. �In the proof of Theorem 3.3 we will need the following result of Moreau [14℄. In [14℄ it has beenestablished in the general Hilbert setting.Proposition 3.2 Let ν be a positive Radon measure on a ompat interval I and z(·) : I → R
n be arbv mapping whose di�erential measure dz is absolutely ontinuous with respet to ν. Then, the funtion

Φ : I → R with Φ(t) := ‖z(t)‖2 is an rbv funtion whose di�erential measure dΦ satis�es, in the senseof the ordering of real measures,
dΦ ≤ 2〈z(·),

dz

dν
(·)〉dν,where 〈·, ·〉 denotes the anonial inner produt of R

n.We an now prove the theorem.Theorem 3.3 Assume that (3.9) in Lemma 3.1 holds and that the mapping u(·) is loally absolutelyontinuous (resp. loally rbv). Then the perturbed di�erential inlusion (3.3) with initial ondition
z(0) := z0 ∈ R(K(0)) has one and only one loally absolutely ontinuous (resp. loally rbv) solution on
[0,+∞[.Proof: As above, put for every (t, z) ∈ [0,+∞[×R

n

f(t, z) := −RAR−1z −REu(t).Obviously the mapping f(·, ·) is Borel measurable in t (in fat it is rbv or ontinuous) and Lipshitzontinuous with respet to z. Further for
k(t) := max{‖RE(u(t))‖, ‖RAR−1‖}one has the L1

loc linear growth ondition
‖f(t, z)‖ ≤ k(t)(1 + ‖z‖) for all (t, z) ∈ [0,+∞[×R

n. (3.10)RR n° 0123456789



8 Brogliato & ThibaultUsing Lemma 3.1 and the properties above onerning the mapping f(·, ·) we may apply Theorem 1 in[2℄ (see the Appendix) to obtain, in the ase where u(·) is absolutely ontinuous, that the perturbedsweeping proess di�erential inlusion






−ż(t) ∈ N(S(t); (z(t)) + f(t, z(t))

z(0) = z0 ∈ S(0)has one and only one loally absolutely ontinuous solution on [0,+∞[. The equivalene above between(3.3) and (3.6) with the initial onditions z(0) = z0 ∈ R(K(0)) and z(0) = z0 ∈ S(0) respetively yieldsthe onlusion of the theorem in the absolutely ontinuous ase.Suppose now that the mapping u(·) is loally rbv on [0,+∞[. By Lemma 3.1 we know that theset-valued mapping S(·) is also loally rbv. So Theorem 3.1 in [3℄ (see the Appendix) ensures that thedi�erential inlusion (3.8) has at least a solution z(·) whih is loally rbv.Let us prove the uniqueness. Consider two loally rbv solutions z1(·) and z2(·) and �x any number
T > 0. Let µ be the Radon measure assoiated with the variation funtion varS(·) and put as above
ν := µ+λ.With respet to this positive Radon measure ν the di�erential measures dzi and the Lebesguemeasure λ are absolutely ontinuous, for i=1,2, and

−
dzi

dν
(t) − f(t, zi(t))

dλ

dν
(t) ∈ N(S(t); zi(t)) ν − a.e. t ∈ [0, T ].Then for γ := ‖RAR−1‖ we have for ν-almost all t ∈ [0, T ]

〈
dz1
dν

(t) + f(t, z1(t))
dλ

dν
(t) −

dz2
dν

(t) − f(t, z2(t))
dλ

dν
(t), z1(t) − z2(t)〉 ≤ 0hene

〈
dz1
dν

(t) −
dz2
dν

(t), z1(t) − z2(t)〉 ≤ γ‖z1(t) − z2(t)‖
2 dλ

dν
(t).Aording to Proposition 3.2, for any t ∈ [0, T ] we have

‖z1(t) − z2(t)‖
2 ≤

∫

]0,t]

2γ‖z1(s) − z2(s)‖
2 dλ

dν
(s) dν(s),i.e.,

‖z1(t) − z2(t)‖
2 ≤

∫

]0,t]

2γ‖z1(s) − z2(s)‖
2 dλ(s).The Gronwall lemma (see e.g. [5, Proposition VI-9℄) yields z1(t) = z2(t) for all t ∈ [0, T ] and hene theuniqueness property is established and the proof is omplete. �Remark 2 The terms Eu(t) and Gu(t) in (1.1) play a di�erent role in the well-posedness proof, see(3.3) and (3.4). Aording to [2℄ it is su�ient to assume that ‖Eu(t)‖ is upper bounded by an L1

locfuntion. In the proofs of Lemma 3.1 and Theorem 3.3, we have not envisaged that Eu(t) and Gu(t)may not involve the same omponents of u(t). The result is easily generalizable to the ase of measurablemapping Eu(·) and loally rbv (resp. loally absolutely ontinuous) mapping Gu(·).Remark 3 This result an be useful to settle a solid well-posedness ground in view of subsequent feedbakontrol, ontrollability analysis, trajetory traking. Indeed setting Eu(t) = E(Hx(t) + v(t)) one reoversthe previous framework, hanging A into A+ EH and Eu(t) into Ev(t), and similarly hanging C into
C+GH and Gu(t) into Gv(t). The problem of feedbak passi�ation may be important [23℄ in our ontext.It is not takled here sine this is not the goal of this paper.

INRIA



Dissipative omplementarity systems 9Remark 4 When the solution is rbv, it may possess jumps. The jumps may be dedued from (3.8) bynoting that state jumps orresponds to atoms of the measure dz, so that (3.8) may be rewritten at suhatoms as
−z(t+) + z(t−) ∈ N(S(t); z(t+)), (3.11)that is equivalent, provided S(t) is a nonempty onvex set, to

z(t+) = prox[S(t); z(t−)], (3.12)i.e., z(t+) (= z(t)) is the (unique) losest vetor to z(t−) inside S(t) (equivalently, the projetion of z(t−)on S(t) in the Eulidean metri). If z0 6∈ R(K(0)) then an initial jump has to be imposed on z(0). Thenthe above result holds on (0,+∞). In [7℄ the well-posedness of linear omplementarity systems as in(1.1) has been shown, when the quadruplet (A,B,C,D) is positive real, and the mapping u(·) is pieewiseBohl (Bohl funtions are ontinuous funtions possessing a rational Laplae transform). Spei�ally, [7,Theorem 7.5℄ proves the global existene and uniqueness of a solution with x(·) in L2(R
+), and ζ(·) isa measure whose singular part has a support ontained in the set of disontinuity times of Gu(t) unionthe initial time. Notie that the set of loally rbv funtions ontains pieewise Bohl funtions. Thus weonsider more general inputs u(·) than [7, Theorem 7.5℄. However sine a funtion may belong to L2(R

+)and not be loally rbv, and vie-versa, we onlude that our results and those of [7, Theorem 7.5℄ aredi�erent. As shown in setion 4 our framework extends to a lass of nonlinear omplementarity systems.3.3 Comments on the omplementarity formalism and on dissipativityThe foregoing subsetion is devoted to show the well-posedness of the di�erential inlusion in (3.3), whihis written as an inlusion of measures in (3.8) (or an inlusion of densities in (3.7)) when solutions areloally rbv. The passage from the omplementarity system in (1.1) to the omplementarity system in(3.1) is done thanks to the state variable hange z = Rx. The passage from the omplementarity systemin (3.1) to the di�erential inlusion is done thanks to the equivalene
0 ≤ ζ(t) ⊥ w(t) ≥ 0 ⇔ −ζ(t) ∈ ∂ψP (w(t)), P = (IR+)m,whih holds for vetors w(t), ζ(t) ∈ IRm. Let us now make the following observation: when u(·) isloally rbv, then z(·) is loally rbv and may possess jumps. Therefore ζ is a measure, whose atomsoinide with the times of jumps of z(·) and of u(·). The omplementarity relation in (3.3) beomesmeaningless at suh atoms sine it involves the produt of a measure with a time-disontinuous funtion.In a dissipative systems perspetive suh a problem is troublesome as it means that the supply rate

W (ζ, w) = ζTw is not de�ned as a produt of Shwarz' distributions at the atoms of dz (this di�ulty isalready present in the setting of nonsmooth mehanial systems, see e.g. [22, �1.2.2℄). Thus writing downthe in�nitesimal dissipation inequality is not possible. It is perhaps possible to give a meaning to theinput-output produt 〈ζ, w(t)〉 =
∫

ζTw by onstruting a measure from a funtional. More preisely let
ζ = δt, the Dira measure at time t, and let f(·) be right-ontinuous at t. The spae of funtions whihare δt-integrable ontains funtions ontinuous at t, and also all the funtions f(·) whih are δt-almosteverywhere equal to an integrable (ontinuous) funtion g(·). Sine the support of δt is {t}, it is su�ientthat f(t) = g(t). Then

〈f, δt〉 =

∫

fdδt =

∫

gdδt = 〈g, δt〉 = g(t) = f(t) = f(t+).This may be a path to properly de�ne a dissipation inequality over any time interval [0, τ ] with τ > 0.However as explained below the framework of this paper allows us to solve this issue without going intosuh abstrat measures onsiderations.In this paper we started from a omplementarity formulation (1.1) and then onstruted a di�erentialinlusion whih is given under its more general form in (3.8). However in view of the above observation,RR n° 0123456789



10 Brogliato & Thibaultit may be more logial to interpret our result in the reverse sense: the inlusion (3.8) or equivalently (3.7)is given in the ase of loally absolutely ontinuous solutions by the inlusion (3.6). Given the de�nitionof the set S(t) in (3.5), the variable hange z = Rx allows one to onlude that provided u(·) is loallyabsolutely ontinuous, then (3.6) is equivalent to (3.1) whih in turn is equivalent to (1.1) (equivalenemeans that if z(·) is the unique solution of (3.6) with initial data z0, then x(·) = R−1z(·) is the uniquesolution of (3.1) with initial data x0 = R−1z0). In the ase z(·) is loally rbv, the measure di�erentialinlusion (3.8) appears to be a more general formalism than (1.1) whih per se annot handle state jumps.The measure di�erential inlusion (3.8) allows us to derive a state jump as shown in (3.11) (3.12), andto give a meaning to the dynamis at the atoms of dz. Moreover as exposed in the next setion thedi�erential inlusion formalism, that is originally onstruted for nonlinear time-varying perturbations
f(t, z), is quite useful for the study of a lass of nonlinear dissipative non-autonomous omplementaritysystems.Let us ome bak on the dissipation inequality issue raised above. At atoms of dz one has dz

dν
(t) =

β(z(t+) − z(t−)) for some β > 0, while dλ
dν

(t) = 0 beause the Lebesgue measure has no atom. Then(3.7) is equivalent to (3.11) or (3.12). In other words, there is a ζ̄(t) ∈ −N(S(t); z(t+)) suh that
z(t+) − z(t−) = ζ̄(t). The funtion ζ̄(t) is the density of ζ at the atom t with respet to dν, i.e., themagnitude of the Dira measure ζ, and we may write it as ζ̄(t) = dζ

dν
(t). We may onsequently write theinput-output produt of the dissipation inequality (1) assoiated with the di�erential inlusion (3.7) as

〈
dζ

dν
(t), w(t)〉 = 〈

dζ

dν
(t), CR−1(z(t+) + z(t−)) +Gu(t)

dλ

dν
(t) + F

dλ

dν
(t)〉. (3.13)A similar development is proposed in [9℄ for Lagrangian nonsmooth systems embedded in the so-alledMoreau's seond order sweeping proess. The produt in (3.13) obviously is zero outside the atoms of dz.4 Nonlinear dissipative omplementarity systemsWe now fous our attention to nonlinear systems of the form







ẋ(t) = a(x(t)) + b(x(t))ζ(t) + e(x(t), u(t))

0 ≤ ζ(t) ⊥ w(t) = c(x(t)) + g(u(t)) ≥ 0,
(4.1)where x(t) ∈ R

n, u(t) ∈ R
p, w(t) ∈ R

m, the mappings a(·), b(·), e(·) are ontinuous and g(·) is supposedto be loally Lipshitz ontinuous, a(0) = 0, g(0) = 0, e(·, 0) = 0 and the regularity of c(·) and u(·) willbe spei�ed later. Let us assume that the unontrolled system






ẋ(t) = a(x(t)) + b(x(t))ζ(t)

w(t) = c(x(t))
(4.2)is dissipative with respet to the supply rate wT ζ, i.e. in partiular (see [13℄), there exists a positivefuntion V (·) suh that V (0) = 0 and

cT (x) =
∂V

∂x

T

(x)b(x). (4.3)Let us assume that V (·) is of lass C3(Rn; R+) and that the Hessian ∂2V
∂x2 (x) is positive de�nite andsymmetri for all x ∈ R

n. The reason why we ask for C3 property and not C2 will appear later. Let usperform the state transformation z = h(x), with
∂h

∂x
(x) =

(

∂2V

∂x2
(x)

)
1
2

=: Λ(x).1The standard dissipation inequality is obtained setting u(·) ≡ 0 and F = 0 and we use this terminology with someabuse in a more general framework. INRIA



Dissipative omplementarity systems 11We therefore impliitly assume that (

∂2V
∂x2 (x)

)
1
2 is integrable, and that h(·) is a di�eomorphism from R

ninto R
n. These onditions are severe, however they are satis�ed eah time the storage funtion V (·) is aquadrati funtion with onstant Hessian.We obtain







ż(t) = ∂h
∂x

T
(x)a(h−1(z(t))) + ∂h

∂x

T
(x)b(h−1(z(t)))ζ(t) + ∂h

∂x

T
(x)e(h−1(z(t)), u(t))

0 ≤ ζ(t) ⊥ w(t) = c(h−1(z(t))) + g(u(t)) ≥ 0.

(4.4)Using basi onvex analysis we rewrite (4.4) as the inlusion
−ż(t) + ∂h

∂x

T
(x)a(h−1(z(t))) + ∂h

∂x

T
(x)e(h−1(z(t)))u(t)

∈ ∂h
∂x

T
(x)b(h−1(z(t)))∂ψ(R+)m(c(h−1(z(t))) + g(u(t))).Let us now assume that b(x) = B is a onstant n ×m matrix. Using (4.3) and ∂h

∂x
(x) =

(

∂2V
∂x2 (x)

)
1
2 weget

−ż(t) + ∂h
∂x

T
(x)a(h−1(z(t))) + ∂h

∂x

T
(x)e(h−1(z(t)), u(t))

∈
(

∂2V
∂x2 (x)

)− 1
2 (

∂c
∂x

)T
∂ψ(R+)m(c(h−1(z(t))) + g(u(t))).Setting S(t) := {z | c(h−1(z)) + g(u(t)) ≥ 0} and Φt(z) := c ◦ h−1(z) + g(u(t)), we see that ψS(t) =

ψ(R+)m ◦ Φt.This equality leads us to assume that there exists some onstant ρ > 0 suh that for all x ∈ R
n

ρBRm ⊂ BT Λ(x)(BRn) + (R+)m, (4.5)where BRm denotes the Eulidean losed unit ball in R
n entered at the origin.This assumption (4.5) along with the assumption on the regularity of V (·) ensure that the onvex(hene tangentially regular) funtion ψ(R+)m and the Jaobian at z(t) of ψS(t) ful�ll the requirementfor the equality formula in [17, Theorem 10.6℄ and hene the equality ∂c◦h−1

∂z
= ∂c

∂x

(

∂h
∂x

)−1 allows us totranslate the last di�erential inlusion into
−ż(t) +

∂h

∂x

T

(x)a(h−1(z(t))) +
∂h

∂x

T

(x)e(h−1(z(t)), u(t)) ∈ ∂ψS(t)(z(t)), (4.6)where ∂ψS(t)(z(t)) denotes (see [17℄) the limiting subdi�erential of the funtion ψS(t) (2). Realling thatthe limiting subdi�erential of the indiator funtion ψQ of a set Q is nothing else but its limiting normalone N(Q; ·), we may rewrite the inlusion in (4.6) more ompatly as follows:
−ż(t) + h̃(z(t)) + ẽ(z(t), u(t)) ∈ N(S(t); z(t)). (4.7)As a �rst step in the arguments of Theorem 4.2 we establish the following lemma. In its proof we usethe main idea of the development of the su�ieny part of Theorem 9.40 in [17℄ but we deal with theinequality below in all the spae R

n. (Of ourse, the inequality an be seen as a global metri regularity).Lemma 4.1 Under the assumption (4.5), for the mapping k : R
n → R

m with k(z) := c ◦ h−1(z) and forany �xed ẑ ∈ R
n, the funtion y 7→ d(ẑ, k−1((R+)m − y)) is �nite and Lipshitz ontinuous with 1/ρ asLipshitz modulus on all R

n.2It is worth noting that S(t) may not be a onvex set, so that the notions of subdi�erential and normal one of onvexanalysis used in the previous setion have to be extended to more general (nononvex) objets.
RR n° 0123456789



12 Brogliato & ThibaultProof: Considering the set-valued mapping M : R
n ⇉ R

m with M(z) := −k(z) + (R+)m, we have
d(ẑ,M−1(y)) = d(ẑ, k−1((R+)m − y)) =: ϕ(y) ∈ R+ ∪ {+∞}.Fix any real number α and take any sequene (yn)n onverging to y and satisfying ϕ(yn) ≤ α. Choose

zn ∈M−1(yn) with ϕ(yn) = ‖ẑ−zn‖. The sequene (zn)n is bounded and hene without loss of generalitywe may suppose that it onverges to some z in R
n. Obviously ‖ẑ − z‖ ≤ α and it is easy to see that

z ∈M−1(y). Therefore, ϕ(y) ≤ α and this yields that ϕ is lower semiontinuous.Fix now any (ȳ, y∗) in the graph of the Fréhet subdi�erential of ϕ (see e.g. [17℄ for the de�nition)and hoose z̄ ∈ M−1(ȳ). Then for eah ε > 0 there exists some neighborhood Y of ȳ suh that for all
y ∈ Y

〈y∗, y − ȳ〉 ≤ ϕ(y) − ϕ(ȳ) + ε‖y − ȳ‖,whih means for all z ∈ R
n

〈0, z − z̄〉 + 〈y∗, y − ȳ〉 ≤ ‖z − ẑ‖ + ψgph M (z, y) − ‖z̄ − ẑ‖ − ψgph M (z̄, ȳ) + ε‖y − ȳ‖.Thus, (0, y∗) is a Fréhet subgradient of the funtion (z, y) 7→ ‖z − ẑ‖ + ψgphM (z, y) at (z̄, ȳ), where
gphM := {(z, y) : y ∈ M(z)} denotes the graph of the set-valued mapping M. The two funtions inthe sum being regular and the �rst one being onvex ontinuous, subdi�erential sum rule provides some
z∗ ∈ BRn suh that (z∗, y∗) is a Fréhet normal to gphM at (z̄, ȳ). Putting p̄ = ȳ + k(z̄) ∈ (R+)m, it isnot di�ult to translate the latter into y∗ ∈ N((R+)m; p̄) and z∗ = y∗ ◦ ∇k(z̄).Using z∗ ∈ BRn and the inlusion (4.5), we obtain for any q ∈ BRm some q′ ∈ BRn and p ∈ (R+)msuh that

ρ〈y∗, b〉 = 〈y∗,∇k(z̄)(q′) + p〉 ≤ 〈y∗ ◦ ∇k(z̄), q′〉 = 〈z∗, q′〉 ≤ 1,whih entails ‖y∗‖ ≤ 1/ρ. Aording to this Fréhet subdi�erential boundedness and to the lower semi-ontinuity of ϕ, the onlusion of the lemma follows from [21, Theorem 2.1℄, for example. �With Lemma 4.1 at hand, we prove our theorem relative to nonlinear dissipative omplementaritysystems, where we notie that the regularity of the funtion c(·) is seured by (4.3).Theorem 4.2 Consider the system in (4.1) and suppose that a(·), e(·) are ontinuous, g(·) is loallyLipshitz ontinuous, and b(x) = B is a onstant matrix. Suppose also that (4.1) is dissipative witha storage funtion V (·) of lass C3 suh that ∂2V
∂x2 (x) > 0 for all x ∈ R

n and suh that (4.5) holds.Let u(·) be loally absolutely ontinuous, and z0 ∈ S(0). Then there exists some T > 0 suh thatthe perturbed di�erential inlusion (4.7) with z0 as initial ondition has at least one loally absolutelyontinuous solution on [0, T [ and the solution is unique whenever ∂2V
∂x2 (·) is bounded on the onvex hull

co(RgeS) of Rge(S).If in addition, a(·) and e(·, u) are loally Lipshitz ontinuous and the mapping (t, z) 7→ h̃(z)+ẽ(z, u(t))in (4.7) satis�es an L1
loc linear growth ondition like (3.10), then T may be taken equal to +∞.Proof: The statement in the above lemma translates that the inverse M−1 of the set-valued mapping

M with M(z) = −k(z) + (R+)m is Lipshitzian on Rm with respet to the hausdor� distane (with
1/ρ as Lipshitz modulus). Sine S(t) = M−1(g(u(t)), the assumptions above easily give the loalabsolute ontinuity of the set-valued mapping S with respet to the Hausdor� distane. Put f(t, z) :=
−h̃(z)− ẽ(z, u(t)) with h̃(·) and ẽ(·) given by the translation of (4.6) into (4.7). Fix any positive number
r > ‖z0‖ and take

f̃(t, z) :=

{

f(t, z) if ‖z‖ ≤ r
f(t, r

‖z‖z) if ‖z‖ ≥ r.This mapping f̃(·, ·) is ontinuous and bounded on [0, r] × R
n. By Theorem 4.4 in [20℄ the di�erentialinlusion

−ż(t) ∈ N(S(t); z(t)) + f̃(t, z(t)) (4.8)with initial ondition z0 ∈ S(0) has at least an absolutely ontinuous solution z(·) on [0, r]. Sine z(·) isontinuous, we may hoose some positive number T ≤ r suh that ‖z(t)‖ ≤ r for all t ∈ [0, T ]. Then forINRIA



Dissipative omplementarity systems 13all t ∈ [0, T ] we have f̃(t, z(t)) = f(t, z(t)) and hene from (4.8) we obtain that z(·) is a solution of (4.7)on [0, T ].Suppose now the boundedness of ∂2V
∂x2 (·) on co(RgeS) and �x any t ≥ 0. Take z∗i ∈ N(S(t); zi) with

i = 1, 2. Sine ψS(t) = ψ(R+)m ◦ Φt, where Φt(z) := k(z) + g(u(t)) with k(·) as in Lemma 4.1, theonvexity of ψ(R+)m and (4.5) allow us to apply the equality formula in [17, Theorem 10.6℄ to obtain some
y∗i ∈ N((R+)m; Φt(zi)) suh that z∗i = y∗i ◦ ∇k(zi). Observing that

Φt(z1) − Φt(z2) = ∇k(z2)(z1 − z2) +

∫ 1

0

(∇k(z2 + s(z1 − z2)) −∇k(z2))(z1 − z2) dswe may write
〈z∗2 , z1 − z2〉 = 〈y∗2 ,Φt(z1) − Φt(z2)〉 − 〈y∗2 ,

∫ 1

0
(∇k(z2 + s(z1 − z2)) −∇k(z2))(z1 − z2) ds〉

≤ 0 + β‖y∗2‖ ‖z1 − z2‖
2.

(4.9)where the onstant 0 ≤ β < +∞ exists beause of the boundedness of ∂2V
∂x2 (·) whih seures the bound-edness of the derivative of the funtion k(·). By (4.5), as in the proof of Lemma 4.1, for any q ∈ BRmthere exist q′ ∈ BRn and p ∈ (R+)m suh that

ρ〈y∗2 , q〉 = 〈y∗2 ,∇k(z2)q
′ + p〉 ≤ 〈z∗2 , q

′〉 ≤ ‖z∗2‖and hene ‖y∗2‖ ≤ 1
ρ
‖z∗2‖. Using this and (4.9) we obtain

〈z∗1 − z∗2 , z1 − z2〉 ≥ −
β

ρ
(‖z1‖ + ‖z2‖)‖z1 − z2‖

2.Theorem 4.1 in [16℄ says that S(t) is r-prox-regular with a uniform onstant r independent of t. So, [2,Theorem 1 ℄ yields the uniqueness.Under the additional growth ondition, it is enough to handle with [2, Theorem 1 ℄ (see the appendix).The proof is then omplete. �Remark 5 In [18℄ a lass of autonomous nonlinear a�ne in the input systems is studied, with analytidata. The loal existene and uniqueness of analyti solutions is proved. The lass of systems studied inthis paper and in [18℄ are therefore di�erent one from eah other as well as the obtained results, see theregularity onditions in Theorem 4.2 and the assumptions on the system dissipativity properties.The existene of a ontinuously di�erentiable storage funtion hinges on two system's assumptions(reahability of the state spae � here with ζ(·) as the input�, di�erentiability of the available storage[19℄) whih we do not reall here. We assume a little more: that V (x) be C2.Example 1






ẋ(t) = −x3(t) + ζ(t) + (x2(t) + 1)u(t)

0 ≤ w(t) = x(t) + sin(u(t)) ⊥ ζ(t) ≥ 0
(4.10)with x(t) ∈ R and w(t) ∈ R. Let us hoose V (x) = 1

2x
2. Sine b = 1 one obtains h(x) = x, so that z = x.One an hek that the unontrolled system in (4.10) is dissipative with storage funtion equal to V (x)sine

V (x(t)) − V (x(0)) =

∫ t

0

x(s)ζ(s)ds −

∫ t

0

x4(s)ds = −

∫ t

0

x4(s)dswhere the last equality holds sine x(t)ζ(t) = 0. Applying the above transformation we get
−ż(t) − z3(t) + (z2(t) + 1)u(t) ∈ ∂ψ[− sin(u(t)),+∞)(z(t)).Sine the vetor �eld (the perturbation in the language of [2℄) is loally Lipshitz ontinuous, we obtain thatfor any initial ondition z0 ∈ [− sin(u(0)),+∞[ there exists a loal solution whih is absolutely ontinuousand it is unique, provided u(·) is itself loally absolutely ontinuous.RR n° 0123456789



14 Brogliato & ThibaultExample 2 Consider a system of the form






ẋ(t) = Ax(t)xT (t)Gx(t) +Bζ(t) + e(x(t), u(t))

0 ≤ w(t) = Cx(t) + g(u(t)) ⊥ ζ(t) ≥ 0
(4.11)where (A,B,C) is positive real [13℄, g(·) and e(·) have the required regularity properties, G ≥ 0. Astorage funtion for the unontrolled system is V (x) = 1

2x
TPx where PA + ATP ≤ 0 and PB = CT ,

P = PT > 0. Indeed we have
0 =

∫ t

0 w(s)T ζ(s)ds =
∫ t

0 x
T (s)[P ẋ(s) − PAx(s)xT (s)Gx(s)]ds =

= V (x(t)) − V (x(0)) − 1
2

∫ t

0
xT (s)(PA +ATP )x(s)xT (s)Gx(s)dsfor all t ≥ 0. The state vetor hange is given by z = Rx with R a symmetri positive de�nite squareroot of P . The rest of the developments are like in setion 3.1, and Theorem 4.2 applies.5 ConlusionIn this paper some results in [9, 6℄ on existene and uniqueness of solutions of a lass of nonsmoothautonomous dynamial systems, are extended to non-autonomous systems. The dissipativity propertyof the onsidered systems is used to perform a hange of state vetor, whih allows us to transform thedynamis into a perturbed Moreau's sweeping proess. Two ases are examined: when the perturbationis linear and when it is nonlinear. Then the results of [2, 3, 20℄ are used to prove existene and uniquenessof solutions. This work may also be seen as enlarging the studies on the relationships between variouskinds of nonsmooth dynamial systems like di�erential inlusions, omplementarity systems, projetedsystems, and variational inequalities, as initiated in [11, 12℄.6 Appendix6.1 r−prox-regular setLet H be a real Hilbert spae and r > 0.. A nonempty losed subset Q of H is r-prox-regular providedthe distane funtion d(·, Q) is Fréhet di�erentiable on the open tube {x ∈ H : d(x,Q) < r}. (Reallthat d(x,Q) = inf{‖x− y‖ : y ∈ Q}. Closed onvex sets and C2-submanifolds are prox-regular. See e.g.[16, 17℄ for several other examples as well as results of preservation of prox-regularity under operations.Roughly, prox-regular sets may be non onvex sets for whih the projetion onto the set is uniquelyde�ned for points lose enough to the set.The following haraterization, where N(Q; ·) denotes the limiting normal one to Q, is extratedfrom Theorem 4.1 in [16℄. The losed set Q is r-prox-regular if and only if for any xi ∈ Q (i = 1, 2), theinequality

〈ζ1 − ζ2, x1 − x2〉 ≥ −‖x1 − x2‖
2holds whenever ζi ∈ N(Q;xi) with ‖ζi‖ < r.6.2 Theorem 1 of [2℄For the ease of reading let us reall Theorem 1 of [2℄. Let I = [t0, t], t0 < t be an interval of IR and C(·)be a set-valued map from I to the Hilbert spae H. It is assumed that:� (H1) For eah t ∈ I, C(t) is a nonempty losed subset of H whih is r−prox regular;

INRIA



Dissipative omplementarity systems 15� (H2) C(t) varies in an absolutely ontinuous way, that is, there exists an absolutely ontinuousfuntion v(·) : I → IR suh that for any y ∈ H and s, t ∈ I one has |d(y, C(t)) − d(y, C(s))| ≤
|v(t) − v(s)|.The notation B[0, η] means the losed ball of radius η entered at 0.Theorem 6.1 Let f : I ×H → H be a separately measurable map on I suh that� (i) For every η > 0 there exists a non-negative funtion kη(·) ∈ L1(I, IR) suh that for all t ∈ I andfor any (x, y) ∈ B[0, η] ×B[0, η] one has ||f(t, x) − f(t, y)|| ≤ kη(t)||x− y||;� there exists a non-negative funtion β(·) ∈ L1(I, IR) suh that, for all t ∈ I and for all x ∈
⋃

s∈I C(s), ||f(t, x)|| ≤ β(t)(1 + ||x||).Then for any x0 ∈ C(t0) the following perturbed sweeping proess






−ẋ(t) ∈ N(C(t), x(t)) + f(t, x(t)) a.e. t ∈ I

x(t0) = x0

(6.1)has one and only one absolutely ontinuous solution x(·). This solution satis�es ||ẋ(t) + f(t, x(t))|| ≤
(1 + l)β(t) + |v̇(t)| a.e. t ∈ I, and ||f(t, x(t))|| ≤ (1 + l)β(t) a.e. t ∈ I, where

l = ||x0|| + exp

{∫ t

t0

β(s)ds

} ∫ t

t0

[2β(s)(1 + ||x0||) + |v̇(s)|] ds.6.3 Theorem 3.1 of [3℄The notation is the same as in the foregoing subsetion. It is assumed that:� (H1) For eah t ∈ I, C(t) is a nonempty losed subset of H whih is r−prox regular;� (H2) The set-valued map C(·) is of right ontinuous bounded variation on I, i.e. it is of boundedvariation on I and its variation funtion varC(·) is right ontinuous on I.The Radon measure assoiated with varC(·) is denoted as µ, so that for any s, t ∈ I with s ≤ t onehas |d(y, C(t)) − d(y, C(s))| ≤ µ((s, t]) for all y ∈ H .Theorem 6.2 Let F : I ×H → H be a set-valued map with nonempty onvex ompat values suh that� (i) for any x ∈ H, F (·, x) has a λ−measurable seletion;� (ii) for all t ∈ I, F (t, ·) is salarly upper semiontinuous on H;� (iii) for some ompat subset K of the unit ball of IRn and for some real number β ≥ 0, we have
F (t, x) ⊂ β(1 + ||x||)K for all (t, x) ∈ I ×H.Assume that sups∈(t0,t] µ({s}) < r

2 . Then for any x0 ∈ C(t0), the following sweeping proess on Iwith perturbation






−dx ∈ N(C(t), x(t)) + F (t, x(t))dλ

x(t0) = x0

(6.2)has at least one solution x(·). More preisely, if (β + 1)(t− t0) ≤
1
4 , setting l = 2 (µ((t0, t]) + ||x0|| + 1),for ν = µ+ (l+ 1)(β + 1)λ, there exists a λ−integrable map z : I → H suh that, for λ−almost all t ∈ I,

z(t) ∈ F (t, x(t)) and z(t) ∈ (l + 1) − (β + 1)c̄o(K ∪ {0}). Moreover for ν−almost all t ∈ I,RR n° 0123456789
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du

dν
(t) + z(t)

dλ

dν
(t) ∈ −N(C(t), x(t)),

∥

∥

∥

∥

du

dν
(t) + z(t)

dλ

dν
(t)

∥

∥

∥

∥

≤ 1and
∥

∥

∥

∥

z(t)
dλ

dν
(t)

∥

∥

∥

∥
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