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Abstract: We study the periodic oscillations of a 1st order delayed linear system with
relay output and proportional+integral feedback and describe the behavior of the general
solutions of the closed loop. We present results on control of the oscillations and on rejection
of the perturbations.

For the system under study, we first exhibit a countable set of periodic limit cycles.
We show that in the particular case where only proportional control is used, any solution
tends in finite time towards one of the limit cycles (whose determination depends on the
initial conditions). All the cycles are orbitally unstable except one of them, the only slowly
oscillating one.

Finally, we provide some well-posedness and ultimate boundedness results for a time-
varying perturbed version of the system under study. The given estimates show that the
proportional+integral feedback law permits to reject various parametric perturbations.
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Controle proportionnel-intégral d’oscillations
non-linéaires pour un systéme a retard

Résumé : Nous étudions les oscillations périodiques d’un systeéme linéaire du ler ordre
avec retard et relais, bouclé par une loi de contre-réaction proportionnelle-intégrale, et nous
décrivons le comportement des solutions du systeme bouclé. Nous présentons des résultats
de controle des oscillations et de rejet des perturbations.

Pour le systeme étudié, nous exhibons tout d’abord un ensemble dénombrable de cycles-
limites périodiques. Nous montrons que, dans le cas particulier ou seul un controle pro-
portionnel est utilisé, toute solution tend en temps fini vers I'un des cycles-limites (dont la
détermination dépend des conditions initiales). Tous les cycles sont orbitalement instables,
a l’exception du plus lent, qui est orbitalement asymptotiquement stable, et également “len-
tement oscillant”.

Nous montrons enfin un résultat d’existence et d’unicité des solutions d’une version per-
turbée non-autonome du systéme étudié. Des estimations montrent que les lois de contre-
réaction proportionnelle-intégrale permettent de rejeter asymptotiquement des perturba-
tions paramétriques variées.

Mots-clé : controle des oscillations, régulation de la combustion, équations différentielles
a retard, solutions lentement oscillantes, oscillations de super-haute fréquence, relais.
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Introduction

We consider periodic oscillations of relay systems. In Automatic Control applications, the
relay nonlinearity is used to describe a sensor or actuator behavior. Such a nonlinearity
combined with stabilizing feedback loops often leads to limit cycles for the closed loop
system.

We study here the behavior of a first order system controlled by a Proportional+Integral
control law on the delayed output of a relay sensor. This class of control laws permits to
adjust the amplitude and the period of the limit cycles [3]. The system under study is the
following:

{ i(t) = =1 (kry(t) + kpsgna(t — h) + z(t)) , (1)
y(t) = sgnz(t — h) ,

where 7 > 0 is the time constant of the plant, A > 0 the delay, and k;, kp the PI controller
parameters. It is indeed obtained by closing the open-loop system (where  is the control and
Y the output) 7+ = u, Y = sgnz(t—h) with the P.I. control law u = —kpY —k; [ Y, in an
attempt to steer x near zero in a short time. Equation (1) writes 7% + 2 + kpsgnz(t —h) =0
(resp. 7& + & + krsgnz(t — h) = 0) when k; = 0 (resp. kp = 0). When kp = k;7 and
z(0) = —ksy(0), one has &£ = —krsgnz(t — h), giving saw-tooth evolution for z.

The motivation for considering such a control system comes from some automotive
control problem, namely the fuel-air ratio regulation problem for spark ignition engine [7, 5].
Another point of interest is the identification of the linear plant of the system on the basis
of the limit cycle characteristics.

As explained in [3], sgn0 must be chosen single-valued, in order to have existence and
uniqueness for the Cauchy problem. To eliminate the unstable equilibrium z = 0, one
chooses in the present paper:

sgn0 =1.

An important consequence of this choice (see Theorem 5) is that for any solution of (1) (by
definition, any pair of absolutely continuous functions verifying (1) for almost every ¢ > 0),

meas{t >0 : z(t)=0}=0.
Let us give some definitions, useful to describe the periodic solutions properties.

Definition 1 (Slowly Oscillating (SO) functions!). A continuous function z defined
on [to, +oo[ is called slowly oscillating (with respect to h) if z(t) = z(t') = 0 for ¢,t' > to,
t #t' implies [t —t'| > h.

1See [14] for a survey on this notion in the context of periodic solutions of autonomous differential
equations with delay.

RR n-° 3422



4 M. Akian , P.-A. Bliman , M. Sorine

Definition 2 (2-Phase Periodic (2PP) functions [16]). A T-periodic (T' > 0) conti-
nuous function z defined on [tp,+00) is called 2-phase periodic if there exists ¢ > to such
that x| +47) changes sign (strictly) exactly once.

Definition 3 (Symmetric Periodic functions). A T-periodic (T' > 0) continuous func-
tion z defined on [to, +oo[ is called symmetric if z(t + L) = —z(t) for t > to.

We study system (1) under one of the following assumptions:

kr=0, kp >0 (PROPORTIONAL CONTROL) (P)
kr >0 (PROPORTIONAL+INTEGRAL CONTROL) (PI)

In a recent paper [3], we have shown that, under any of these hypotheses, the correspon-
ding Cauchy problem admits a unique solution, and that there exists a SO periodic solution
of (1). This solution is unique in the class of SO periodic solutions (up to time translation),
asymptotically orbitally stable, symmetric and 2PP. We have also shown how to control the
characteristics of this limit cycle (period, amplitude) by an adequate choice of the control
law parameters, and how to identify the linear plant by measuring the limit cycle charac-
teristics. Also, were given therein a priori bounds on the solutions of the Cauchy problem
associated with (1).

In the present paper, we present more precise informations on the dynamics.

In Section 1, we present the case where 7 = 0. Here the periods of the different periodic
solutions may be determined by elementary geometrical constructions. Their number is
infinite countable, one of them only being SO.

In Section 2, the case where 7 # 0 is studied and proved to be qualitatively the same. We
give, in the case (P), an exhaustive description of the asymptotic behavior. More precisely,
we show in Theorem 2 that the non-SO 2PP solutions are unstable, and that super-high-
frequency solutions [17] (i.e. solutions having infinite number of zeros on any interval of
[0,400) of length h) do not exist. This permits to show that the proportional control law
ensures that the mean-value of the solution goes asymptotically to zero (Corollary 3). The
proof of Theorem 2 is postponed to Sections 4 and 5.

In Section 3, one introduces perturbations of the nominal system (1): the parameters
h, T of the plant are now functions of time, and time-dependent errors ¢ and & are added
respectively to the command and to the sign input (see system (5)). One shows that the
Cauchy problem associated with this new system admits a unique solution, and provides
asymptotic bounds. These estimates show the possibility to reject the influence of the per-
turbations (Theorem 6 and Corollary 7).

For a general overview on periodic solutions of autonomous delayed equations, we refer
the reader to [6, Chapters XV and XVI].

INRIA
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1 The particular case 7 =0

When 7 = 0 and (PI) holds, that is k;y > 0, (1) writes

T = _ku - kIya

7y =sgnz(t —h) .

The curves z(t) are piecewise affine, with slopes +kr, and undergo jumps of magnitude
+2kp. Moreover, a change of mode at time ¢ implies a change of sign of z at time ¢ — h.

We construct 2PP symmetric solutions with period 7' satisfying

nTy <h<(n+1)T).

Here, n = L%J in other words, n is the maximal number of periods included in an interval
of length h. Geometric constructions shown in Figure 1 permit to determine the period Tj.

T

T

x

72'”’1 - k1h|2kPI kfhi/‘
kih} ¢ t ! | ¢t
h h Pl . \\1
T T

h

Figure 1: Computation of the period T* of the 2PP symmetric limit cycles when 7 = 0.

Case T* > 2h

T

%/ ‘

Figure 2: Computation of the period T™ of the 2PP symmetric limit cycles when 7 = 0.

Case h <T* < 2h

When 2kp < krh (resp. 2kp > krh), one has

T5
2

RR n-° 3422
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(resp. — = h) .



6 M. Akian , P.-A. Bliman , M. Sorine

So one deduces the value of the period Tj'":
* kp
Ty = max{2h,4 (h—— |} .
kr

The corresponding solution is SO if and only if A > 2%

For the other 2PP symmetric solutions, the changes of mode are not consequence of the
last change of sign of x, but of the last change situated before an entire number of half-
periods. When 0 < h—nT} < TTJ, then we obtain the corresponding period T; by replacing
h by h —nT} in (2), under the constraint that h — nT* > 0. We get

1 1
T;:ma,x{ 1h,—l(h—k—l’)},T;<ﬁ,neN,
n+s n+jg kr n

which corresponds to the portion of the curve given in Figure 3 for ’Z—f > —ﬁ. There is no

solution with TT"* <h-nT; <T;.

When h — nT} = 0, then we get solutions of the type shown in Figure 2, leading to
periods

h kp h
Tr=—- —<-—— N-{0
"oon’ kT m "€ {0}
which correspond to the remainder of the curve given in Figure 3. The curve in this Figure
is hence depicted by the following formula:

1 1
Vn € N, T::min{ﬁ , max{—lh,—1<h—k—P>}} .
n n+3 n+z kr

We obtain a countable number of branchs of solutions. For any value of n € N, T}y is
uniquely defined, and is a continuous nonincreasing function of ’Z—‘I’ The branch correspon-
ding to n = 0 is unbounded for kp/k; — —oo. The periods obtained for n # 0 are smaller
than 2h, so they give rise to non-slowly oscillating periodic solutions.

One may also compute graphically the amplitude of the cycles. The result is given in
Figure 4. The curve is given analytically by

VnEN, lalo = it g Tt W S w50
Tngikp + myzkih when 0 < 25 < ot D)
kp + Mklh when 4(Th+%_) < k—’:

When (P) holds, that is kr = 0, kp > 0, the same considerations show that the possible

periods are #_f, n € N: they are obtained in Figure 3 by taking the value T} corresponding
2

to ’,“c—f — +00. The amplitudes are obtained in the same manner.

INRIA
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T,
Rl
N h
n+ i
h =€
n—}-%
; ‘
Sh0 kp
4n dn+3) kr

Figure 3: Periods of the nth branch of cycles when 7 = 0 (the decreasing part is infinite on
the left if n = 0)

[l |l oo
kr

kp
kr

'h 0 "h

Figure 4: Amplitudes of the nth branch of cycles when 7 = 0 (from left to right, the slopes
are successively —1, —1 — ﬁ, 1— ﬁ, 1)

2 The flow and its attractors in the general case 7 # 0

In the sequel, we denote by a bar over a symbol the normalization by 7:

AR pAT
T T
Theorem 1 (Number and period of the 2PP solutions). If (P) or (PI) holds, then
the periodic solutions (x,y) of system (1) such that z is 2PP, are symmetric and form
(up to time-translation) an infinite countable set, denoted {(z},y)}nen. The solution with
n = 0 is the unique periodic solution such that x is SO.

RR n~° 3422



8 M. Akian , P.-A. Bliman , M. Sorine

The period T of (z¥,yr) is defined uniquely by the following algebraic system:

1.-, - 2 — h _. _h
kit ((n + )T, — h) = (kT —kp) |1- 7@6_(""'%”"‘”” , T <T,<—.
4 14+e 3" n+3 n
3)
The solution (z},y") is defined by the symmetry property and, for 0 <t < TT’T
T: t 2 ‘ T
Z’:/(t):krr (Tn__) +(k[7'—kp) (1—7; 6"’) , y;(t):t—f .
T l14+e =2

The situation when 7 # 0 is hence qualitatively the same as in Section 1; the curves,
analogous to those shown in Figures 1 to 4, are smoother.

For any n € N, (3) defines a branch of solutions T7*, which is continuous and decreasing
as a function of ’Z—‘I’ € (—00,+00]. When ’Z—’I’ =T,0ne has T} = #, as in the case 7 =0
(see Figure 3).

Remark that the value of the period may be deduced from Tsypkin’s results [20].

Sketch of Proof of Theorem 1. The proof is conducted as follows (see details of the compu-
tation of the slowly oscillating solution in [3]). Let (z,y) be a periodic solution of (1) with z
2PP. One deduces from the periodicity of y that sgnz is symmetric. Suppose that (z},y%)
is such a solution, with z*(¢) > 0 for ¢t € [—h, TT: —h], z5(t) <0forte [TT:: —h, T} —h], and
nT* < h < (n+ 1)T*. Solving the equations piecewise and expressing the continuity and
periodicity conditions for z, and y; leads to the symmetry of z and y, and some necessary
conditions on T¥. Expressing compatibility conditions on sgnz?, we get (3), which is also
shown to be sufficient. This method also provides explicit form of the corresponding periodic
solutions. O

As said in the Introduction, it is shown in [3] that one may choose kp, kr in order that
the slowly oscillating limit cycle (corresponding to n = 0) has any prescribed amplitude and
period greater than the value of T in the case (P). In particular, the negative values of
kp are necessary to realize large values of the period. The slowly oscillating limit cycle is
the only that one observes numerically. We proved in [3] that it is asymptotically orbitally
stable. We now go on studying the asymptotics.

We define the set of points where the solution z of (1) vanishes and changes sign, and
the cardinal of the number of zeros with changes of sign:

72 {t>0:z(t)=0and Ve >0, ' € [t —¢,t), t" € (t,t +¢], z(t)z(t") <0}, (4)

cardZN[t'—h,t") when [0,{]NZ #0,t' =sup [0,{]NZ > h
V(t) = and Z N [t' — h,t') is finite,
+00 otherwise.

INRIA
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One has obviously for any ¢ > 0: V(t) € NU {+o0}. In [9, 17], similar constructions are
made. The set Z is unbounded [9, 3], and we shall see in the proof of Theorem 2 (Lemma
10) that it is closed.

Remark that V(t) = 0 for ¢ large enough if and only if = is slowly oscillating on an
interval of the form [tg, +00).

Theorem 2 (Behavior of the solutions in the case (P)). Suppose (P) holds. Then,
for any solution of the Cauchy problem associated with (1), V(t) takes on nonincreasing
even values, finite after a finite time.

Denote 2n = t_lgpoo V(t), and let t be the smallest time t for which V(t) = 2n (so that

V(t) =2n for t > t). Then, there exists p > 0 such that
t>t=a(t)=z,(t+¢) .
The SO cycle is asymptotically orbitally stable, the non-SO cycles are unstable.

In particular, Theorem 2 implies that, in the case (P), the only periodic solutions are
the ones exhibited in Theorem 1.

The fact that V() is finite after a certain time (disappearance of super-high-frequency
oscillations [17]) is obtained without condition on the delay. This improves the result in [17].
In [1, 2], this result is generalized. Also, some results may be generalized to higher-order
systems [18, 10].

The case 7 = 0 appears as degenerated, as the slowest periodic solution is not SO, since
its period is 2h (as kr = 0).

Corollary 3. If (P) holds, then, for any trajectory of (1),

T*
tllir_{l sup{t—t' : t>t, x>0 (resp. <0)on [t t]} < 70 ,

lim —/ z(s) ds = lim —/ sgnz(s) ds =0 .
t—+oo t Jg t—+oco t J§
Corollary 3 shows that in the case (P), the mean value of z is controlled to zero. Remark
that, more generally, when (P) holds, the asymptotic properties of the solutions need only
to be checked for the periodic ones. As an example,

limsup |2(¢t)| < ||z§llco = kp(1 — e_h) .
t—4o0

The proof of Theorem 2 is postponed to Sections 4 and 5. In Section 4, we demonstrate
the results related to solutions with finite number of zeros, with techniques analogous to
what is done in [8], whereas Section 5 is devoted to the solutions with infinite number of
zeros, using the techniques of [17] in an adapted version.

RR n~° 3422
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3 Estimates of the solutions of the Cauchy problem ro-
bust wrt perturbations of the parameters

We now consider a perturbed version of (1), namely the system:

{ #(t) = — 1y (kry(t) + kpsgnla(t — h(t)) + £(t — h(t))] + 2(t) + ((1))
y(t) = sgulz(t — h()) + £t = h())] .

Theorem 4 (Existence and uniqueness for solutions of (5)). Suppose that (P) or (PI)
holds, that 1d — h is nondecreasing with h(tt) > 0 for any t > 0, that T is nonnegative and
such that L € L{ ((0,+00)), and that (,& € L}, ((0,+00)). Then, for any (zo,T00,Yo) €

L'((=h(0+),0))xRxR, there exists a unique pair (z,y) € Lk ((—h(0+), +00))x Wi>([0, +00)),

loc

such that © € W, ([0, +00)), z|(—h(0+),0) = To, (0) = oo, ¥(0) = w0, and (z,y) verifies

loc
equation (5) for almost every t € R .

(5)

Proof. The fact that Id — h is nondecreasing implies that h has left- and right-limits on any
point t, with h(t*) < h(t) < h(t~). This property and the fact that h(t*) > 0 implies that
we cannot have t, — t with h(t}) — 0. Therefore, h(¢"), and then h(t), is bounded from
below on any compact of [0, +00). Existence and uniqueness uses the fact that h is locally
bounded from below: the integration is performed on intervals of length h(t), using the local
integrability of % (]

Theorem 5 (Zeros of the solutions of (5)). Suppose that the hypotheses of Theorem 4
are fulfilled and that T is finite a.e. on RT .

o If meas{t > 0 : |C(t)] = kp} = 0 in the case (P), or if  is differentiable a.e.
wzth meas{ >0 |%C( | = kr} = 0 in the case (PI), then, for all (x0,200,Y0) €

LY((=h(0+),0)) x R x R,
meas{t>0: z(t)=0}=0. (6)

o If & is absolutely continuous, if meas{t > 0: |7(t){ (1) + £(t) + ¢(t)| = kp} =0 in the
case (P), or if 7€ + & + ( is differentiable a.e. with meas{t > 0 : |%(T§ +¢{4+ Q)| =
kr} =0 in the case (PI), then, for all (zo,Z00,y0) € L*((—h(0+),0)) x R x R,

meas{t > 0: z(t)+£&(t) =0} =0. (7)

When (7) is fulfilled, then the solutions of (5) do not depend upon the definition of sgn0
(the same result would be true if sgn0 was defined as a measurable function of ¢ € [0, +00)
with values 1 or —1 a.e.). Conversely, one may show that if on a certain time-interval,
7€+ &+ ( = kp ae. in the case (P), or (7€ + £+ () = ks a-e. in the case (PI), then, some
trajectories depend upon the choice of sgn0.

INRIA
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Proof of Theorem 5. To prove property (6), suppose first that k; = 0. Denote N C R a
set of measure zero such that outside N, z is differentiable, (5) is fulfilled, 7 # +o00 and
|¢| # kp. For any € > 0, there exists an open set U such that N C U and meas U < e.

DenoteSé{tZO : x(t)zO}anché{tZO : t¢N},Ucé{t20 : t €U} Ttis
clear that S N N¢ has no accumulation point, otherwise on such a point ¢, one would have
z(t) =0, £(t) = 0, so kpy(t) + ((t) = 0, together with |y(¢)| = 1. As SNU® C SN N, the
set S N U® has no point of accumulation. Being closed (by the continuity of z), it is then
finite or countable. Hence, meas (S NU®) = 0, so meas S = meas (SNU) < ¢ for any £ > 0.

Suppose now k; # 0. We define the set NV with the same properties as before, with the
condition |¢| # kp replaced by: ¢ differentiable and || # k7. The set U is then defined as
before. First, the set {t € N® : kpy(t) + kry(t) + ¢(t) = 0} has no accumulation point
(because on such a point, we would have krg(t) + ((t) = 0). As the later set contains the
set of accumulation points of S N N¢, and hence of the closed set S N UC, there exists an
open set V containing the accumulation points of SN U and such that measV < . Denote

Ve a {t >0 : t ¢V} Because the set SNU® NV has no accumulation point, we have
meas (SNU° NV =0, so meas S < meas (SNU) + meas (S NV) < 2 for any £ > 0.

The proof of property (7) is conducted similarly. The continuity of £ is necessary to
claim that the set {t > 0 : z(t) + £(¢) = 0} is closed. O

Since we consider only the behavior at infinity of the solutions, we consider the following
seminorms on L% ((0,+00)) (the subscript a is for asymptotic and sup, inf mean sup ess,
inf ess):

1
I2lle 2 limsup |2(2)] ,  |e]e 2 = <1im supz(t) — lim infm(t)) .
t—+oco 2

t—+00 t—+o0

In the following results, we use the notations z+ 2 max{z,0}, 2~ 2 max{—z,0}.

Theorem 6 (Estimates for solutions of (5)). Suppose that the hypotheses of Theorem
4 are fulfilled and that ¢,&, h, 7 € L*((0, +00)), with

[Cla <8¢5 [€la < b6, lIClla < Ac, [I€lla < Ag

for some constants 6¢,8¢, A¢c, Ag > 0. Let (z9,%00,y0) € L1((—h(0+),0)) x R x R.
e In the case (P), then

. Ac A\
(€]a < kp + 6 — ¢~ T min {ka, (kp + 8¢ — 6)*, (;kp + 6 — TC - 75) } :

|h‘G4

l2lla < kp + A¢ — e~ min{2kp, (kp + A — Ag)T} .
o In the case (PI), then

|2la < b + 28(max{T, T,2|hlla}) , Nzl < Ag +28(max{T, T,2[|h]lo}) ,

RR n~° 3422



12 M. Akian , P.-A. Bliman , M. Sorine

where
T L _\hlla o
B(T) 2 ki~ hla) + Ko + K fmmer — Ko~ e |
A 1
K2 — —kplla 20 )
' liminfr (”kIT Eplla +[kel+ 66)
Al -
K> = B (”kIT — kp||o + limsup(kr7 — kp)) +éc,
N _ il
K3 = 2 k17 — kplla — limsup(krr — kp) | — e"tmint= { |lkrm —kplla +6¢ |
and T, T are defined by
@(T) = Klz’ T >0 )
T A 2Ks
T A liminf 7 1 it RN
5 = lIAlle +liminf 7 log (k,nminfr)

Estimates for y may be deduced from estimates on x + kry (see the proof).

The results of Theorem 6 are to be compared with the open-loop system (kp = 0, k; = 0),
for which the worst-case estimate are ||, = |(|a, ||%]|la = [|¢]la- The Proportional control
permits in certain cases to reject the perturbation. However, it is not possible to render
||z||a small when |(|, = O only. This can be achieved by the Proportional-Integral control,
as shown in the following result.

Corollary 7 (Rejection of the perturbations). Let us use the same notations and as-
sumptions as in Theorem 6, and suppose that

Illa > 4f7]a -

If the control parameters are chosen in such a way that

26
kp = ki(I7lla — |70a)s  kr > e
I Tl = 417,

then,
|$|a S 6{ + 2]CI”h”a,a “w”a S Aﬁ + 2k1||h”a .

Corollary 7 demonstrates that the perturbation ( may be rejected when the measurement
noise £ is “small” wrt the model error (, the delay h is “small” wrt 7, and 7 “does not vary
too much”. In particular, the integral term permits to reject the constant perturbations (.

In order to prove Theorem 6, we gather some estimates in the following technical result,
which gives indeed more informations than what is needed.

INRIA
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Proposition 8. Under the hypotheses of Theorem 6, for all (xq, 2o, yo) € L*((—h(0+),0))x
R x R, the following estimates hold.
o In the case (P), we have

limsupz < kp —liminf ¢ — ¢~ T min{2kp, (kp — liminf ¢ + liminf &)*} . (8)

Moreover, if
kp > limsup{ — liminf  , (9)

then

limsupsup{t —¢t : t>#t, z+£ >0 ae.on (t,t)}

t'—+o0

NP e ERTI +
< (limsup7) <log<kp(26hmlf 1) + min{liminf ¢ hmlnff,kp}>> 0

kp 4+ liminf { —limsup¢

o In the case (PI), defining

A 1
K02 e (e = kel + ]+ 20010
Al .
K, = 3 (||k17' — kpl|q + limsup(k;T — kp)) +1¢la
Al . P
K = 5 ||k‘[7’ — k’p“a — lim Sup(k‘j’l’ — kp) — e Tminfr ||kIT — k‘p“a + |C|a ,

A L—|hlla L-lhla

T
O(T) = —ki( = Ihlla) + Ko + Kf e~ Fomer — Ky e fmnt e
we have:

limsup z < — liminf ¢ + 2®(max{7", T, 2||h|l.}) , (11)

T+
limsupsup{t —¢t' : t>t, z+&>0ae on (t',t)} < —,
t'—+o0 2

where T, T, T+ are defined by

. T .
o) =K, T>0,
T A . 2K,
5 = ”h”a + hmlnf’r log (m) )
(I")=~¢la, TH>0. (12)

RR n-° 3422



14 M. Akian , P.-A. Bliman , M. Sorine

Proof of Theorem 6. Results for lim inf z similar to (8) and (11) are obtained by changing
z,(, € into their opposite; one hence gets estimates for ||z||, and |z|,. At last, one verifies
that the obtained upper bounds are nondecreasing functions of (s, |£|a; |¢lla; [|€]la; Which
permits to prove Theorem 6. This last step is clear for the case (P). For the case (PI), one
uses the fact that

. T
2®(max{T,T,2||h|,}) = sup min{K;~,2®(T)},
T>2|hl, 2

where K7 and ®(T') are nondecreasing functions of |(|, when T > 2||h||,. O

The form under which are presented the results is close to the one used for the period in
the unperturbed case (see formula (3) above). Remark that in the case (P), the estimates are
optimal for the unperturbed system: they yield limsup z < ||| and lim sup,_, , ., sup{t—

' t>t, x>0ae on (i)} < %&, where z§ is the slowly oscillating periodic solution
and Ty its period (see Corollary 3). In the case (PI), even in the unperturbed case, the
estimates are less accurate, as T+ defined by (12) is greater than 7. Indeed, computations
are difficult, due to the fact that there exist slowly oscillating non periodic solutions (which
tend asymptotically to z§) [3], contrary to the case (P), where the convergence is effective

after the first zero.

Proof of Proposition 8.
e We begin with the case (PI). We have

T(t)(% + kry) + (z + kry) = (ki —kp)y — C . (13)
Hence, using the fact that % ¢ L'((0,+00)), we get:

— |lkrm — kp||lo — limsup ¢ < liminf(z + kry)
<limsup(z + kry) < ||krm — kp||q — liminf ¢ , (14)

. . 1
limsupz < ||—
T

(k1T = kplla + [kp| + 2(Cla) = K1 - (15)

a

Define X 2 x + €. Firstly, there is no unbounded time-interval on which e.g. X > 0 almost
everywhere. Indeed, we would have § = 1 a.e. on an unbounded interval, so z(t) — —oc
when t — 400, due to the boundedness of (. The boundedness of £ then implies that
X (t) — —oo, which contradicts the hypothesis.

Secondly, for any € > 0, there is a t; > 0 such that the lim sup which will be involved
in the sequel are approached up to € for t > t5. As we are interested in the asymptotic
behavior only, we shall omit in the following the &’s, for sake of simplicity.

INRIA



P.I. CONTROL OF NONLINEAR OSCILLATIONS FOR A SYSTEM WITH DELAY 15

Let t',¢ be such that (tp <)t' <t and X > 0 almost everywhere on (¢',t). We may indeed
X > 0 a.e. on (s,t)}. This implies, due

suppose without loss of generality that ¢' = inf{s

to the continuity of z, that
z(t') < —liminf&, x(t) > —limsup¢ . (16)
Let us define
g 8 sup{s € [0,t] : s —h(s) <t'}.
One has t' < ¢ <t and ¢t — h(t"~) < t'. Then,
(17)

t’l
y(t) —y(t) = / sgnX (s —h(s)) ds+t—t" >t —t" ||kl ,
tl

using the fact that X (s — h(s)) > 0 a.e. on (¢,t). From (13), we deduce:

t
)E) + / %e‘ JE 7 ((krm = kp)sgnX (s — h(s)) — ((s)) ds .
# T(s a8)

From inequalities (14) and (17), we obtain

e I3 @+ kry)(t) — kry(8) — 2(¢)
kr(y(t') —y(1) — (2(t') + kry(t')) (1 e %)
t")) + (|krm — kpllo + limsup ¢)(1 — e~ A %) 7

kr(l|Alla — (£ —

IA

Also,
_e*fst %((kIT — kp)San(S — h(S)) - C(S)) ds

[ =
v T(8)
< —(liminf{)(1 —e™ i %) + limsup(k;r — kp)(1 — e~ Jin 1)

+||kr7 — kp|la(e” Jir s — o= I i)
( — liminf ¢ + lim sup(k;7 — kp))
) et

+ (”k‘[’/" — kp|la = limsup(k;T — kp) — (||kr7 — kpl|o — liminf {)e™
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16 M. Akian , P.-A. Bliman , M. Sorine

Adding the two inequalities, we deduce that:
(t) — a(t')

< k[(”h”a - (t - t”)) + (“k[T — kp”a + lim sup(kn' - kp) + 2|C|a)

+ (Vo7 = kpllo — limsup(k;m — kp) — 2~ S *(||kir — kp||a + |g|a)) e Jin T

kr(||hlla = (t — ")) + 2Ky + 2Kse™ v =
Er(|Blla = (t = ")) + 2K, + 2K e~ T — 2K, ¢ mminrr
= 20Q2(t —t" + ||hlla)) ,

IN

where Ky, K3,® are defined in the statement of the proposition. Now, (16) implies that
z(t) —x(t') > —2|¢|a, 50t —t' <t —t" +||h]|a < %, with Tt defined by formula (12).
Using (15), we get z(t) —z(t') < K1(t —t') < K1(t — ¢ + ||h]|o). Hence,

T
z(t) —z(t') < sup min{K;—,2%(T)} .
T2kl 2

Using the fact that ® decreases on [T, 4+00), we obtain

T A
sup min{K;—,2®(T)} = 2®(max{T,T,2||hlls}) ,
22| Al 2

and the statement of the proposition follows from (16).

e Let us now consider the case (P). With the same techniques as before, we estimate (18)
and get:

2(t) < z(t)e™ 7 — (liminf ¢ + kp)(1 — e S 7) + 2kp(e=Jin 7 —e= i 7) |
From this, we deduce

liminf { + kp — limsup &

< liminf ¢+ kp + 2(t)
< (z(t') +liminf ¢ + kp + 2kp(eftt’” - 1)) e Ji 7
< (min{— liminf €, kp — liminf ¢} + liminf ¢ + kp(2e/ * — 1)) A

Under the hypothese (9) and using again ftt,” 1< lhlle " we get (10).

7 — liminf 7’

To get (8), we deduce from the previous inequality:

1

liminf ¢ + kp + 2(t) < (min{kp +liminf ¢ — liminf €, 2kp} + 2kp(el * — 1)) R

INRIA
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P.I. CONTROL OF NONLINEAR OSCILLATIONS FOR A SYSTEM WITH DELAY 17

remarking that the largest value of the right-hand side is attained for ¢ = ¢”. We then use
the bound on f:, 1 O

Proof of Corollary 7. With the proposed choice for the control parameters, one gets, using
the notations of Theorem 6

1
"~ liminfr (kI”T”a + 25() ’
Ky = k[|7‘|a +(5< ,

_ _liklla
K3 = —e Tminfr Ky |

K,

We then have

= o kr|T]a + 6
T—211m1nf710g(2m )

soT < 0, due to the bounds on ky. Writing that

T
29%im inf 7

L-lnlla

Ky — K; e Tmmir = K2(1 _e*ﬁ) < K.

’

we obtain that 7' < 2||h||,. Hence, we have
[2la < 8 + 20(2/lhll) = b + krllhlla + 2K + K) |

and a similar formula for ||z||,. Using again the bounds on kr, we get |z|, < ¢ + 2k1||h]|a,
and similarly for ||z|,.

4 Proof of Theorem 2 when the initial condition has a
finite number of zeros

Let z be a solution of (1) corresponding to an initial condition with a finite number of zeros.

4.1 Evolution of the number of zeros

Since the elements of Z are the zeros of z where x changes sign, the slope of = changes sign
between two consecutive points of Z. Moreover, by equation (1), the sign of the slope of
x around t € Z is opposite to the sign of z around ¢ — h. On the one hand, this implies
that there is a change of the sign of (¢t — h) (and then a point of Z — h if ¢ > h) between
two consecutive points of Z. Hence x|;_p 4 has a finite number of zeros for t > 0 and V' is
nondecreasing.

On the other hand, the sign of the slope of z around ¢ € Z is the same as that of the
first point of Z following ¢ — h. Hence, V is even. Since V is nonincreasing with integer
even values, V converges in finite time towards some limit 2n. From now on, the proof
essentially reduces to the study of discrete systems describing the evolution on each level
V =2n, n € N. For advanced studies on related subjects, see [6, 12]. See also [9].
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18 M. Akian , P.-A. Bliman , M. Sorine

4.2 The levels V = 2n, n € N- {0}

We consider the increasing unbounded sequence t; of elements of Z. Here, we prove that
if V(tr) = 2n # 0 for any k greater than a certain ko > 0, then z is equal to the periodic
solution given in Theorem 1 with period T} for ¢t > t;,. To this end, let us define the simplex

A2 {beR®™ : b; >0, Y2 b; <h}, and the map &, : A, — K2 by:
b = &,,(b) where b; = bj41 for j < 2n — 1, by, = log (2&-23" b _ 1) .
The set A,, and the map ®,, are respectively the state-space and the flow associated with

the evolution on the level V = 2n. In other words, defining, for k > ko:

k,n é 1
b = ;(tk—2n+j — th—2n+j—1)1<j<2n >

we have
bk+1,n — ‘I’n(bk’n) .
The map ®,, has a unique fixed point b} € A,,, defined by (b%); = %, j=1,...,2n and
corresponding to the unique periodic solution at level V' = 2n. We shall show that, for any

b € A, the sequence? [®,1]%(b) exists (A, is @, 1-stable) and tends to b} when k — +o0.
To this end, remark that

O L) -1 (V) = (/01 Ve (b +s0b-1))- ds) (b—1b").

Now, for any b € A, one has V®_1(b) € M, where M 2 {M e R*"¥*" : M1, =
1
LM;=-1lforj=1,...,2n— 1,—1 g < Mipn < =5, Mjj =0 otherwise}. So we
o
deduce, since M and A, are convex sets:

Vb, b € A, AM € M, &1 (b) — & 1(b) = M(b—V) .

We are now led to the demonstration of an absolute stability property for a class of discrete

dynamical systems. Defining a norm in R?™ by |[|b]| a 2 1bjl + 122, b5l one shows the
following result:

Lemma 9. The following claims are true:

o VM € M, Vb e B2, | Mb|| < ||b]|.

T 2%

k=1

e VM®) € M, k =1,...,2n, Vb € R, = |||| implies bjbj41 > O for

j=1,...,2n—1.

2Here, [®;']% = [®;']*~1 0 ®; ", k € N — {0}, where o denotes the composition.

INRIA



P.I. CONTROL OF NONLINEAR OSCILLATIONS FOR A SYSTEM WITH DELAY 19

2nm

I M®b

k=1

eVm =1,....2n—1, YM® € M, k = 1,...,2nm, Vb € R2", = ||b]|

implies bjbjim >0 for j=1,...,2n —m.

2n(2n—1)+1
e Vbe R, VMW e M, k=1,...,2n(2n — 1) +1, II M%) =pl=b=0.
k=1

From the last property and compacity of M, we deduce

2n(2n—1)+1
sup H MW <1,
M®em k=1

k=1,....2n(2n—1)+1

Then, [®,,1]2?(2n=1+1 is a contraction on A,,. Since by hypothesis b¥:" = [®,,]¥—ko (pko-n) €
A,, k > ko, and A, is bounded, then b¥e:" = b*. From this, we deduce that z(t) =
xh(t—h—ty) or z(t) =a}(t —h—tg, — T2—") for t > tg,.

It remains to prove Lemma 9:
Proof of Lemma 9. e The first point is deduced by the fact that M has the following form:

2n—1

— Z b; + M 2nbop
Mb = = ,
ban-1
and —1 < M 2, <0.
e Defining for the second point, M = ﬁ M) (where the product is taken from left to
k=1

right), we deduce:

(1+ M)y — M), bo

My=| (1+ Mf?;fl))bznfl - M1(,2272b2n , (19)

2n—1

-3 b+ M bs,
j=1

RR n~° 3422



20 M. Akian , P.-A. Bliman , M. Sorine

and (recall that —1 < Ml(‘,;Z)n < 0):

2n—1 2n—1
Il = S|+ ME)b; — M b+ | S by — M b | — ML, b
j=1 j=1
2n—1 2n—1
] +1 2 1
< 30 (@ M) = MEED i) + | 3 by = MR b | — ML, bl
=1 j=1
(with equality if and only if bjbj41 >0, j=1,...,2n — 1)
2n—1 2n—1
2 2
= > (bl = Mol + | D by — M5 bon
i=1 =1
< ol -

e The third point is proved by induction on m. For instance, for m = 2,

4n 4n
IIa®s) < || T] M%) <ol
k=1 k=2n+1

and, if the extremal expressions are equal, then, by second point,

b]‘b]‘+1 >0 and (Mb)j(Mb)j+1 > 0, V] = 1,...,277,— 1 y

4n
where Mb = H M®p, Using the expression of (Mb); as in (19), and the fact that
k=2n+1
-1< M1(,J2)n < 0, we deduce that bjbj12 >0,7=1,...,2n— 2.
e For the last point, we apply the third one to b and Mb, where M = M2n(2n-1+1) e
then obtain that all the coefficients of b (resp. Mb) have same sign. If b # 0, then for instance
b; > 0 for any j = 1,...,2n. Hence, (Mb); < 0 (as Mi,2, < 0) and (Mb); = bj—1 < 0 for
any j = 2,...,2n. This implies by = --- = bap—1 = 0, bap, > 0, (Mb)1 = M 2pb2n, <0, and
||MY]| < ||b]|, which contradicts the hypotheses. O

4.3 The level O

It remains to prove that any evolution at level V' = 0 tends in a finite time towards the SO
cycle. Indeed, this is clear, as this happens as soon as V' (t) = 0: at that instant,  crosses
zero and the evolution is the slowly oscillating periodic one, see also [22, 9].

Remark that when (PI) holds, the function V' does not decrease anymore. Indeed, it is
possible to show, as in [18, 10] that the integer part of % decreases.
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5 Proof of Theorem 2 when the initial condition has an
infinite number of zeros

Counsider now a solution x of (1) corresponding to an initial condition with infinite number
of zeros. In order to prove that V' (t) is finite after a finite time, we follow the technique of
[17], except that we consider the set Z of zeros with change of sign instead of the set of all
zeros. This is possible because of our choice of sgnQ, which has as a consequence that the
set of all zeros of z on [0,+00) is zero-measured (see Theorem 5 above).

5.1 Properties of the set 7
Lemma 10. The set Z is closed.

Proof. Let t; be a sequence of elements of Z converging to t. There exists a subsequence, also
denoted t;, which converges e.g. from below. Let ¢} < ¢; < ¢! < t be such that z(¢})z(t}") < 0,
together with ¢ — ¢! — 0 (see (4)). Then ¢}, tend to ¢.

Let ¢ > 0 be fixed. There exists ¢ such that ¢}, € (¢t — ¢,¢). Now, as is proved in
Theorem 5 above, the set of all zeros of z on [0,400) is zero-measured, due to the choice
of sgn0. Hence, there exists t" € (¢,t + ¢) such that x(t") # 0. We have z(¢})z(¢'") < 0 or

x(t)z(t") < 0, which proves that ¢ € Z and completes the proof. O

Let Acc Z be the set of accumulation points of Z (included in Z by Lemma 10). The
following result is also proved in [17].

Lemma 11. Ift € AccZ,t > h, thent — h € Acc Z.

Proof. Indeed, if t € Acc Z, then there exists for instance an increasing sequence t; € Z
with 2 increasing around the points t9; and decreasing around the points t2;41. Then,
sgnz(t; — h) = (=1)"*! and there exists t; € (t;,t;11) such that ¢, — h € Z. Hence,
t—h=lim, ,4t; —h € AccZ. O

5.2 Principle of the proof

Let t > 2h be such that V(t) = +oo. Suppose first that [0,{])NZ = P or t' = sup[0,t]NZ < h,
then, by Theorem 5, we have e.g. z > 0 almost everywhere on [h, t]. Hence, = decreases from
time ¢ to a certain time ¢” where x crosses 0 and changes sign. Then, V(¢'") = 0, and the
evolution is the slowly oscillating one. Indeed, if [0,¢] N Z # 0, then the proof of Theorem 6
implies that t'' —#' < %‘L where T is defined by (3), sot” < h+ %‘L If [0,t)NZ = (, the value
of t" depends necessarily upon the initial condition 2. Suppose now that ' > h. Therefore,
by the definition of V', there exists an infinite number of elements of Z in [t — h,#']. Then
by compacity, there exists at least one accumulation point o of Z in [t' — h,t']. Hence, for
any t > 2h such that V(t) = 400 and t' > t —h > h, there exists a € Acc Z with a > ¢t — 2h.
Conversely, if @ € AccZ and a > h, V(a + £) = +o0o. Hence, V(t) is finite after a finite
time if and only if Acc Z is empty or bounded. If Acc Z # 0 is bounded, V(t) is finite for
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22 M. Akian , P.-A. Bliman , M. Sorine

t > maxAccZ + h + TT‘; (by the same arguments as for the bound on ¢"). We prove below
that when Acc Z is non-empty, it is bounded, and give a bound for max Acc Z in function
of the initial condition z|(_j,q).

For this purpose, we fix a € Acc Z, a > 2h (« large if supAcc Z = +00, « = maxAcc Z
otherwise). By Lemma 11, @ — kh € AccZ for all k € N, £ < &. Then, we construct a
function v of @ € AccZ, a > h (depending on Z), such that on the one hand v(a — kh)
decreases and “tends to 0 when k¥ — +00”, and on the other hand, v(a — koh) is lower
bounded by some constant (depending on z|(_p,0)), for ko = ] —1. Here, | ¥ ] denotes the
integer part of §. This furnishes a bound for kg and then for a.

Lemma 12. The following formula defines a nonnegative real-valued function on the set of
bounded open sets U of R:

I
w(U) a Z log cosh =81 (20)
2T
I connected
component of U
It has the properties:
2
log cosh measU
sup meas] | —2 %% ar (U) < measy < +o0 . (21)

<p
I connected (meas U)?

component of U

Proof. Any bounded open set U of R has at most a countable number of connected com-
ponents, and they are open intervals. Since logcoshy > 0 for all w > 0, the sum in (20)
does not depend upon the ordering on the set of connected components, and y is hence well-
defined. It is a o-additive positive function on the open sets, that is u(U) = >, 7 u(U;) if
{U; : i € T C N} is a partition of U into open sets.

The right inequality in (21) follows from the property logcosh § < % for all w > 0. The
left one is due to the fact that logcosh(5%)/u® decreases for u > 0. O

Proposition 13. If (P) holds, then, for any solution of (1), the following formula defines a
nonnegative real-valued function on the set of open intervals I of Rt with bounds in AccZ
and length measI < h:

v(I) & u(1\2) .

Moreover, there exists 6 > 0 such that, for any open interval I C [h,+00) with bounds in
Acc Z and length measI < h,

v(I)®

A=W <D = ey

(22)

where by definition, I — h denotes the set I translated by —h.
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For any open interval I with bounds in AccZ and length measI < h, the set I\Z is
open, since Z is closed, and such that meas (I\Z) = meas I, since meas Z = 0 by Theorem 5.
Hence, the definition of v in Proposition 13 is meaningful. The proof of (22) is the subject
of Sections 5.3 to 5.6. We first end the proof of Theorem 2 by using Proposition 13.

Defining

v(a) a v((a — h,a)) for a € AccZ,aa > h ,

inequality (22) implies in particular that

3
v(a
vie —h) <via)—§6 (Bﬁ ,
and then (see [17, Proposition 2.1]):
h? Ala
—kh) < ——=fork<ky=|-|—-1. 23
ek < ke o F S H 23

From (21), we get

2 log cosh %

v(a —koh) > (Sup li) B )

ieT
where l;,7 € T C N are the lengths of the connected components of (a— (kg +1)h, a—koh)\Z.
By the definition of Z, the connected components of Z¢ = {t > 0 : t & Z} are the maximal
intervals where z has a constant sign a.e. Let I be an interval of (—h,+o0) with e.g.
sgnz(t) = 1 a.e. on I. Then, 7& + 2 = —1 a.e. on I + h, and = decreases in I + h, which
implies that either 2 has constant sign on I + h, or z is positive on the first part of the
interval I + h and negative on the other part. Hence, I + h is included in the union of the
closure of two connected components of Z¢. This implies that:

5 2 sup{meas] : I C (—h,0), sgnz constant a.e. on I} (24)
< 2sup{measI : I connected component of (0,h)\Z}
< 4supl; .

JET

The last inequality is deduced from the fact that (a—(ko+1)h,a—koh) C (0,2h). Therefore,

log cosh% §\°
_ >_°"" 2 (=
V(a kOh') el 16 <h) )

and, by (23):

_ 2
1 ( 16h” _ > <§> o 1
6 \ log cosh % h

DN | =
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This implies:

s\~
maxAchSrc(lJ;—(E) ),

with & defined in (24) and ¢ depending on h. This achieves the proof of Theorem 2 (see the
beginning of the present section).

It now remains to prove formula (22). This is made in the remaining of Section 5.

5.3 Proof of (22) in a particular case where / and [ — h do not
contain accumulation points of 7

If I is an open interval with bounds in Acc Z such that I N AccZ = (), then the points of

Z NI may be ordered in increasing order. Therefore, the connected components of U 2 nz
may be ordered in increasing order too. Let us denote them by U;,j € J C Z (U; increasing

wrt j). Let us define the sequence b by: b; 2 measU; /T if j € T, b; 2 0 otherwise. We

have measU = 73 ,,b; and v(I) = u(b) 2 > jez logcosh %’ The sequence b belongs to
the following set:

Ao 2 {(bj)jez : b; >0,0< > b; <h,bj =0=> by =0 for j' < j or by = 0for j' > j} .
JEZ
Since, by the definition of Z, the sign of z is constant a.e. in U; and alternating wrt j, we
may impose sgnz = (—1)7 a.e. on Uj.
Suppose now that I — h has also no accumulating points of Z inside. Denote U; the

connected components of U 2 I\(Z + h), increasingly ordered as the U;’s, and denote

b 2 meas U, /. Since x increases (resp. decreases) around t € I if and only if z(. — h) < 0
(resp. z(. — h) > 0) a.e. around ¢, the sets U; are exactly the connected components of the

open subset of I containing all the points around which z is monotonous. The sequence

52 (bj)jez € Ay verifies the following property: there exists # € W+ (I) such that, for

all j € Z,
7% +%=(-1)"'kp ae. on U; , (=1)% >0 a.e. on U . (25)

Any element of A, verifying this property is called a predecessor of b. A particularly
simple predecessor, denoted b', is obtained by using a function Z satisfying (25) and being
either increasing/decreasing, or decreasing/increasing, on any interval U;. We denote z' the
corresponding value of Z. One shows easily (see Figure 5) that this corresponds to choose

b; =bjp1 +log(l+e Pi+t) —log(l+e ") . (26)
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v, oo

J Jj+1
< --=---- > - > - >
.’E’
t
<< -------= > - - - > < - - -
bj_l bj bj+1 bj_|_2

Figure 5: Optimal predecessor (The indexation shown corresponds to an arbitrary even
integer j7)

This predecessor is called optimal for reasons which will become clear in 5.4 and 5.5.
Let us prove (22) in the particular case where b = b'. We have:

b
nNoo— %
ud) = Zlog cosh 5
JEL
v
ei+1 1 ,
= Zlog 5 "3 ij
JEZ JEZ
b; 1
= Zlog (% (1:27:3@11 + 1)) ~3 ij (due to the definition of b’
JEL JEZ

, meas U _ meas] measU
and the fact that Zb]- =——=———=——+= ij)

JEZ JEZ
ebi+1 1 1 1
= Zlog 5 _§ij+zlog(l+1+ebf—1_1+ebi)
JEZ JEZ JEZ
1 1
b) = u log (1 - . 27
W) = )+ g (14 i 1o ) (27)

JEZ

We now regroup some useful technical results in the following lemma, whose proof is
elementary.
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Lemma 14. The following claims are true:

1
|u|§1+ = = log(1+u) < u — 61u?,
P

- - 1
Glé(1+e*h) (1—(1+eh)10g(1+ _))>0, (28)
14+eh
0< <h ! ! > 6, | 6, 2 et >0 (29)
U= Ttev 1tev|= 2070 2T (L+ehy ’

1

u20:>10gcosh%§0—u2, 03é8. (30)
3

From (27), (28), (29), we deduce

1 1 1 1 2
N < - - .
) < )+ (1 +ebi-t 14e b ) b1 ,-Zez (1 +ebi-1 14e b )

JEZ

< p(b) — 6163 (b —bj1)”.

JEZ

Now, as b is a nonnegative summable sequence, [17, Formulas (2.6) and (2.14)] implies that

(Z bj) > (b —bj1)* > 2 (Z b?) :

jEL jez JEL
We hence deduce, with the help of (30):
p(b)’®

p(') < () - am

)

with 6 2 20,0265 > 0. Since v(I — h) = pu(b') and v(I) = u(b), then (22) is proved.

5.4 Proof of (22) for general [ such that [ and 7 — h do not contain
accumulation points of 7
We study here the case where INAcc Z = IN(Acc Z+h) = 0, so the connected components

of U 2 I\Z and U a I\(Z + h) may be ordered as in Section 5.3, but we suppose that the
predecessor b of b is different (up to a translation) from b’ defined in (26). We prove that

v(I — h) = u(b) < w(b'), which implies (22), due to Section 5.3.
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(T30);-  (T3B); 11

< ------= > << - >

-\ B
\TJ.T

bjf_}_z
<---->o< << >

bjf bjf_}_l i)j+

Figure 6: Suboptimal predecessors and their transformation (j and j* are even, p =

.+_,__
J ; 1 _ 1)

Let Uj, by, Uj,l;j,bg-,a:’ be defined as in Section 5.3. The function # = z|; satisfies (25).
For any j € Z, let T; be the following transformation on the function & (see Figure 6):

Tjiczicon I\Uj, Tj{ﬁz.%'l on Uj . (31)

Let j~ (resp. jt) be the unique index j’ such that Ujs contains the left (resp. right) boundary
of U;. By the monotony of # on the intervals UJ/, we have j7 —j~ =2p+ 1 withpe N

(Figure 6 shows a case where p = 1). Moreover, U -4+1,--->Uj+_1 C U;j. Let us partition
U; into two subintervals U;” and U JT", with U;” < U; + and
_A 1+ ebs 1 A _ 14e7b
—measU;” = b; zlog( 2 ), ;measU]T":b;':bJ—bj :—log(T .

If # is equal to 2’ on Uj, then p = 0 and

U,-nU;=U;, UpnU;=U;.

The transformation T; generates the following transformation, also denoted T}, on U and
b. The sets U - U+ are replaced by (T} U) - = U UU; and (T} U)J 41 = U+ UU
Therefore, the numbers b] ,...,b]+ are replaced by (T b)J_ = b~ +b; and (T; b)J 11 =
bt +bf, with
,- A meas U,-\U; y+ A meas U+\U;
T ’ T )

The other components remain unchanged, up to a reindexation.
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Lemma 15. For all predecessorg of b and for all j € Z, we have
p(d) < W(T50) -

Proof. Let us consider the two (2p + 2)-dimensional vectors

(5j—,...,bj+), v

11>
11>

u (T8 (T38);- 41,0, 0) . (32)
Since ij) and b differ only (up to a reindexation) by the coordinates present in u and v, we
have

2p+2 v 2p+2 ”
7 7 1 1
u(T5b) — p(d) = 12_1 log cosh 2~ IE_I log cosh 5 -

The proof of Lemma 15 then reduces to show g(u) < g(v) for g : R??*2 — R u — g(u) =

72 log cosh 4. Since log cosh is a convex function, g is Schur-convex (see [15], [11], and
[13, Proposition 3.C.1, p. 64], where a general presentation of the subject may be found). In
other words, g(u) < g(v) for any u,v € R2P*2 such that u is magjorized by v, that is fulfilling

the two following conditions:

2p+2 2p+2

Z u = Z v, (33)
=1 =1

max u < max v, VL=1,....2p+1. 34)
cardL =L ZEZL cardL =L IEZL (
L£cC{l,...,2p+2} L£Lc{l,...,2p+2}

It then suffices to prove that v majorizes u, for u,v given by (32).

Since
+o0 +oo +o00
b = (Tib)y = Y by,
j1=—o0 j1=—o0 j=—oc0
2p+2 2p+2 . . .
we have » 7" u; = > ;2" vy, that is (33). Since v has only two nonzero coordinates, (34)

is fulfilled for L > 2. The case L = 1 is equivalent to

x| b < max{(T;b);-, (T;b)j- 41} -

From the previous computations and as b*,b~ > 0, it is sufficient to prove

max{Bj— - bi, Ej_-l-l’ ey l~)j+_1, Bj+ - b+} S ma,x{b;, b;— 5 (35)
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that is

max measU;NU; < max{meas U; ,meas U, } .
I=j=. 7

Since the intervals U; are the maximal intervals on which # is monotonous, the previous
inequality means that the maximum length of an interval of monotony of # in Uj is less than
that of z'.

But it is easy to see from Figure 6 that the maximum length of a subinterval of U; on
which # increases is less than the length of the (unique) interval on which z’ increases (that is
Tb; if j is even, Tb;r if j is odd). This is a consequence of the stationnarity of the equation
7t +x = € (¢ = kp). Indeed, let us suppose that j is even, and consider an interval
(t',t") C U; = (t,t + 7b;) where Z increases. Then # satisfies 74 + & = kp on (¢,¢"), and
Z(t') > 0. But 2’ satisfies the same equation on (¢,¢ +7b; ), and 2'(t) = 0. If ¢t —¢' > 7b,
then #(t") > z'(t + 7b; ) (by the stationnarity of 74 +x = kp), and t" > ¢ + 7b; . Using
all the properties of ' and Z, that is: x' verifies 72’ + ' = —kp on (¢t + Tb; ,t + Tb;), &
either increases or is a solution of the same equation on (¢",t+7b;), Z(¢") > 2'(t+7b;) and
Z(t + 7b;) = 2'(t + 7b;) = 0, we obtain that the trajectory of Z on [t",t + 7b;] contains all
the trajectory of 2’ on [t + 7b} ,t + 7b;] but at different instants. This is impossible, since
there is not enough time: ¢ + 7b; —t" < (t + 7b;) — (¢ + 7} ).

From this, we conclude that (recall that j= +2p = j+* — 1)

max{i)j— — bi, Bj—+2, ey Ej‘-{—?p} < b]_ .

Analogously, we may show that

max{5j+_2p, ey Bj+_2, Bj+ —_ b+} S b;— .
This leads to (35), and achieves the proof. O
By applying the transformations T successively for j € {—m,...,m}, we obtain a func-

tion ™ 2 (T-p 0+ 0T,)% (the composition is commutative), equal to 2’ on the closure
cl (U;":_m Uj). Since the limit of the latter increasing sequence of sets is equal to I, ™
tends to z' (pointwise). Applying the following lemma to b = (T_py 0 --- 0 Tpm)b, we ob-
tain p(b™) — p(b’) when m — +o0o, and finally deduce, with the help of Lemma 15, that
1(b) < pu(b"). Therefore, b’ is an optimal predecessor, in the sense that

u(d') = max u(b)
beA
b predecessor of b

and (22) is proved for general I such that I and I — h do not contain accumulation points
of Z.
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Lemma 16. Let b be a predecessor of b and & satisfy (25). If & = ' on the closure
cl(UJ_fm U;), then

m—1

|p(b) — (b’)|< —meas | I\ U u Z b+2b

j=—m+1 j=—00

Proof. The proof proceeds from the following inequalities:

3 b;-
Z log cosh 0} + Z log cosh 0}
jed jeJ’

lu(d) — u(v"))|

IA

where J a {j €7 : Uj ¢ ( U Ul>} and similarly for 7'

I=—m
—E:b += E:b’
JEJ ]EJ'
—m +o0
Z bj+2bj—>0whenm—>+oo,

j=—c0  j=m

IA

IA

using the fact that logcosh § < % for v > 0 and the definition of NN
O

5.5 Proof of (22) for general I such that I does not contain accu-
mulation points of 7

We study here the case where I N AccZ = (), but I N (Ach + h) # (0. We use the same
notations as in Section 5.4 for U,U,U; Uy U ,bj, b5 ,b] ,05,%,2'. We prove again that
v(I —h) = u(U) < p(b'), which implies (22). 5

Since I — h contains accumulation points of Z, the connected components U;, i € Z C N
of U cannot be ordered in increasing order; to recall this fact, we use a different notation of
the indexes, namely i € 7 instead of j € J. They still correspond to the intervals on which
Z is monotonous. We define T as in (31).

Contrarily to what happens in Section 5.4, for a given j € J, the number of intervals U;
intersecting U; may be infinite, and these sets U; may possibly not be ordered in increasing
order. Moreover, the boundaries of U; may be accumulation points of Z + h, and then of the
(boundaries of the) intervals U;. In this case, there may not exist an interval U; intersecting
both U; and U;_q (resp. Ujt1), as (7]-— (resp. (7]-+) in Section 5.4.

Instead, we denote j~ (resp. j1) the unique i € 7, if it exists, such that the closure

cl(U;) contains the left (resp. right) boundary of U;. We also denote Z; 2 {ie\{7 ,it} :
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U; C U;} and Z; 2 Z;U{j=,j*t}. If j~ (resp. jt) does not exist, we put U;- = @ (resp.
(?j+ = @)

The transformation of U generated by T} acts as follows: the sets U, fori e fj are repla-
ced by (Tj(?)j— = conv((]’j— UU;") and (Tjﬁ')ﬁ = conv((]'jJr U UJT"), where conv S denotes
the convex hull of the set S (the convexification is needed to include the boundaries of Uj).
The other components remain unchanged.

In order to achieve the proof, we generalize the results of Lemmas 15 and 16.
Generalization of Lemma 16 is straightforward. It yields the implication

m—1

N " . 1
w:x'oncl(U Uj):>|u(b)—u(b')|§;meas I\ U U |,

j=—m j=—m+1

which is proved as in the original form, replacing Bj by meas U; /7.

Generalization of Lemma 15 consists in proving that u(T7) < u(T;0U). This reduces to
adapt the proof of Lemma 15 to the case p = +0o. We consider the vectors u,v € R% defined
by u; = measU; /7 for all i € fj and v; = meas (T;U); /7 for i € {j~,jt}, v; = 0 otherwise.
As in Lemma 15, we have to prove g(u) < g(v), for g : RY — Ryu Zz’eij log cosh %t.

Indeed, for the values of g,u,v of Lemma 15 (that is for finite p), the inequality g(u) <
g(v) holds under the only condition (34), since logcosh is increasing in R* and w;,v; > 0.
The weaker order relation induced by (34) is called weak majorization, and the corresponding
result is proved in [19, 21] and may be found in [13, 3.C.1.b, p. 64].

It is easy to check, by the same arguments as in Lemma 15, that the vectors u and v
satisfy the inequalities (34). Moreover, for any finite subset S of Z; containing j~ and jt,
the truncatures us = (ui,i € S), vs = (vi,1 € S) of u, v still satisfy (34), that is here:

max u; < max v, V1I<L<cardS<+o0o.
card[,:LlEZE : cardﬁleeZL !
LCS LCS

Then:

Usg Vi
Z log cosh ) < Z log cosh 5
i€S i€ES

Passing to the limit when S tends towards Z;, we get g(u) < g(v).

5.6 Proof of (22) for general

Let I be a general open interval with bounds in Acc Z and meas I < h, and let U = I'\Acc Z.
The set U is open, and is then the (finite or countable) union of its connected components
Ui, i € T C N, which form a partition of U. However in general, the sets U; cannot be
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anymore ordered (again, we use the same notation of the indexes). Since measZ = 0, we
have:

E meas U; = measU = meas ] .
ieT

Moreover, I\Z = U\Z = |J,.; U;\Z (disjoint union) and, by the o-additivity of u,

v(I) = v(Ui) .

€L

i€l

Since t € Acc Z implies t — h € AccZ (by Lemma 11), then (I — h)\AccZ C U — h and
(I =h)\Z = (U~ h)\Z = U,;cz(Ui — h)\Z (disjoint union). Therefore,

v(I—h)=> v(Ui—h).
i€l

Since (22) has already been proved for open intervals with bounds in AccZ and no
accumulation points of Z inside (see Section 5.5), we have, for any i € Z:

v(U;)?

B < A P S SV
v(U; — h) <v(U;) — 01 (meas U)F

Summing the previous inequalities, we obtain:

14 1'3
W(I - h) 51/([)—0742% .
.EI 1

o=
(XS]

=
=
[
(]
=
S
IA

By use of Holder inequality, we obtain:
v(U)? > ( )
; Z 7 Z(meas U;)
i€l (iEI (meas U;) ieT

v(U; 3 i 4
(Z m) (measI)s .

€T

Then,

v(I)?

v(I —h) < v(I) —074m ,

and the proof of (22) is done for general I with bounds in Acc Z.
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