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Abstract: We present a new Neumann-Neumann type preconditioner of large
scale linear systems arising from plate and shell problems. The advantage of the
new method is a smaller coarse space than earlier method of the authors, which
improves parallel scalability. A new abstract framework for Neumann-Neumann
preconditioners is used to prove optimal convergence properties of the method. The
convergence estimates are independent of the number of subdomains, coeflicient
jumps between subdomains, and depend only polylogarithmically on the number
of elements per subdomain. We formulate and prove an approximate parametric
variational principle for Reissner-Mindlin elements as the plate thickness approaches
zero, which makes the results applicable to a large class of non-locking elements in
everyday engineering use. The theoretical results are confirmed by computational
experiments on model problems as well as examples from real world engineering
practice.
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Un Algorithme de Décomposition de Domaines de
type Neumann-Neumann pour les Problemes de
Plaques et Coques

Résumé : Cet article introduit un nouveau préconditionneur de type Neumann-
Neumann pour la solution numérique sur machines paralleles de grands problemes
de plaques ou de coques approchés par éléments finis. Cette méthode utilise un es-
pace grossier réduit par rapport a une premieére version introduite par les auteurs. La
convergence optimale de la méthode est démontrée grice a 'introduction d’un nou-
veau cadre abstrait qui permet d’analyser de maniere systématique les précondition-
neurs de type Neumann-Neumann. I.’estimation de convergence est indépendante du
nombre de sous-domaines, des sauts de coefficients élastiques entre sous-domaines,
et ne dépend que logarithmiquement du nombre d’éléments finis par sous-domaine.
Nous introduisons aussi un principe variationnel paramétrique approché de type
Reissner-Mindlin, ce qui permet d’appliquer nos résultats & un tres grand nombre
d’éléments finis de plaques utilisés en pratique. Les résultats théoriques sont confir-
més par diverses expériences numeériques effectuées a la fois sur de petits problemes
modeles et sur des cas industriels significatifs.

Mots-clé : Méthodes itératives, gradient conjugué, préconditionnement, décom-
position de domaines, sous-structuration, problemes sur grille grossiere, plaques,
coques, principes variationnels paramétriques.
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1. Introduction. The application of domain decomposition methods to the
numerical solution of plate or shell problems faces two difficulties: the very
poor conditioning of the associated algebraic operator, and the strong continuity
requirements needed at each interface. On the other hand, the partition of plate
and shell structures into connected substructures is quite a natural operation; direct
substructuring has been used for a long time in Engineering. Such direct techniques
are successful but are restricted to partitions into small numbers of subdomains and
are hard to implement on parallel machines.

The purpose of this paper is to introduce an iterative substructuring technique
for thin plates and shells structures which has good parallel and convergence
properties and which can handle partitions into a large number of subdomains.
The present method is a generalization of the technique we have first described
in [25], which uses a Neumann-Neumann preconditioner with a coarse grid solver.
The local poor conditioning of the algebraic operator and the interface continuity
requirements are handled by the local Neumann operator. A coarse grid solver is
added in order to facilitate exchange of information between the subdomains and
thus assure that the convergence does not deteriorate with the number of subdomains
[27]. The main idea in [25] was to adapt the method of [27] by enlarging the
coarse space to enforce continuity of the solution at subdomain corners throughout
the iteration. This gave good convergence for plate problems. Here we present an
improved method, which reduces significantly the size of the coarse problem while
preserving the good convergence properties of the method from [25]. We present
a new abstract framework for Neumann-Neumann methods and prove the usual
optimal domain decomposition estimate: the condition number grows only weakly
with the number of elements per subdomain, and it is bounded independently of the
number of subdomains, and of coefficient jumps.

The Neumann-Neumann preconditioner with a coarse space was introduced in
[27] under the name Balancing Domain Decomposition and further studied in [12, 28,
29]. Our abstract framework and analysis are related to the representation of another
Neumann-Neumann method with a coarse space as an abstract Schwarz method in
[16]. For earlier work on the Neumann-Neumann and similar preconditioners without
a coarse space, see [1, 13, 14, 21, 32]. A domain decomposition method in a sense
dual to Neumann-Neumann is obtained by enforcing intersubdomain continuity by
Lagrange multipliers [19, 35, 17]. That method, known as FETI, gives rise to a
natural coarse problem [18, 30]. A version of FETI with convergence properties for
plates similar to the present method, is based on enforcing the continuity of solution
at subdomain corners, also by enlarging the coarse space [31].

RR n"2635



4 Patrick Le Tallec , Jan Mandel. , Marina Vidrascu

In Section 2, we review the Kirchhoff-Love thin plate model discretized by
conforming reduced HCT triangles [11] or approximated by DKT triangles [2]. We
show that the local stiffness matrices of these elements are spectrally equivalent, and
prove also spectral equivalence, uniformly as the plate thickness approaches zero,
for a class of non-locking Reissner-Mindlin elements used in everyday engineering
practice. This approzimate parametric variational principle will allow us to restrict
convergence proofs to the HCT element. The iterative substructuring algorithm is
then introduced in Section 3 within a new general framework, which can describe
and analyse Neumann-Neumann preconditioners in all generality. In Section 4, we
prove several technical lemmas and apply them to the abstract framework to obtain
a bound on the condition number. The paper is concluded by a discussion on
implementation issues and a description of the numerical tests, which have been
run to validate the algorithm for both plate and shell problems in Section 5.

2. Finite Elements for Plates.

2.1. Conforming Approximation of the Kirchhoff-Love model. Let us
consider a plate occupying a domain € in IR?, which is clamped on the part 99, of
its boundary and simply supported along 9925 — 0%, (Figure 1). Then, a Kirchhoff-
Love model characterizes the vertical displacement u of the plate as the solution of
the variational problem

(1) a(u,v) = L(v),Yv e H(Q),uv € H(Q),

under the notation

a(,v) = /5(§(u)):]§':5(§(v)),
Q
L(v) = /f“u—l— mgOnv + guv,
Q IN—9Q, IN—9Q,
H(Q) = {veH*(Q),v=0 on 09,,0,v =0 on 9.}

Above, f denotes the density of vertical forces, m, the density of flexion moments
applied on the part 92 — 9€2. of the boundary where the plate is free to rotate, g is
the density of boundary vertical loading and HH() denotes the space of kinemati-
cally admissible displacement fields.

Moreover &(f) = %(V(‘T—I— Vv7T§) is the curvature tensor, f(u) = Vu represents the
inplane rotation of the plate, K the plate flexural stiffness. For a simple isotropic

INRIA
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FiG. 1. Plate configuration. The plate is clamped on 92 and simply supported on 992, — 9€1..

plate of thickness ¢, made of an homogeneous elastic material with Young modulus
FE and Poisson coeflicient v, this flexural stiffness is given by

. o Et3

e((u)): K :e(0(v)) = m((l — V)V : Vi + vAuAvw).

In the general case, K has a more complex writing but is always symmetric, elliptic,
continuous :

(2) e(f): K : (6
(3) e(9)
The HCT finite element approximation of the above plate problem is then simply

obtained by partitioning € into a regular triangulation Q@ = UzT (Fig. 2) and by
replacing H(€2) in (1) by the finite element space

'
IN IV

H,(Q) = {v € H(Q),v|r € CY(T),v|r, € P3(T;), for any subtriangle T; of T,
On|a;a, € Pi(a;a;) for any side a;a; of the triangle 7'}

Elements v of this space are characterized by their values v(a;) and the values of
their derivatives Duv(a;) at each vertex a; of the triangulation (Fig. 3). The position
of the internal vertex ar is not arbitrary but is determined in order to guarantee
the unisolvence of the element :

For any order a = 0, z1, 25 of the derivative, for any node ¢, there exists then
a unique shape function @,; such that

99042'|T € CI(T)7

RR n"2635



6 Patrick Le Tallec , Jan Mandel. , Marina Vidrascu

%
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FiG. 2. Triangulation and decomposition of the plate in nonoverlapping subdomains

FiGg. 3. Reduced HCT triangle. Displacements are characterized by their values and the values
of their derwatives at each vertex.

INRIA
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¢oilT, € P3(Tj), V subtriangle T; of T,
OnPaila,ay, € Pr(ajag),
Ippaiaj) = bijbap.

We refer to [5, 11] for more details on this element.

2.2. DKT Triangle. In a Discrete Kirchhoff Triangle, the vertical displace-
ment u of the plate and its inplane rotation g are treated as two separate variables.
On each triangle T of the triangulation, the displacement w(M) is a third order
polynomial of the barycentric coordinates A; of M

(4) u(ﬂ/l) = E(QZAZ + bi/\i/\i-l—l + Ci/\?/\i-}-l)a

k3

the rotation @ is a reduced second order polynomial

5) = (B(ai)Xi + 4iAidig1@iir1 )

>,

k3

and v and § satisfy the tangential Kirchhoff hypothesis

0 Ju_ g%
s laa)

along each side a;a; of the triangle. By writing (6) at each vertex a;, we first have
0(a;) = Vu(a;).

By integrating (6) along the side a;a;, we also get

= . .2
w(aiyn) = w(ai) = 5(0(a:) + 0(ai)) @i + ailaiai .
Therefore, the discrete Kirchhoff hypothesis (6) gives the local rotation é]T as a
function of u by

L T
0|T = Hd(u) = Z (VU(GZ)AZ + GVfiH(u)ﬁ/\iAiH) s

where
V() = o fu(a;) — u(es) — 5(Va(a) + Va(a) @]

 aiay)

RR n"2635



8 Patrick Le Tallec , Jan Mandel. , Marina Vidrascu

This approximation leads to the following definition of our finite element space

Hy(Q) = {ve C°N),v|r satisfies (4), 64(v) € C°(Q),
(7) v=0 on 99,0;(v)=0 on Q..

Elements v of this space are again characterized by their values v(a;) and the values
of their derivatives Dv(a;) at each vertex a; of the triangulation. The corresponding
discrete variational formulation of the plate problem (1) becomes

(8) Ag(gd(u)) D K 2 e(By(v)) = L(v), Yo € Hy(Q),u € Hy(Q).

2.3. Spectral equivalence. The results of this section will allow us to reduce
all considerations to the HCT element. First we show that the local stiffness matrices
of the reduced HCT triangle and the DKT triangle are spectrally equivalent to a
quadratic form based on finite differences of the values of the degrees of freedom.

THEOREM 2.1. Let T = aqjagas be a given finite element of a shape reqular
triangulation of Q. Let U = (0,u(a;)), |a| < 1 be the nodal degrees of freedom of
T. Let Igcr(U) = 0yu(a;)pa; be the local HC'T interpolate of u and Q;;(U) be the
quadratic form

(9) Qi(U) = [Vu(ar) - Vu(a)P + [V3ul?, 1<i#j<3.

The form @ and the local stiffness matriz Ay of both the reduced HC'T and the DKT
triangle satisfy then the equivalence property

1
(10) collaerUl3 57 t—gUTATU <callgerUl3 o,

(11) ollaerUlr < Y Qiia(U) < eslIuorUl3 4 -

IN

Above, the constant ¢; are independent of the element and of the plate thickness but
¢, and cq do depend on the material constants ¢, and c,.
Proof. By construction, the local stiffness matrices are given by

UT ApU = /Tg(é‘) K : e (0)

— —

with ¢(8) = e(0(IgcrU)) = Vi gerU for the HCT triangle and

8) = e(6a(1)) = 3 Vaulai)e (M) + 6V 41 (1) e (Aidig1)

|aiaitq]

e(

INRIA



Domain Decomposition for Plales and Shells 9

for the DKT triangle. From the ellipticity conditions (2)-(3), we can therefore deduce
. 1 .
(12) cale(0)[5 0 < t_3UTATU < cale(8)15.9.7-

For the reduced HCT triangle, this is exactly (10) with ¢, = ¢, and ¢; = ¢,.
To study the DKT triangle, we first map T to a fixed afline equivalent triangle
T by the mapping

Z:=Bx + =z,

M~
m —~
3
=3
—_
= r
~—
~—
L a
]
SN
Q
~ ~—
S
~—~ ~—
N
—
=
e
& 2
=
s g
~— /5
N
Sy
L
~—
[l
—_
Qo>
Q
=
—_
S)
~—
-~

1 .- A a
&0) = 5(Vo+ vTe),
(13) Qi(U) = [Va(a;) — Va(a)* + VLU
In the reference triangle T, the nodal shape function ¢u;(ar, er, &) are piecewise
third order polynomials in & whose coefficients depend continuously on the position
ar of the internal vertex of the HCT triangle and on the eccentricity ep of 7' [11, 5].

By construction, if Ay and py denote the diameter and the internal radius of the
triangle 7', the above mappings satisfy

pr|Vu(a)| < |IVa(ai)| = [Va(a;).B™'| < hr|Va(ai)],

prlVEU| < |VED| = :“_“J:WQ U| < he| V34U,
PrluctUlsar < nerUl, 4 = det BV IgcrU.B7(§ o 0 < Wyl Incr UL o 0,
which implies
(14) prQii(U) < Qii(U) < h7Qu(U),
(15) Prle@D)ar < 180D, 5 < hHIe(8a)]5 21

On the other hand,

[ rcr(O)1, 4

5(9Ad)|(2)72j and EQz i+ (0)

RR n"2635



10 Patrick Le Tallec , Jan Mandel. , Marina Vidrascu

().

are three quadratic forms defined on IRY, operating on the variable U= (éa
U) which

These quadratic forms are independent of 7" with the exception of Iycr(
depends continuously on a7 and e7. Let us compute their kernels.

The last form Y, Q;i41(U) cancels if and only if Vi(a;) = Via(a;), and
a(a;) = a(a;) + Va(a;).a;a; for all i # j. In other words, the kernel of this last
form is

Pl = {ﬁ,ﬁﬁ(dl) = éoy’&(di) =i, + éo-di}
= AU, Incr(U)(&) = iy + 6,.7}.
The first form |IHCT(U)|§ o7 cancels if and only if IHCT(ﬁ) is a linear function,

which means that its kernel is again P;. Finally, |5A(0A)|(2J o cancels if and only if  is

14y

a pure rotation
0(3) = 0, + we, X &.
By construction of é, this is equivalent to
ﬁ?jﬁ =0, Vi#j, W&(ai) =0, + we, X a,.

By summation, this implies

0= |aiait1|Vi i U = Va(a;).ai—raipr = Y wdet(es, a;, Gi—1di11)
7 7

which can occur only if w = 0. Therefore the kernel of |£(6 )|2 o2 F is again P;.

Because all three quadratic forms have the same kernels on IR? the limits

(0) ?J2T

(16) ¢o(dr, ér) = inf ;

Ugh |IHCTU|22T
€(6)2

(17) ciar,ér) = sup #
ogp, [nerU[G, 4

(18) co(ar, ér) = inf M
UgP |IHCTU|22T

(19) cs(ar, ér) = sup —|EQ“+1( )l,
Urgh, |IHOTU|22T

INRIA
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are strictly positive continuous functions of a7 and er. Since these numbers belong
to compact subsets of 7" and IR, these functions ¢;(@r, er) are uniformly bounded
above and below in IRt by positive constant é;.

Combining (16)-(19) with (14)-(15) then yields

WrerUl3 o,

h2
(O3, < ke
PT

2 h2
Lol InerUlsar < XiQiita(U) Sp—g
T

h2

h2

which is the desired result. O

The next theorem allows us to treat a class of non-locking Reissner-Mindlin
triangular and quadrilateral elements commonly used in engineering practice [3, 34].
We show that for such elements, the element energy is spectrally equivalent to the
same finite difference quadratic form as in the preceding theorem. The essential
property of such elements is that as the thickness goes to zero, the stiffness matrix
approaches a matrix for a thin plate model rather than to degenerate and cause
locking. Such property has been called a parametric variatonal principle; for example,
a Timoshenko beam element becomes in the thin limit a cubic spline for the biharmic
equation [20]. We have only an approximate version of this property here, which is
enough for our purposes.

On a general mesh consisting of triangles or quadrilaterals, we also define a C'*
interpolation by dividing each quadrilateral into triangles, on which we define the
HCT shape functions. The resulting interpolation will be denoted again Igc7.

THEOREM 2.2 (APPROXIMATE PARAMETRIC VARIATIONAL PRINCIPLE). Let
T = ajasazay or T = ajasas be a given finite element in a shape reqular
“triangulation” of Q, with the vertex degrees of freedom d,u(a;), local stiffness matrix
A7, and such that the finite element space on T contains the space Py of all linear
functions. Let the element energy satisfy the equivalence property

1 1
ct—SUTATU < &p(U) < C’t—SUTATU

where

. 1 .
¢ f:hQ/ a2 /0— 2)
o) = 12 ([ 1907 4 iy [0 v,

§ is the Py or Q1 interpolation of the rotational degrees of freedom daula;), la] =1,
and u is the Py or Q1 (i.e., linear or bilinear for a quadrilateral) interpolation of

RR n"2635



12 Patrick Le Tallec , Jan Mandel. , Marina Vidrascu

the displacement degrees of freedom u(a;). Then, for some constants co, ¢1, ¢3, €3,
collnerUl3 7 < %UTATU < allnorUl3 s
g UT AT < 3 Qi (1) < es 5 U7 AqU,
Jor all 0 <t < h, where

Qii(U) = |Vu(a;) = Vu(aj)]* + |Viul’, 1<i#j<3ord.

Proof. For 0 <t < h, we have

1 2 o — —
3 (12 L1982+ [ 15-vu?) < ewy<n [ vap+ [ 15— v
Next we map 1" on a reference element T, and let

é((jf):/ |©5|2+/ 6 - Vi
T T

2

The degrees of freedom scale as

D>y

~ hH_),

u(a;) = a(a),
and Qij is as in (13). Since Pj is contained in the element space, from the definition

of &, (‘f(U) = 0 if and only if & € P, and 6§ = Vé. But this is if and only if

>i Qii41(U) = 0. Thus, by finite dimension, for some ¢ > 0, C,

(1) < ZQM’-I—I(U) < CE(D),

and the proof is concluded by mapping from T back to T. O

REMARK 2.3. The essential properties of the element used in the proof of
Theorem 2.2 are (i) invariance of the energy functional to dilation, with proper
scaling of the energy and of the rotational degrees of freedom, and (ii) the zero
energy modes being exactly Py functions.

INRIA



Domain Decomposition for Plales and Shells 13

2.4. Thin shells extension. The standard Koiter’s theory of linearly elastic
thin shells characterises the three-dimensional displacement u of the shell middle
surface w as the minimiser of its mechanical energy :

. 1 3 Ao
ETRE ) K () 4 () s A s e(w) = L),

For shells w which are the image of an open domain w, of IR? by the map ¢, and
with unit normal vector n, the space IH(€) of kinematically admissible displa@ment
fields, the curvature change tensor y(u) and the membrane strain tensor e(u) are of
the form [6] :

H(Q) = {u € (Hy(w,))”, VZun € (L*(w))"}

1
e(u) = §(Vgt.V£—|— Vo' .Vu)

7(w) = —(2.Vu+ (Vow).Vie).

These definitions imply that the elastic energy of the shell

% / Py(w) : K :y(w) + te(w) : A e(u)

is no longer equivalent to the H? norm of the displacement but to a combination of
the H? norm of the normal displacement w.n and of a H' norm of u,

lull* = llllf 50 + 2.V ull5 o,

the constant of equivalence being now dependent on the thickness [4, 6].

Formally and numerically, all the tools to be introduced in this paper will be
extended to this thin shell case or even to thick shells. What is needed is to update
the energy form and to replace the normal displacement u of the plate theory by the
vector displacement u : w, — IR® and the two dimensional rotation §=Vu by a three
dimensional vector 8 defined at each finite element node. The tangential component
8, of @ still represent the rotation of the middle surface normal vector (§; = Vu.n
for thin shells satisfying the Kirchhoff assumption) and its normal component 8, is
associated to an inplane rotation of the shell middle surface [3, 9, 10].

The mathematical theory could also be adapted to this case but the predicted
speed of convergence of our algorithm will no longer be thickness independent. This
is confirmed by numerical experience, cf., Tab. 5 and 4.

RR n"2635



14 Patrick Le Tallec , Jan Mandel. , Marina Vidrascu

3. The Neumann-Neumann substructuring technique.

3.1. The interface problem. Let us partition our original plate Q into
nonoverlapping subdomains Q;,¢ =1,..., N (Fig. 2). Denote the interfaces

I'; = OQZ\OQ, I =uTI;.
In what follows, the trace on a given interface I'; is defined by
Trufr, = (ulr,, 6(w)lr, ) -

We wish to reduce the solution of our original plate problem (1) to the iterative
solution of smaller subproblems set on the different subdomains €2;. For this purpose,
we first introduce our local spaces of restrictions

IH(QZ) = {vi = T)lQi,U € ]H(Q)},
| {v; e H(Q),Trv; =0 on Q\Q;},

= space of functions of IH(2;) with zero trace on I';.

=
=
[

On H(;), we define the local bilinear form

— —

(20) ai(u,v) = /Q (6(w)) : K : £(8(v)).

With this new notation, our original problem takes the variational form

N
(21) uw e H(Q): > (ai(u,v) — Li(v)) = 0, Vo € H(Q).

=1

In operator form, if A; is the operator associated to the bilinear form (20) and if R;
denotes the restriction operator from IH(Q) into H(2;), this problem is

(22) STRIARU =Y Rl L.

K3

To reduce this global problem to an interface problem, we decompose the degrees
of freedom U; of u; = R;u into internal degrees of freedom U; and interface degrees
of freedom U, :

INRIA



Domain Decomposition for Plales and Shells 15

With this decomposition, the operator representations of a;(.,.) and L;(.) on IH(€;)

take the form
A; Bi:| L= I:L2:| .

(23) Ai = BZ-T /L L;

If we suppose for the moment that U; is known, the solution of (22) with test
functions v € H(;) yields

[}Z‘ = /012_1(1012 — BZCTZ)

To determine the trace U;, we next introduce the global trace space V =
TrH(Q)|r, the local trace spaces

V; = {??Z' =Tr Ui|Fi Y € ]H(QZ)} = {??Z' =Tr vlri v E ]H(Q)},
and the discrete a;-harmonic extension Tri_1 : Vi — H(RQ;) defined by
(24)@2'(T1‘Z-_1 Us, vi) =0, V€ f](Qz), TI(TIZ-_I ﬂi)h“i = U, Trl-_l u; € ]H(QZ)

In matrix form, we have simply

_ATlp.
TI‘Z-_1:< "é}z BZ)

We then define the local Schur complement operator S; : V; — V' by
<Siﬂi, @Z‘> = ai(Trl-_l Us, TI‘Z»_1 @Z‘), Yu;,v; € V;.

Because of the ellipticity conditions (2,3), the problem (24) is well-posed and 5; is a
well-defined self adjoint elliptic continuous operator. In matrix form, we have from

(23)
S;U; = (A; — BF A7 B) U
Finally, we introduce the interface restriction operator R; : V — V; by
R = ulr,,Yu €V,

the global Schur complement operator

N
S =>"RlSR;,
=1

RR n"2635



16 Patrick Le Tallec , Jan Mandel. , Marina Vidrascu

and the interface right hand side

N
F=Y R Tr;7L;.

=1

With this notation, and by elimination of LOQ, the original problem (22) reduces to
the form [16, 23]

(25) Si=F in V.

3.2. The abstract Neumann-Neumann preconditioner. For the abstract
problem given by (25), it seems natural to precondition the sum § = 3" RT S;R; by
a weighted sum of the inverses M~! = ZDZ-SZ-_lDZT, as proposed among other in
[1, 7, 32].

We propose a two level generalisation of this algorithm in order to handle the
multidomain case and corner singularities. This framework is a generalization of the
earlier Neumann-Neumann preconditioners with a coarse space [27]. Suppose that S
and 5; are positive self-adjoint operators, and that S is coercive on V. Qur method
is defined by the following choices:

1. a partition of unity D; : V; — V satisfying

N
(26) > DiR; = Ily;
=1
2. alocal coarse space Z; containing potential local singularities, such that

ker 5; C ZZ C 'V

3. a space V? that contains a complement of Z;

Vi = VZO + Zi7
on which 9; is coercive.
We then introduce
1. the global coarse space
N —
Vo = Z D2Z27
=1

2. the S orthogonal projection P :V — V,,
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Domain Decomposition for Plales and Shells 17

3. the inverse S' : V¢ — V¢ defined by the solution S 'L of the local
variational problem

SSILe Ve (Si(SLML),v) = (L,v), YveVy,
4. the local fine space
Vi =(I-P)D;V?CV
equipped with the scalar product
bi(ui, v;) = (Siuf, v7),

where u}, v{ are uniquely defined by
al, 75 € Ve, (I - P)Dil =a;, (I— P)Dw¢ =1,
with
Vo ={w; € Vi : (S:0;,%) = 0,Vz, € V! Nker(I — P)D;}.

The proposed preconditioner is then an abstract additive Schwartz algorithm
[38, 16] operating on the bilinear form

b(u,v) = (Su,v)
and using the decomposition

V=V,+> V¢t

with the scalar products b;(-,-) on the space Vi and b(-,-) on V,. That is, the
preconditioner is defined by

(27) M7 V=V, M':tea=t+)Y u,

where u,, u; are solutions of the variational problems

(28) U € Vo i by, v,) = (F,0,), Vo, €V,,
(29) u; € Vi bi(ug, ) = (r,0;), VYo; € Vi
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The input vector 7 to the preconditioner has the meaning of a residual associated
with an error vector € € V by 7 = Seé. From (28) and the definition of P, the coarse
component is 4, = Pé = S7!7. Substituting

(30) w; = (I — P)D;ui, u €V,

and using the definition of b;(-,-) shows that (29) is equivalent to finding u? € V¢°
such that

(31) (5uf,vf) = (r,(I = P)D;vy),

for all ¥y € V{°. By definition,
(32) V=V aq((V.nker(I - P)D,), Vi Lg, (V2 Nker(l — P)D;).

Let o7 € V? Nker(I — P)D;. Then the right hand side of (31) is zero, and, by (32),
the left hand side of (31) is also zero since @ € V¢°. So (31) holds also for all
v € VP Nker(I — P)D;, and by (32), for all o7 € V°.

We may conclude that

a; = (I — PYD;S;'DYI — P)'v = (I — P)D;S;'DIS(I — P)S™'rF
and obtain the preconditioned operator

(33) M™S = P—|—ZI P)D;S:'DIS(I — P).

REMARK 3.1. It follows from (33) that in the case when the spaces V? are chosen
so that V; = V.2 @ ker S;, we recover the abstract Balancing Domain Decomposilion
algorithm from [27]. This is also clear from the implementaton in Section 3.3 below.

REMARK 3.2. The space Vi is independent of the choice of V2, so il is only a
function of the coarse space Z;.

Proof. Take two spaces V¢ and V!. By assumption, any #; in V! can be

decomposed into
v; = v + 07,00 € V2,07 € Z;.
Hence

(I— P)DZ'T)Z' = (I— P)DZ"I?Z»O + (I— P)DZ’I?ZZ
= (I— P)DZ"I?Z'O € (I— P)DZVZO
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Domain Decomposition for Plales and Shells 19

Therefore, V1t = (I — P)D;V} is included in (I — P)D;V? = V. The converse is
true by exchanging the roles of V¢ and V}. D

REMARK 3.3. Although the space Vi does not depend on the choice of V2, the
scalar product b; and hence the proposed preconditioner does depend on the choice

of V7.

3.3. Implementation of the preconditioner. The preconditioner is evalua-
ted within the conjugate gradients method [22] as follows. Given the problem Su = f
and @(® € V, we first solve the coarse problem

do €Vo: (8dy,00) = ([, 0,) — (Sa©,v,), Vo, €V,
and define the initial approximation for preconditioned conjugate gradients by
oW =30 4 4.

Now the initial error, related to the initial residual by 7 = f — §z(1) = ge(),
satisfies (Se() ) = 0 for all 5, € V,. Thus Pe(V) = 0. So, from (33), the
preconditioned residual in the first step of conjugate gradients is

3y 7 = pelt) 4 Z [ - P)D:ST DIS(T - P)e® = SO(1 - PYD;SZ DL

7

with k& = 1. Since in each step k of conjugate gradients, the approximate solution is
a linear combination of the initial approximation @(*) and previous preconditioned
residuals, we have by induction Pé(¥) = 0, and hence (34) holds for all k. To evaluate
(34), we solve then the N independent subdomain problems (these local problems
are well posed since 5; is coercive on VY by construction)

a; € VP (Siu;,v) = (Dir,v;), Vo, € V?
followed by the solution of the coarse problem

Up € Vo i (Sty,0,) = (T7,0,) SED Ui, V), V0, €V,

and put

“F=a,+ EDUZ

RR n"2635



20 Patrick Le Tallec , Jan Mandel. , Marina Vidrascu

3.4. Convergence analysis. We have

THEOREM 3.4. The abstract Neumann-Neumann preconditioner given by (33)
satisfies
Amaz M-S D;v? 2

( ) < (N 4 1)max sup [1D:w?]ls

R(M™1S) = = - ;
Amin(ﬂl_ls) ¢ 17,‘EV?O ”UZHQSI

where N is the maximum number of neighbors of any subdomain, that is,

N =max|{j:3v; € V;,v; € V; : (5%,9;) # 0}

Proof. If for some constants C,,, w,
(35) Vo € V,30, € V,, % € Vit by, 00) + D bi(0i,9;) < C20(v, D)
(36) Vo, € Vi bi(w;,0:) < wb(wg, 9;),
then the abstract estimate from [16] gives

K(M™18) <w(N + 1)C2
We first verify the decomposition of unity (35). Let © € V. Then,
v=Pov+(I-P)o=10,+7,.
By orthogonality, we have
(37) b(0o,0,) + b(v1,01) = b(v,0),
and, from the partition of unity (26),
vy =Y (I-P)DiRw, => (I —P)Di(RwyL —z):=> v, v €Vi.

Here, z; € ker(I — P)D; is so that R;v; — Z; is the .9; - orthogonal projection of R;v,
onto V?° and (I — P)D;(R;vy — %) € Vi. From this and the definition of bi(-,-), we
get

Z bz((I — P)DZ'(RZ'T)J_ — Z’), (I — P)DZ'(RZ'TJJ_ — Z)) = E<SZ(RZT)J_ — Z’), R, — 2i>

< D (SiRivy, Rivy)

K3

= <S@J_,’5J_> = b(?jj_,'ﬁj_).
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By this and (37), (35) holds with C, = 1.
To verify (36), let ©; € Vi. By definition of V¢°, %, = (I — P)D;o? for some

T )

v{ € V¢, Using the definition of b;(+,-) and the fact that P is an S-orthogonal

k3
projection, we get

bi(vi, ;) = (S, v7),
a(v;,v) = (S(I— P)D;v],(I — P)D;v]) < (SD;vf, 7).

This gives (36) with
(SD;v?,v?)

w = max sup -——————,
; .0 o
K3 U?GV;‘)O <S’va 7’02>

concluding the proof. O

3.5. Practical choice of the preconditioner for plate and shells. We
now need to choose the injection D; and the local spaces Z; and V2. We suppose
here that the finite element space IH(2) is such that each local finite element has
the same degrees of freedom as the reduced HCT triangle (one vertical displacement
and two rotations per node).

For implementation reasons (flexibility and parallelism), the map D; must be as
local as possible. The generic choice consists then in defining D; on each interface
degree of by :

S

(38) Dio(P) = %@(Pk)

if the I degree of freedom of V corresponds to the k degree of freedom of V;,
D;v(P) =0,

if not. Here s > 1/2, p; is a local measure of the stiffness of subdomain €; (for
example an average Young modulus on ;) and p°® = EP;EQ] pi is the sum of p°
on all subdomains {); containing F;. In our computations, we choose s = 1; the
choice s = 1/2 was used in [16]. In [28, 29, 36], it was realized (though not for plate
problems) that any s > 1/2 results in the condition number bounded independently
of the values p;, i.e., independently of coefficient jumps between subdomains.

We will see that the proposed preconditioner is efficient for plate problems if all
elements of V{° have zero normal displacements v"(P,) at all corners P, of subdomain
Q;. The first choice of local spaces is then to take

V? ={v; = Tror, € V; : v(P:) = 0, for all corners (P.) of Q;},

(39) ZZ = {Z‘ €EV;: <Si§i,ﬂii> =0,Yw; € V?}.
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The next choice, originally proposed in [25], consists of first decomposing
H(Ql) = HO(QZ') ¢ P
and then setting

(40) YZO =Tr HO(Qi)|F¢
Zi = Tr Pt + Ycorner Si' Le

with L. a point normal load applied to P.. With this choice, we have indeed
v"(P,) = (v, Loy = (92, v) Vv e Vj.

Decomposing 2§ into 2§ = 2{+2¢, with 2§ € Tr P, and 25 € Z;NV? C ker(({ - P)D;),
we deduce

v (P,) = (21, v) + (925, v) = 0, Yo e Vi°.

We will analyze both choices of preconditioners.

REMARK 3.5. By definilion, a corner is a point of the interface where at least
three subdomains meet. We will suppose that each subdomain has at least three
nonaligned corners. If not, and if 02; N0 is empty, we will add a fictitious corner
to the corresponding subdomain so that the Schur operator is indeed coercive on V,°.

REMARK 3.6. Let N¢ be the number of corners of subdomain ;. The selection
(40) results in dim Z; = 3 4+ N¢, that is, 3+ N¢ coarse degrees of freedom for the
subdomain, while in (39), we get only N¢ coarse degrees of freedom. In addition, the
columns of dim Z; in (40) are almost linearly dependent, causing numerical problems,
which does not happen in (39).

Also, the solution of the local problem on V? for (39) is simply solution of the
Dirichlet problem with boundary values imposed at corners, while for (40), one has to
compule a pseudoinverse solution of a singular problem, which is more troublesome.

4. Condition Number Estimate for Plate Problems.

4.1. Technical lemmas. Some of the following lemmas were stated without
proofs in [25]. Let us denote by I';; the interface separating €; from ;. Assume
that the interface is so smooth that trace theorem and extension theorems hold [37,
p. 189]; piecewise C' is sufficient.

The first lemma concerns extension of H/2? function by zero and its proof in
included only for completeness; cf.[8].
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LEMMA 4.1. If|g—§|0m’r” < flulocor;, and w =10 on I'; —

’L]}
2 2 |rij| 2
|u| 1 ,2 F < |u|%7271—\” —I_ ( Qh )|u|0,OO,F1‘])'

then

Proof. Let H;; denote the length of I';;. By construction, the |ul3 1 ,p, MOt can

be written
H”/Q H;; UQ(S)

= — d
|u|;7271“ |u|27 ’FU —I_/ ‘I’/\qu‘j/2 H” . S

_ u?(Hij —s)

= U,|;727FU -I—/ dS

/2 4 o
e ) 4Py )
A s

By assumption, since u(0) = u(H;;) = 0, we have

a)l < oo,
s Ou Jdu
[ Ftadde] < 515 oo,

2
—
»
=
Il

ity =) = 1 [ S el < 1 G o
Thus, we get
b g2 % ds
e, S T, + 2o, | —d8+2WbmrUA =
< |U|2%,2,Fi] + |ulg o1y, [¢* + 210 2—;5]
a

The next lemma is an extension of the discrete Sobolev inequality for piecewise
linear functions [8, 15] to polynomials of arbitrary order, cf., also [33, Theorem 2].

LEmMmA 4.2, Let (I)r be a quasi uniform partition of (0, H) of diameter h.
Let V' consists of all continuous functions whose restriction to I are polynomials of
degree p. Then

H 1
2 < = 2 = 2 ) a
(%171}% lul* < C(p)(1+1n 7 ) <|u|%727(07H) + H|“|0,2,(0,H) WVu el
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Proof. By using a regular map on (0, H), we can reduce ourselves to the case
where I, = [kh,(k + 1)h]. Consider the linear interpolation operator [ : V —
V1, which interpolates v by piecewise linear polynomials at points k%. By finite
dimension, we have on each [, and for each u € V

Cl(p)luﬁ,q,lk < |Iu|72’b,q,lk < 02(p)|u|72’b,q,lk7vn =0,1,Y¢= 2,00,

which by summation yields

(41) Ci(p)lul? 0.y < Hul o 0.y < Calp)ul? , 0.1):

By interpolation, the above inequalities also hold for n = %

On the other hand, using the discrete Sobolev inequality for piecewise linear
functions [15], we get

H 1
(42) e [Tl < GO 0+ 37102 00

The lemma follows then directly by combining (42) and (41). O

The next lemma contain the essence of our estimate.

LEMMA 4.3. For any U; € V; with zero normal displacement U;,( P.) at corners,
we have

\Viger(D:U;))3

Lo

H _ 1 _
o p§)2(1 +In X)Q |VIHCTUi|2§,2,F¢ + E|VIHC’TU2'|(2J,2,F¢ .
i j

Here, I'ycor is the restrition of the HC'T interpolation onto the boundary, which is
same as Hermite interpolation along the boundary.

Proof. We only treat the case where the boundary I';NT'; is reduced to a segment
I';;, the proof to come being easily adaptable to the case ¢ = j or to the case where
I'; NI is reduced to a corner P..

Let ¢, denote the nodal shape function of the reduced HCT triangle associated
to the degree of freedom U,(P.) = d,u(Pc). On any regular triangulation, its H?
semi-norm |Vgeq,|1,2,0 is uniformly bounded, and hence by the trace theorem

|V99coc|%’27pl <C, vl CT.
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Let I;; denote the indicator function of I';;. Then, by construction of D;, we have

Igcr(D:Us)|lr = LillgerUs = > Y Uia( P.)@eal
p’L —I_ 81“” o

772'0ch cor
+Zzpz+pj+pl+ Uia(Pe)o

= S zc+zzpc zoz ‘*Pcoza

p; + p; a3

where p? = p?/(pi+p3+pj+...), the summation being over all subdomains adjacent
to Q;. By construction, all degrees of freedom of u;, are zero at the corners JI';.
Hence u;. and its gradients take zero value on 0I';; implying

e = Ve =0 on I'; —1T%;.

Moreover, on each boundary segment 7' N I';; of the triangulation, Vu,, is a second
order polynomial, and hence, by a standard finite dimensional argument used on the
fixed segment %T N I';;, there exists a constant C' independent of & such that

0 C
|£(Vuic)|0,oo,TﬁFU >~ h |VUZC|OOOT0F”

We can therefore apply Lemma 4.1 to Vu,,, yielding

[T
|Vuic|2%72,FJ < (62 +21n Q—fz)wuic%’m’m

—I— |VU¢C 1 2 FU
H 712
< C(l +1In Z)|VIHCTU2'|O,OO,FU
12
+ |VU’LC|%727F1‘].

By summation, we then get

T2 p; 2 E 12
VIer(DilUil1,p, < 2(p§+p§) [C(+In )[VIorUilo e,

‘|‘ |Vu2c|1 2F +QZZP | |V‘1‘Qca|1 2F
ar;,; o
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Replacing w;. by its value, we can further bound the left hand side by

7 pf H r7
|VIHCT(D2'L{)|2%727F] < Q(W)QCH + In %)|VIHOTUZ-|3,OO,F£]

P;
4( ) (|VIHCTU)|1 2.1 +ZZ|L )l |V99ca|1 2.1 )
pi ‘|‘,0 b oy o +

+ QEZP ||V@ca|12r

ary; o

But |U;o(P;)| is bounded by |VIHCT(UZ')|0,OO,FU and |Veq|1 or, 18 bounded by a
27 k)
constant. Hence, the above inequality implies

\VIgcer(D;U; )|1 2,
<2 UC +Cn IV (OB s, + 20V T (U 1

The result now follows by a direct application of Lemma 4.2. O

In the preconditioning step, neighboring subdomains exchange information
through their common boundary and then extend these averaged traces by discrete
a;-harmonic functions inside each subdomain. The following theorem guarantees
that this extension is bounded even for plate-like operators.

THEOREM 4.4. Consider a shape regular locally uniform grid made of triangles
or quadrilaterals, on a given domain ). Partition each quadrilateral into two
triangles and let Hy be the HCT finite element space constructed on this
triangulation. Let v € TrHy|aq be given. Then, there exists Ext(v) € Hy|q such

that
(43) TrExt(v)[sq = v
(44) |EXt(v)|272,Q < C|VU|%,2,BQ'

Proof. Let H}(Q) be the space
H;QL = {U € HQ(Q),TI”U|BQ € TI]thag}.

Let & € H} be the solution of the non homogeneous Dirichlet continuous plate
problem

(45) a(,w) = 0,Yw € HZ(Q),
(46) Trolgg = wv.
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We then construct Ext(v) € Hj, by averaging o around each node of the triangulation
as follows.
Let ¢ < 1 be a fixed number and h; be the discretization step around the node
a;. Let B; = B(ay,ch;) be the ball centered in a; and of radius ch;. We suppose that
¢ is such that %Bl is included in Q for each internal node ;. For each internal node
a; and for |a| < 1, we compute
1

47 OuV) = —— J,vdzx.
(47) =B s

For each boundary node, we simply set
(48) Jy0; = aa@(Pl) = aav(Pl).
From these nodal values 0,7;, we finally construct Ext(v) by

(49) Ext(v) = Zaaﬁl@la(m)

1eQ

with ¢, denoting the nodal shape function associated to the degree of freedom
Vie = 00(a)).

This construction is quite classical and can be found for example in Widlund
[16]. By construction, Ext(v) satisfies (43). The verification of (44) requires two
steps.

Step 1 : Bounding | Ext(v)| locally.

Let T be a given finite element of Q. Let a;a; an edge of T', with vertices a; and
a;. From Theorem 2.1, we have

(50) |Extol},r <C> Qiipr(Exto).

To bound @;;(Eztv), on any internal edge a;a;, we construct a box B;; of length
|a;a;|(1 4+ 3c) and width 3c|a;a;| (Fig. 4). If the triangulation is regular and locally
uniform, B;; is included in @, B; and B; are included in B;; and the radii ch; and
ch; of B; and B; are greater than $|a;a;.

Let then dilate B;; by the factor |a21—a]| The image of B;; is then a fixed ball B.

After dilatation, |B;| and | B;| are bounded below and we have

alia - 1 a% N A 1 0’13 ~
(51) |aia]~|| ||acv”i| = |Bz||/Bz 8fvad$ < |Bi 2|%|0,2,Bi < CH”HQ,Q,B'
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3clasaj)

FiG. 4. Representation of the local balls B; and Bj, and construction of the box B;; for any
internal edge.

61

e j 3claia;|
a;

B;;

FiG. 5. Representation of B; and construction of the box B;; for any edge intersecting the
boundary.

Hence, by summation, we have by construction of ¢);;
|aiaj|*Qi;(v) < C|512 2B

But Q;;(v) stays unchanged if we add to ¢ any linear function € Pi(B;;), that is
if we add to © any linear function ¢ € Py(B). We therefore have

< C|U| < Cla; ay| |”|2 12,Bi;

90\!223

|laia;1*Qij(v) < C iﬂf(B) Ik 228 S

@eP
If the edge a;a; has a vertex a; on the boundary, the above construction must
be slightly modified. First the box B;; will then be the truncated box shown on
Figure 5, with #; and #; bounded away from —|— and —%. Next, from the discrete
equivalence of norms on the space of piecewise cublc polynomlals on 91N B(aj, 5)
and from the trace theorem, we still have after dilatation

|aiaj|2|a||aaﬁj|2 <@ 2%2,8@013((1] C”va,B”
From (51), we then have as before
|a;a;|*Qij(0) < Cllo— ¢ 22,8, S Clo|2 2B, S Claia;|?[5]3 5 5,, -
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As for any boundary edge, we first observe that

|aia;|*Qi;(v) and |asa;[*|Voli , ,

are invariant under dilatation. But after dilatation, these two quadratic forms

operate on the same finite dimensional space P3(0,1) and the kernel of

la;a;|*| Vo3 5 4.q. 18 included in the kernel of @);;. Hence, there exists again C
PRk i)

independent of a;a; such that

(52) la;a;*Qij(v) < Claa;|*| Vol

1 .
5,2,0,1‘(1]

Step 2. Final result.
From Theorem 2.1, we first have

|Ext(v)320 = D |Bxt(v)f32r

T
Co E E Qiiv1(v)

<
T ieT

< 20y Z Qii+1(v) + Co Z Qiiy1(v).
iitlCQ i i+1Co0

From Step 1, this implies
dv

Ox ' 3:2.0i0i41°

Bxt(0)B 0 <260 Y [iBapu, +CoC Y |
11+1CQ 11+1Co0

In the above sum on all vertices ¢, any domain B;; is covered at most n, times, with
n, the maximum number of edges sharing one node. Therefore, we get

| Ext(v)|§7279 < anCoC|f1|g727Q + COC|V1J|;27BQ.
But, by construction, the solution ¢ of (45) satisfies
2,2,0 < CW”E,Q,@Q

which completes the verification of (44). O
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4.2. Final convergence theorem for plates. From the general theory
the condition number of our improved Neumann-Neumann preconditioned plate
interface operator is bounded by the energy norm of the restriction map D;u;. An
estimate of this norm is the essence of the proof of our final convergence theorem. The
principal assumption on the elements is the spectral equivalence (53) below, which
we have proved for the DKT, HCT, and non-locking Reissner-Mindlin elements in
section 2.3.

THEOREM 4.5. Let the finite element space IH(Q) be such that

1. each local finite element is either triangular or quadrilateral, and it has as
degrees of freedom one vertical displacement and two rotations per vertex ;
2. the local stiffness matriz At of each finite element T C §); salisfies

1
. 2 1 7 i 2
7 1 T > 1 > 1 1
(53) p Co|IHC U |2727 < t3U ArU < p]C1|IHC U |2727

where ¢, and ¢i are independent of the element, of the thickness and of the
Q; averaged values p; of the stiffness coefficients;

3. the triangulation {T'} and the division of Q into Q; are shape regular;

4. the partition of unity matrices D; are defined by (38) with s > 1/2;

5. the spaces V, and Z; are defined by either (39) or (40).

Then

cond(M™*S) < C(1+1n %)2

with the constant C' independent of h, H, and p; > 0, i.e., independent of coefficient
Jumps between subdomains.

Proof. We show that the map D; and the space V?° constructed in Section 3.5
satisfy

(SD;u;, Dyu;)

H
< C(1+41n—)? Va; € VY.
<Szﬂ“ﬂ2> — ( +1n ) ’ U; € %

(54) -

The theorem will then follow from Theorem 3.4.
By summation, the basic assumption (53) yields

1
(55) picollaerUl5 a0, < Y 5 TArU < pier|IncerUl3 0.,
TCQ;

for any vector of degrees of freedom U. Let U; be the I'; boundary degrees of freedom
of U and let v = Igc7U be the function obtained by HCT interpolation on U. From
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the C! continuity of the HCT element, v and Vv on 99Q; depend on U; only. So,
we may write v = IgorU; and Vv = VigerU; on 09;. From the trace theorem, it
follows that

1 B
VIncrUNL, p + 7 VInerUliar,
_ 1 _
= |VIHCTU2'|2%727F1. + FWIHCTUA(Q),QL < ea|TuerUll3 2.0,

which implies

_ 1 _ .
(56)  [VIgcrUiliyp, + F|VInorUilger, < e ,nf HrcrU |3 2,0,

a0, =Ui
Above, the constant ¢z does depend on the shape (aspect ratio) of the subdomain

Q;, but is independent of its size provided we use the scale invariant norm

1 1
”,UH%,ZQL‘ = |,U|%,2,Qi + _2|v|%,2,92‘ + _4|v|3,2,91“
H H

Let us now choose @; in V. Let U; be the corresponding set of interface degrees
of freedom. By construction, Igc7U; cancels at all corners of ;. Hence, since each
domain has at least three strictly nonaligned corners, there exists a constant cs3
independent of the size of the subdomain, but dependent of its shape, such that

[ TacrUll3 2.0, < esllaorUl3 0.

Combined with (56), this yields

_ 1 _ . _
(57DVIHCTU2'|;27D + ﬁlVIHCTU”(ZJ,?Ti < eyc3  inf |IH0TU|%727Q”VU¢ € V?O.

Ulan,;=U;
On the other hand, from the extension given by Theorem 4.4, we have

inf  |IgorUl} 50, < |ExtIgorUilaga, < calVIigerUili, -
Ulaa,;=Ui 2

By taking the infimum over U|sq, = U; in (55), these two inequalities imply

¢, _ 1 _
C2CB(|VIHCTLZ'|2%727D + ﬁlVIHCTUilagri)

1 o _ _
58)< inf UTArU = —(S,U;, U;) < VigerUii . YU; € VI,
(58)< pit3 Ule:slzl,:U,' T%g:). T ,02'153< Vi) < evea| Viner |5727Fi’ € Vi

RR n"2635



32 Patrick Le Tallec , Jan Mandel. , Marina Vidrascu

Hence, on this local space, the local interface energy norm p}T<Si U;, U;) is equivalent

to the interface norm
_ 1 _
|VIHOTUz’|2%727FZ. + FWIHCTUH?J,QL-

Moreover, by construction, U, is zero on all corners of ;. Thus, Lemma 4.3
can also be applied. From (58), this implies

1 - _ _
t—3<SjDiUi7 DiUi> < pjclc4|VIHCT(DiUi)|2%727FJ

H _ 1 _ ps
< piCereq(1 41 —Q[VI Uil3 —|VigcrUilg o, L2
< piCaca(l+In )" VigerUily , p, + I VInorUlo o, (pf+p§)

=

—
AELEE () i )P (8303, U)

<
_C Co h

LN 2
since p; (piﬁps) < C(s)p; (dividing by p; and using compactess of the unit sphere),
i TPy

which is the desired estimates (54). O
Observe also that the same result holds for any elliptic choice of the elasticity
tensor K, that is for any isotropic or anisotropic Kirchhoff-Love plate model.

5. Numerical Results.

5.1. Plate Problems. We validate our proposed solution strategy by
numerical tests of increasing complexity.

The purpose of the first test was to confirm the theory and demonstrate the
effect of adding corner functions on the condition numbers.

In all tables, neum is the standard Neumann-Neumann preconditionner (Z; =
{0}), coarse is the general balancing preconditionner with coarse grid solver
(Z; = Pp), corner-f is the preconditionner using the second choice spaces (40),
which is the method of [25], and corner-d uses the first choice of spaces (39).

We show on the following tables the number iter of conjugate gradient iterations,
the condition number cond of M1, the set up CPU time and the CPU time for
running the conjugate gradient iterations.

All experiments show that adding the corner functions improves the condition
number considerably. The condition numbers were estimated from Ritz values in
the Krylov space generated by conjugate gradients. The stopping criterion imposes
that the ratio of the £2 norm of the residual and the right hand side be less than
¢ = 1075, In all experiments, the domain and the subdomains remain the same, and
the elements are uniformly refined.
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ndsd h | iter cond | setup iter
DKT element | 16 h | 90 1E+10 4.6 3.6
Neumann 64 h | 305 | .11E+10 22.9 16.7
16 h/2 | 99 | .18E+11 13.7 ] 13.9
64 h/2 | 365 | .2E4+11| 26.6 | 56.7
16 h/4 | 108 | .33E+12 | 60.8 | 61.9
64 h/4 | 422 | .39E+12 | 64.5 | 236.5
DKT element | 16 h 13 3.9 5.13 | 0.88
coarse 64 h 19 15.5 25.3 3.6
16 h/2 | 15 5.18 | 15.28 | 2.59
64 h/2 | 24 23| 31.1 6.5
16 h/4 | 16 6.5 | 66.94 | 10.3
64 h/4 | 29 30,9 | 75.6| 19.6
DKT element | 16 h 12 3.6 5.36 | 0.85
corner-f 64 h 13 4.1 274 | 3.48
16 h/2 | 14 4.57 | 16.09 2.5
64 h/2 | 17 6.3 35.2
16 h/4 | 15 5.6 | 70.2 | 9.75
64 h/4 | 21 9.19 | 86.5 | 15.26
TABLE 1

Results for rectangular plate
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h iter | cond | setup iter
HCT element | h 43 | 153 | 14.8 3.6
coarse h/2 | 59| 588 | 25.8 7.6

h/4 | 75| 981 | 53.9 27.7
HCT element | h 16 7.8 15.8 2.9
corner-f h/2 | 23| 222 | 26.0 4.3
h/4 | 33| 76.0 | 57.8 13.2
DKT element | h 33 62 | 14.9 3.2
coarse h/2 | 49| 239 | 25.1 6.5
h/4 | 65| 898 | 51.3 23.8
DKT element | h 12 3.3 | 154 2.6
corner-f h/2 | 17| 74| 25.7 3.8
h/4 | 25| 25.1 56.6 10.8
DKT element | h 13| 3.3] 4.86 | (C90)

corner-d h/2 | 18 | 7.4 | 8.74 | (C90)
n/a | 25| 27| 19.24 | (C90)
TABLE 2

Results for oval plate with 24 subdomains

The first test considers a clamped rectangular plate (Tab. 1), meshed uniformly
and partitioned into rectangular regular subdomains. The results here confirm
perfectly the theory. The introduction of corner modes improves the overall condition
number and removes virtually all sensitivity to h. The number of iterations is not
strongly affected either by the number of subdomains.

To determine if adding the corner functions results in an improvement for a
realistic problem, we considered next an oval plate (Fig. 2) discretized by an irregular
mesh decomposed in 24 subdomains (Tab. 2). Because of the irregularity of the
subdomain interface, this case is not completely covered by the theory.

Nevertheless, the tests demonstrate the efficiency of the proposed updated
preconditioner and show that the improvement in the CPU times for the iterations
outweigh the slight increase in the setup time due to the larger dimension of the
coarse space. The plate was clamped on the whole boundary. The CPU for the
modified choice of corner space is a total CPU time obtained on a Cray C90 and
cannot be compared directly to the other CPU times. Nevertheless, on the C90, the
CPU were identical for both choices of corner spaces (4.93 against 4.86, 8.90 against
8.74, 19.80 against 19.24).
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FiG. 6. Description of the shell

5.2. The cylindrical roof. We next turn to the numerical solution of shell
problems, using either planar linear DKT finite elements with a specific treatment
of the sixth degree of freedom (element SH E3 of University of Colorado at Boulder
[3]) or curved geometrically exact nonlinear DKT elements (= DKT) [24].

The aim of the first shell example is to illustrate the behavior of the different
preconditioning techniques when dealing with shallow shell problems.

The problem is a standard test case and considers a cylindrical roof, which is
supported at its two ends and has its longitudinal edges free. The shell is subjected
to a simple gravitational loading (figure 6). For symmetry reasons only a quarter of
the roof is considered. Three embedded finite element meshes are considered (they
are called h, h/2, h/4). The first one has 1152 triangular elements with 625 nodes
(3750 degrees of freedom).

The next meshes are obtained from the first one by global regular refinement and
have 4608 elements (2401 nodes and 14406 d.o.f) and 18432 elements (9409 nodes
and 56454 d.o.f), respectively. All three meshes were decomposed into 24 subdomains
as shown in figure 7, the same decomposition being used in each case. The different
results are summarized in Table 3. These tests were run on one processor of a C98
Cray computer at the [.D.R.[.S. Computer Center in Paris, using the SHE3 finite
element.
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Fig. 7. Mesh decomposition

precond | # iter | condition number CPU

h neum 201 0.36924E+408 6.35+ 9.24=15.59
h/2 neum 216 0.42081E+14 13.424-31.84= 45.26
h/4 || neum 258 0.48505E+15 54.70+ 145.43=200.1

h coarse 41 0.10875E+03 7.4142.48 = 9.89
h/2 || coarse 50 0.27429E+03 16.29+8.04= 24.33
h/4 || coarse 63 0.66634E+03 64.59+ 36.87=101.39

h corner-f 24 0.26951E402 8.17+1.77=9.94
h/2 || corner-f | 31 0.39217E+402 18.3345.37=23.7
h/4 || corner-f 38 0.76593E+02 72.154-22.66=94.80

TABLE 3

Convergence of the roof test problem.
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The last test (finer mesh and corner-f preconditionner) was also run on a HP735
workstation. The times were 607.58s for the preparation step and 600.54s for the

solution step (to be compared with 72.15s and 22.68s on the C98).

We next compare on the coarse mesh the performances of the different choices of
coarse spaces for different values of thickness and different choices of finite elements
(Table 4). As expected, the results are sensitive to the presence of corner elements
in Z;, but not to the particular choice of these corner elements. For such an irregular
partition, the presence of corner modes improves significantly the condition number
of the proposed preconditioner, but here the preconditioner remains sensitive to the

mesh refinements and to the plate thickness.

Observe also that the nonlinear DKT element is slighty more robust, but yield
larger condition numbers. Actually, the penalisation of the sixth degree of freedom

RR n"2635

Condition Number for the cylindrical roof

Coarse
t nbiter Amin Amaz condit element
3. 29 .10103E+401 | .28524E402 | .28232E+02 | SHE3
3. 37 A0114E401 | .59672E402 | .58999E+02 | DKT
0.3 41 .10102E+401 | .10986E+03 | .10875E403 | SHE3
0.3 47 .10120E+401 | .13111E403 | .12957E4+03 | DKT
Corner-f
t nbiter Amin Amaz condit element
3. 18 A0117E401 | .79302E401 | .78384E+01 | SHE3
3. 34 .10122E+401 | .38161E4+02 | .37700E4+02 | DKT
0.3 24 A0186E+01 | .27507E402 | .27006E+02 | SHE3
0.3 34 .10140E+401 | .82800E+02 | .81657E+02 | DKT
0.03 64 10176E+401 | .57399E+03 | .56404E403 | SHE3
0.03 57 .10100E401 | .45691E+403 | .45238E4+03 | DKT
0.003 270 .10075E401 | .66162E+04 | .65672E+04 | SHE3
0.003 140 .10199E+401 | .10670E4+04 | .10462E+04 | DKT
Corner-d
t nbiter Amin Amaz condit element
3. 18 .10208E+401 | .12032E+02 | .11787E+02 | SHE3
3. 32 .10147E401 | .34690E+402 | .34189E+02 | DKT
0.3 failure SHE3
0.3 33 10158E401 | .59912E402 | .58978E+02 | DKT
TABLE 4
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FiG. 8. Deap half sphere

in the planar DKT element leads to algebraic problems as soon as two corners
are present (and hence fixed) within the same finite element. Finally, as expected,
the performances deteriorate when the thickness decreases because of the resulting
singular behavior of the membrane stiffness.

5.3. Deep Half Sphere. The next test problem considers a deep spherical
shell of radius 5 subjected to a gravitational loading (Figure 8). The original mesh
h contains 2650 planar DKT elements, and is partitioned into 24 subdomains.

Each element is then cut into 4 ( mesh ~/2), and 16 ( mesh h/4). We compare
again in this test case the performances of the different choices of coarse spaces for
different thickness and different mesh refinements. The results (Tab. 5) are quite
similar to what is observed for the above shallow cylindrical roof.

The corresponding size of the coarse problem for the coarse mesh is coarse 72,
corner-f 174, corner-d 306. All three displacements are blocked at corners in the
corner-d case, which explains its larger dimension.

5.4. A curved piped under internal pressure. The aim of this test is to
show the ability of the method to handle large real-life shell problems.

The simulation computes the deformations of a curved aortic blood vessel
subjected to an internal blood pressure as computed by a CFD code. The vessel wall
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Coarse
t nbiter Amin Amaz condit mesh
3 55 0.10141E+401 | 0.34626E+03 | 0.34145E+03 h
73 0.10124E4-01 | 0.12476E404 | 0.12323E+04 | h/2
95 0.10111E401 | 0.52231E404 | 0.51657E+04 | h/4
.03 92 0.10118E+01 | 0.78075E+03 | 0.77161E+03 h
106 | 0.10123E+01 | 0.11416E404 | 0.11277E404 | h/2
128 | 0.10112E+01 | 0.23326E404 | 0.23068E+04 | h/4
Corner-f
t nbiter Amin Amaz condit mesh
3 26 0.10146E401 | 0.18167E+02 | 0.17906E+02 h
36 0.10119E4-01 | 0.51838E402 | 0.51230E+02 | h/2
53 0.10102E4-01 | 0.16376E4+03 | 0.16211E+03 | h/4
.03 48 0.10117E401 | 0.75847E+02 | 0.74974E+402 h
59 0.10118E4-01 | 0.11888E403 | 0.11749E+03 | h/2
73 0.10111E4-01 | 0.20446E403 | 0.20221E+03 | h/4
Corner-d
t nbiter Amin Amaz condit mesh
3 18 0.10172E+401 | 0.92599E+401 | 0.91031E+401 h
27 0.10144E4-01 | 0.26452E402 | 0.26077E+02 | h/2
40 0.10153E4-01 | 0.62246E4+02 | 0.61306E+02 | h/4
.03 24 0.10169E401 | 0.18162E+02 | 0.17859E+02 h
28 0.10177E401 | 0.38631E402 | 0.37958 E+02 | h/2
37 0.10156E4-01 | 0.86683E402 | 0.85347E+02 | h/4

RR n"2635

TABLE 5
Condition Number for the spherical shell
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FiGg. 9. Mesh of the curved pipe

was 0.125 thick (one tenth of the pipe radius), its Young modulus was E = 3 x 107,
its Poisson ratio of v = .3.

The mesh contains 19707 SHE3 elements and 10814 nodes. This mesh was
automatically partitioned into 24 subdomains (Fig. 9). The deformed configuration
is shown in Figure 10. The number of iterations and CPU time for the various
preconditionners are reported in table 6.

precond || # iter | condition number CPU
neum 336 13866408 346.33+6984.4=7330.8
coars 104 .10931E404 699.0542238.97=2938.02
coin 58 .14906E+03 1085.71+1289.49=2375.2
TABLE 6

Convergence of the biomedical problem.

6. Conclusion. The above theoretical and numerical evidence indicate that
we have introduced a domain decomposition strategy which can handle efficiently
fourth order plate problems. For regular partitions, the proposed strategy appears
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FiG. 10. Curved pipe : deformed configuration

to converge independently of the number of subdomains, even in the case of
discontinuous coefficients. On the other hand, the strategy appears to be sensitive
to the shape of the subdomains and to the regularity of the interface.

This strategy can also be efficiently extended to quite general shell problems,
but the theoretical and numerical results indicate a certain degradation of the results
when the shell gets very thin.
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