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Abstract :

Error estimates show that boundary layers do not require to refine the mesh for 1p but only

for w when the Reynolds number is large.
In this report we study a new mized method for the Stokes and Navier-Stokes equations.

The method uses two meshes, one very fine for the vorticity w and a coarser one for the
stream function 1.

We prove estimates and study implementation problems.

Adaptation de Maillage pour les Equations

de Navier-Stokes dans la formulation ¥, w

Résumé :

Les estimations d’erreurs montrent que, quand le nombre de Reynolds est grand, on n’a pas
besoin de raffiner le maillage pour ¢ autant que pour w. Dans ce rapport, nous étudions
une nouvelle méthode mizte pour ’approzimation des équations de Stokes et Navier-Stokes.
Cette méthode utilise deux grilles, l'une trés fine pour la vorticité w, lautre plus grossiére

pour la fonction de courant 1.

Nous faisons une analyse d’erreur et étudions les problémes d’implémentation.



Introduction

Throughout the paper,  denotes an open domain of IR? with boundary T.

For the sake of simplicity but without loss of generality, we assume {2 simply connected.
The aim of the paper is to give a new algorithm for the numerical approximation of the
solutions (3,w) of the Navier-Stokes equations for incompressible fluids, in their stream-

vorticity formulation :

( —AY =w in Q
Ow .
—6—t—VAw+u.Vw—f in Q
u=V X1 in §
(1) . ;
Y =g onT[
0
'5%:0 OHF]
lw =g on I'y

where I'; and T', are two subsets of I" such that Ty Ul =T and 'y N T, = 0.

Hereafter, f belongs to L%().

When the Reynolds number is large, the viscosity effects can be neglected in large regions
of 2, but they cannot be neglected in particular near I'y; indeed, near 'y, a boundary layer
matches the solution of the Euler equations with the boundary conditions. Therefore, if
the flow is approached by means of finite elements, it is necessary to refine the mesh near
I'1, in order to catch the very rapid variations of the vorticity w. However, one can guess
that the variations of the stream function ¥ are slower, since —g—f = 0. Then it seems
numerically efficient to compute ¥ on a coarser mesh than w. The goal of this paper
is to describe a variational formulation of (1) yielding a mixed finite element method to

approach ¥ and w with different grids.

Let us first recall some results on the mixed method for the stream vorticity formulation
of the Navier-Stokes equations. For the sake of simplicity, we shall focus on the case where

I'; = § and where the Stokes equations are considered :

([ —AY =w in Q

—vAw=f in §2
2) <1/)=go onT

o

\a—n—O onT



Ciarlet-Raviart [1] give a saddle point variational formulation for (2) : Find (4,w,u*) €
HI(Q) x L*(Q) x H'(Q) such that

(V(o.v) € H(Q) x L2(Q), v / wo + / V. Vp* — / op* = / fo
Q Q Q Q
(3) $ Vo) = 9o ,
1 — =
k‘V/;t € H' (), /Qsz).Vp /g;wp 0

where 7, stands for the trace of H! functions on T'.

In (3), the weak formulation of —Ay = w;%‘ff = 0 is viewed as a constraint. Ciarlet-
Raviart show the existence and uniqueness of (¢,w, u*) satisfying (3), and give a mixed
approximation for (3). They choose X, C HY(Q),Ys» C L*(Q),My C H'(Q), so that
Xr C Yy C M. These authors prove that, if g, € Xp\X}, the following problem has a
unique solution :

Find (¢, wh,u}) € Xn X Y X My so that ¢p — go € X7, and

V(wh,vh)EXﬁXYh,V/wwH/ V%h-V#Z—/ Vhih =/ fen
Q Q Q Q

(4)
Vﬂh € Mh, / Vdih.v;zh - / whrpp =0
Q Q

Furthermore, these authors obtain the following error bound :
If 4 solution of (2) belongs to H2(Q) x H¥+2(Q), for some integer k > 2, if Y, = M;, and

if X, and M} are P* finite element spaces, related to uniformly regular triangulations :

(5) 1A% — whllo + 1Y — ¥alli < K[[$]le+1 + llwlle] !

Scholz [7] improves this error estimate, and shows that the convergence is also obtained
for a P! approximation of (3), if ¢ belongs to H3(9).

In the right member of (5), ( and also in the improved error estimate ), we notice that
in the case of a boundary layer for example, the error due to the approximation of ¢ by
functions of Xj, seems smaller than the other errors. Hence, it seems to be a waste to
discretize i with a mesh as fine as for w.

At this point, it is useful to recall the results of Glowinski and Pironneau [2]. These
authors consider the special case where X = M}, and they design an algorithm, based on
a boundary operator, which enables one to compute wy and %, in (4) without having to

compute .



We also would like to avoid computing u}, but we cannot use the method of 2}, since the
mesh for 4 is desired coarser. We can now specify the aim of the paper : it i; to give a
variational formulation for (2) and then for (1), in order to approach w and % on different
grids, by means of a boundary operator, and without computing any Lagrange multiplier
like pj.

The first part of the paper is devoted to a formulation of the Stokes equations (2) and to
a related mixed discretization. It includes an error analysis. The second part of the paper
deals with an analogue method for the generalized Stokes equations. An error analysis
is also sketched. The third part concerns the implementation of the algorithm for the
approximation of the whole Navier-Stokes equations, and contains heuristic considerations
in order to choose the sizes of the meshes for w and ¥, when the flow develops a laminar

boundary layer.

Numerical experiments for this algorithm are not carried out so far, but will be performed

in a forecoming work.

I. A saddle point variational formulation for the Stokes problem.
I.1. The continuous problem
I.1.a. A well posed constrained problem

In order to derive a variational formulation for (2), we introduce the set :
(6) V = {ve L*(Q),av e L} ()}

V is a Hilbert space with the following scalar product :

(7) (u,v)v = / uv +/ Aulv
Q Q

We also introduce the following closed subset of V :

(8) W = {v e L¥(R); Av = 0)

In (2), by an harmonic shift of g,, we may assume that

(9) 9o =10
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Let us also shift the inhomogeneous data f by solving first : Find w, € H}(£), so that :

(10) Yv € H) (), V/QVwo.Vv=/va

Then consider the variational problem posed on W x H}(Q2) : Find (@,v) € W x H (%),

Yv e W, /Qv:—/wov
Q Q

(11)
Ve HI(@), [ v.vp= [ @+

Remark 1

Note that the variational problem (11) is posed on an unusual space, namely W x Hj(Q).
ad

Remark 2

In formulation (10), (11) the problems on w and ¥ can be solved separately. This is specific

to equations (2). When the problem of discretizing w is overcome, it will be easy to take

different meshes for w and . O
Lemma 1 Problem (11) has a unique solution. 0
Proof

If @ exists and is unique, then the Lax-Milgram lemma yields the existence and uniqueness
for (11).
But & is the L? projection of —w, onto W which exists and is unique because W is closed

for the L? topology. 0

When £ is smooth enough, we can show that 1 is the solution of a more classical biharmonic
problem :
Proposition 1 If " is C'! or if Q is polygonal and convez, then ¢ solution of (10) (11),

i3 also the solution of

¥ € Hj(Q)
(12) 2 ’
v | ApAp = | fo, Vpe€ H;(Q)
Q Q
which 13 the usual variational formulation for (2). a

5



Proof

The solution 1 of (11) belongs to H2(£2) because of well known regularity results (cf. [3]).
" Then w =w, +w = ~A.

To prove that %’ff = 0, we use the fact that when  is smooth enough, Vp € le‘(l"), there
exists p € H'(Q) with p=p5on T and:

(13) Yy € H;(Q),/ Vp Ve =0
Q
Hence :
| 8
(19) /Awp— /vva+ Wo= [T
r on

On the other hand,

(15) / AYp —/ (w+we)p=0

In (15) the first equality comes from the second equation of (11) and the fact that ¥ €
H?(Q), and the second equality comes from the first equation of (11). So we have proved
that

Vp€ Hi(D), [, 2£p =0 ; hence 3£ = 0.
Finally, for every ¢ € H E(Q),

V/ AYPpAp = —u/(wo-{-u'))Acp
Q Q

/(IJAcp=/AxD<p=O

Q Q

—V/woAgo=v/Vwo.ch=/fgo
Q Q Q

Proposition 1 is proved. a

Since ¢ € H2(R),

and

We are now going to replace problem (11) with a problem posed on H(Q2) x H} ().



I.1.b.An ill posed constrained problem
The set W is not easy to discretize. The aim of this section is to formulate a new problem,

in order to replace W with a new set W', which has a variational definition. We introduce
the set :

(16) W' = {v € H(Q):Vu € H;(Q),/Q Vu.Vu = 0}

We can now introduce a new problem :

Find (@,%) € W' x H}(Q) such that

V’UEW', /Qv:——/wov

(17) Q Q
voeHUR), [ Vuve= [@ru

Remark 3

Let us emphasize that (17) may have no solution. However, we shall see later that the
discrete version of (17) has a unique solution. The problem (17) or its discrete version is
more convenient than problem (11) because the space W' enjoys a variational definition

which is not the case for W. |

Proposition 2 If (&,) is a solution of (17), then it is the only solution and (©,)) i3 the
solution of (11). Conversely, if the solution ¢ of (11) belongs to H*(S2), then (—AYp—w,, )
i3 the solution of (17). a

Proof
If o satisfies the first equality of (17), it also satisfies the first equality of (11), because W'

is dense in W for the L? norm.

To show this density result, let us recall that H¥(T) is isomorphic to W' and H-3(T) is
isomorphic to W. (The latter result can be found in [4]). Using these isomorphisms, the
density of H*(T') in H~¥(I') yields the density result.

So if (@, ) satisfies (17), it satisfies (11). The uniqueness for (11) yields the uniqueness
for (17). ‘

If 4 solution of (11) belongs to H*(Q), it is of course solution of (17), because —Ay —w, €
HY(Q). 0



I.1.c. A saddle point problem for (17)

Problem (17) can be viewed as a constrained problem where the constraint is : w € W'. It
can be changed into an unconstrained problem, at the cost of adding a Lagrange multiplier.
Problem (17) is equivalent to the following saddle point problem :

Find (@,9,u*) € H(Q) x H}(R) x HX(Q)

'VvEHl(Q),/JJv+/Vv.Vu'=-—/wov
Q Q Q

(18) { V€ H,}(Q),/ Vo.Ve=0
Q

Vo e BY@), [ V6.0 = [ (@i +a)e

Remark 4
We can add to remark 3 that we can obtain (18) because of the variational definition of
W'. Such a formulation cannot be obtained from (11). a
Remark 5
It is easy to notice that if 1, solution of (11) belongs to H3(Q), then (=AY — wo, ¥, —¢)
is the solution of (18). This remark will prove useful for the error estimate. 0

I.1.d. A boundary formulation for (17)

As in [2], we would like to introduce a boundary operator to change (17) into a problem
posed on H1(2) x H(I).
Consider the following isomorphism between H%(F) and W' .
A= o(A) ,
where @(A) is the unique solution of the following problem :

{ To(@(A)) = A
(19)

Yo € H,}(Q),/ Vo(A).Vv =0
Q

The following lemma is used to transform (17) into a problem posed on H, () x H 7(T).



Lemma 2 Problem (18) 1s equivalent to :

Find (,\) € HY(T') x H%(T) such that

Ve HAD), [ oo = = [ ol
(20) Q Q
Vo e B, [ VeTp = [ o +ali)e

Proof The proof is straightforward. O

We can now define the following symmetric bilinear form on H é(I‘) :

(1) (i) = [ B

Since a is continuous, (21) defines a linear mapping A from H?3(T') into (H*(T))' by
(22) <A, p>=a(A\p), VYA peHEID)

One can also define B € (H#(I'))' by

(23) < B,u>=- /Qwocb(u)

Problem (20) reads :
Find (A, %) € H*(T') x HY(T)

A(\) =B
(24) {

Vo e B, [ V.90 = [ (@0 +a()e

I.2. Approximation by a mixed finite element method

Throughout this section, 2 is a polygonal domain.
Let 73 and 7; be two triangulations of 2 so that 7; C 72. 7, is the coarser mesh and will
be used to approach .

We introduce the finite element spaces Xy C H(Q) and Y;, ¢ H'(Q2), defined by :

(25) Xu = {on € C°(Q)VT € Th,¢ulr € P*}
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(26) Y = {vn € C°(Q);VT € Tz, vn|r € P*}
Finally we define X§; and Y)? by

(27) Xy ={pn € Xn;on =0 T} ,

(28) Yo ={vh €Yn;up =0 r}

1.2.a. Discrete analogue to (17)

We define w,p, the Y)? conforming approximation of w,, defined by (10) ; w,n is the unique
solution of :
Find w,p € Y} such that

(29) Vv, € Yho, l// Vwor. Vo, = / f‘Uh
Q Q

Just as for the continuous formulation, we introduce the space Wj :
(30) W; = {vp € Yy :Vuy € Yho/ Vi . Vuy = 0}
Q

The discretized problem for (17) is :
Find (or, ¥n) € W; x X§;, such that :

Yo, € WL,/ WhrVL = —/ WohVh
Q Q

(31)
Vo € X3, / Vu Vo = / (@h +won)p
Q Q

Notice that (31) is a mixed approximation of (17), since W; ¢ W'. Here, unlike to (17),

the following lemma is true :
Lemma 3 Problem (31) has a unique solution. | O

Proof W} is a vectorial subspace of Y4, closed for the discrete L? norm, since Y, has a
finite dimension. Hence, the L? projection of —w,, onto W}, is uniquely defined. The proof

is completed. O

10



Remark 6
The fact that Xz C Y3 implies that [, (wor +@r)pn can be computed exactly. Thus (31)

does not introduce any interpolation errors. o

Remark 7

Problem (31) is not directly implementable, because the space W} is not explicitly known.
O

I.2.b. Discrete analogue to (20)

Just as for the continuous problem, one can define an isomorphism between Yx\Y? and
Wi, A — wh(Ap) by :
VAn € Ya\Y2,@n(An) is the solution of :

Wa(An) — A €Yy
o {

Vv, € Y,:’,/{; Var(Ar).Vop =0
Let ap be the symmetric, positive definite bilinear form :

(33) an(An, pn) = /Q@h(/\h)u')h(#h) ,
and b the vector of Y3\Y}? defined by :

(34) Vun € Ya\Yy, (bn, pn) = —/ﬂwoh@h(#h)

It 1s straightforward to show the following lemma, which provides a method for solving

(31).
Lemma 4 Problem (31) is equivalent to :

Find (A, ¥vH) € (Ya\Y?) X X§; such that

Vin € Ya\YR,  an(An, pn) = (bn, pa)
(35)

Vou € Xp, /QV1/)H-V<PH = /Q[woh + @n(Mn)]en

11



I.2.c. Implementation

An algorithm based on (35) would be :

. Compute wx(p;) for a basis (1) of Y3\Y)2.

. Compute the bilinear form a; by means of the functions @s(ui).

. Solve problem (29) to compute b, and then solve (35).

Of course, this algorithm is expensive for a single Stokes problem. It will be efficient for
a Navier-Stokes approximation, since one has to solve many Stokes problems, and the

computations of @4(u;) and a; are done once for all.

I.2.d. Error bounds

Throughout this paragraph, we suppose that 2 is polygonal convex, that the integrals
Jq fon are computed exactly, and that ¢, solution of (12) belongs to H*(Q2).

We recall that, if ¢, solution of (12) belongs to H*(), then (—Av — w,, ¥, —1) is the
solution of (18).

We are going to perform an error analysis for P! and P? finite elements. The same analysis
would be true for P* finite elements, for ¥ > 2. The following theorem gives the error

estimates for the discretization described above :

Theorem 1 Assume that §) s a convez polygonal domain and that the triangulations T,
and T, are triangulations of sizes O(H) and O(h) respectively, with a regularity bounded
independently of H and h.

Let k be equal to 1 or 2. If ¢ solution of (12) belongs to H¥*%(Q), then if Xp and
Yy are constructed with P* finite elements, the following error estimate is true for the

approzimation (Wi, ¥H) :

h2
(36) lwo —wonllo £ Ch?[|wollz < C—lifllo

Ve <1/2, |l@ —@nllo + ¥ — ¥ulh

37
G0 < Ol foll + K2 1l + ()R- pllrz + B [ llna]

where C 13 a constant independent of h, H,e,v and c(¢) depends only on €. 0

12



Proof

Let us estimate [Jwo — won||o- Since won is a conforming P* finite element approximation
of wo, this estimate is classical (cf. [5] or [6]) ; to obtain (36), first estimate |Jwo —wor |1 by
means of standard finite element theory, then use the Aubin-Nitsche lemma, to estimate
llwo = worllo-

Now, (37) is harder to derive.

Remark 5 and (18) yield :

(38) Yun € Wy, /dmh—/ V.V, = —/wovh
. Q Q Q

On the other hand, (31) gives

(39) Vor € W, / Bhvn = / WonDh
Q Q

Because of the definition of Wj, (39) can also be written

(40) Yun € Yy, /u‘;hvh —/ Vop Vuy = —/wohvh
Q Q Q

In (38) and (40) let us replace vy with v4 — @p, and let us substract (40) to (38). We

obtain :

Vv, € W,'I,Vph €Yy /(;(u_) —@p).(vh — @) — /Q V(¢ — pr).V(vn —w@4)
(41)
= ——/{;(wo —woh).(vh —(:Jh)

Therefore, since w = w, + @,

Vo, € Wi, Yy € Y,

42
(42) llon —@nlls = - /Q(w ~ woh — vp)(vh — @) + /,, V(% — pn). V(o — o).

which implies :
Yo, € Wy, Yun € Yy,

(43) _
lon = @112 < llo — won — vallollon —@n)llo + ‘ [ 9= i) 9(on -3
Q

13



To find out an error estimate from (43), we need the following lemma, which will be proved

later on :

Lemma 5 The following estimate i3 true :

(44) inf |lw — woh — vallo < CA¥[lw]lx

UAEWh

O

This lemma deals with the first part of the second member of (43). Let us see what we
obtain by naively processing the second part of the second member in (43) : we notice
that there exists a constant C, so that (see [5])

C
(45) Vor € Wlln |vh _“_)hll < z”vh _“—)h”o
On the other hand, since ¢ € H3(Q) N H2(Q),

(46) inf |9 — pali < CR* |94
BHLEY

Because of (44), (45) and (46), (43) yields :

inf |lon — @nllo < CRSwllk + CH* |91
v;.GVV"x

This estimate does not yield the convergence of the approximation in the case k = 1. A

more refined estimate is necessary. To obtain it, we need a lemma due to Scholz [7], [8]:

Lemma 6 (Scholz) Suppose that Q and T; satisfy the assumptions of theorem 1. Let k
be an integer and p be a real number such that 1 < k and 2 < p < 0o. Suppose that Y}, is
related to P* finite elements. If Py denotes the projection of ¢ onto Y, there exists a
constant C > 0 such that, for all functions p € WtLp(Q)n H}(Q),

1 ~1/2—
swuer, | [ Vo= Pap)Tun| < ORI oy,
lluallo |/
where ||@llk+1,p is the norm of p in WEtL2(Q). O

Sobolev imbeddings yield that

d) € Wk+1,1/e(Q)

Ve < 1/2, {
lbllk+1,17e < ()P llkt2

14



Hence,

I [ 906~ P9~ 20)| < e lsalion = nll

Therefore, replacing pn with Prtp in (43) yields

(47) Ve <1/2, 5 = @llo < ClR*lwlli + e(€)h* /27|l | 2]

Now, let us find an estimate for ||t — ¥ p|l1.

Remark 6 tells us that there are no interpolation errors from the term :

/((Dh + Woh )PH, in (31).
Q
Thus estimating ||t — ¥ u]|1 is straightforward. From (31), we find that

I = ¥rll < C [lwor +wn —wllo + Infouexy I — onlli].

which together with (36) and (47) yields

1 “1/2-
(48) I =ulls S C |l flloh® + llolleh® + ()R 2% 1 llksa + H* 1]l e4s

Theorem 1 is proved.
Let us now prove lemma 5.

Proof of Lemma 5

Let us choose vy such that

Yuy € Yo,/ Vo Vup =0
(49) { " Ja

vp=IlIpw onT

where II,w is the L?(T) projection of w onto Y;\YY.

The standard error estimates for the Dirichlet problem for —A with P* elements yield

(50) lw ~ wor — valli < CR*w|lk

15



To obtain (44), the Aubin-Nitsche trick is used :

(W —won — va)g

(51) llw — wor = vallo = Supyerz(a)2 T

Let u be the solution of the following problem.

Find u € H}(Q),

(52) )
Ve H,(Q), | VuVz= [ gz
Q Q

and let up be the solution of (52) with P* elements.
Find up € Yy, so that

(53) Vzp, € Y,f,/ Vup Vz, = / gzh
Q Q

Then,
lu—unlly < Chijullz < Chijglle

because 2 is polygonal convex.

Taking w — won — vp as a test function in (52), and using the H? regularity of u yield :

0
/g(w—woh—vh)=/ VuV(w —wop —vp) — a—u(w-—woh-—vh)
Q Q r on

On the other hand
/ Vup.V(w —wor —va) =0
Q
Hence,

ou

/g(w—woh—-vh)=/V(u—uh).V(w—woh—-vh)— 6—(w—woh—vh)
Q Q r on

Ou
(58 [ 90 —wor = on) < fu — unlsho = won = vl + 1o — wor — vall_y rlig= g
Q ) n 2

16



But, since w — vy € L%(T),

/F(w — v3)2

o =wor =vrll—yr = o =onllyr = $P gy oy T

Since vy, is the L? projection of w onto Y;\Y}?,

Van eYh,/F(w—v;.)z=/I:(w—v;.)(z-zh)

Hence

lo — vallo,rllz — zallo,r
“z”%,r

lw = won — vnll_yr < sup_p3 pyinfarevayy

Standard approximation results yield :
There exists C so that :

Vz € H3(),infs,evi\vellz — zallor < Ch¥|z]ly r
On the other hand, since w € H¥(Q),
lw = vallor < CR* Hlw|l_yr < Ch*Hwllk

Hence

lw —wor —vall_y,r < CE¥|lw|lk

Therefore, (54) yields

| 960 =won = 1) < Chlullh ol + Clulla* o
Q
< Ch¥|lwilgllo

The proof is completed because of (51). 0

Error estimates (36) and (37) seem to show that it is not necessary to approach ¥ on a
grid as sharp as w, because h*~¥=¢||9||x+2 and H*||¥||x+1 play the same role in (37). We -
shall go back to this matter in III.1.

For higher order approximations, we have the following theorem :

17



Theorem 2 Assume that ¥, solution of (12), belongs to H**2(Q), for k > 2, and w,
solution of (10) belongs to H*(Q), then if Xy and Y are constructed with P* conforming

finite element, then the following estimate s true :

Ve < 1/2,
¥ — ¥alls + llw —walle < C [h"[IlonIk + A%l + e(€) 27 gl k42 + H"Ild)llm] :

1.3. Non homogeneous problem

If %‘f = g1 # 0in (2), we have to replace formulation (11) by :
Find (@,¢) in W' x H}(Q) :

VvGW’,/u‘)v=—/wov—/g1v
Q Q r

(65)
Vo € HI(Q), /ﬂ V.V = /Q (@ +wo)p

The discretized problem is deduced from (55), and the error estimate is the same.

II. THE GENERALIZED STOKES PROBLEM

A method frequently used to approach numerically the nonlinear convection term in the
Navier-Stokes equations for incompressible fluids is the Galerkin characteristics method,
also known as the modified method of characteristics ([9]). This method will be briefly
described later. For our purpose here, we only need to know that Navier-Stokes equations,
discretized by the Galerkin characteristic method require the solution of the following

generalized Stokes problem at each time step.

((aw™! —vAW™ = T in Q
J —AYp"T =0 in Q
(56) d)n-}-l =0 onT
61/)"‘“
o = 0 onTl

It differs from (2) by a zero order term in the equation satisfied by w, which comes from
the discretization of %.
We are going to find a variational formulation for (56) just as in (I). In III, we shall make

use of both this formulation and the Galerkin characteristics method in order to solve the
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full Navier-Stokes equations. The discretization of the generalized Stokes problem is very

similar to what was described for (2), so not all the details will be spell out.

II.1. Analogue of (I) for problem (56). The continuous problem

Let us consider wq,, defined by :
(57) W = {v € L}(Q); vAv = av}

It is easy to check that wq s is a subspace of V, closed for the L? topology, and isomorphic
to H=3(I).
We shall also consider H, the following subspace of V x H}(Q) :

(58) H= {(v,w) € wa, X Hy(Q) : Vu € Hi(ﬂ),/ Ve.Vu = / vu}
Q Q
H is closed for the L? x H} topology.

As we did in (10), let us consider w,, the unique solution of :

Find w, € H2(Q),
(59) {

Vv € Hy (), /Vonv—{—a/wov_/fv

Here we also need to solve a problem for 9 :

Find ¥, € H (),
(60) {

Vo € HZ(Q),/ W)o.V<p=/wo<p
Q

Q

We can now consider the analogue of (11) : Find (@,%) € H, such that

V(v,p) € H, u/d)v-{—a/VJ).V(p:—u/wov—a/z/)ov
(61) Q Q 0 Q

=3 —y/wov—a/ V'L/JOVCP
Q Q

Problem (61) has a unique solution, (@,) which is the projection of (—w,, —%,) onto H,
closed for the L? x H! topology.
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We can also introduce an ill posed problem just as (17). We define W/, and H' by :

a,v

W,;,., = {v € HY(Q):Vu € H;(Q),y/ Vv.Vu+a/ vu =0},
(62) « - Je

# ={ ) e Wa, x @) Vi e 1@, [ To0u= [ ou}.
Q Q
The ill posed constrained problem analogue to (17) is :

Find (@, ) € H',
(63) {V(U,(P)GHI, V'/Q“:'U‘*"I/QVJ"V‘/’z_V/Qwov_a/(;d)ov'

It is possible to prove the following lemma, similar to proposition 2 :

Lemma 7 If (©,%) is solution of (63), then it is the only solution, and it is the solution

of (61).

Furthermore, if ¢, solution of :

H*(Q 2 NV =
(64) ¥ € HY( >,V<peHo(9>,u]nAzm<p+a/Qw 0 /chp

belongs to H3, then (A — wo, — o) 1s the solution of (63). a

It is also possible to find an unconstrained problem for (63), at the cost of adding two
Lagrange multipliers :
Find (@, %) € H, (p*,7*) € H}(Q) x H(Q) so that

V(v,0) € H\(Q) x H;(Q),u/ov+a/ vzﬁ.v¢+u/ Vv.Vu"—{—a/ op”
Q Q Q Q

+/V(,o.V77"—/vn':—u/wov—-a/d;,,v
Q Q Q Q

VuEHj(Q),u/V@.Vp-i—a/@sz
Q Q

Vn € H;(Q),/ V.V — / on =0
\ Q Q

(65) <

Remark 8
It is easy to notice that if ¢ solution of (64) belongs to H*(£2), then

p* = ¢ and 7" = —a(9 — vo).
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11.2. Approximation of (56) with a mixed finite element method

The spaces Xy and Y} are defined by (25) and (26). The functions w, and 1, are ap-
proached by conforming finite elements :
Find (wop, Yon) € Y¥ x X7, such that

Yo, € Yy, 1// Vwon.Vup +a/wohvh = / fun,
You € X§, /V'z/}oH.VgoH =/woh99H-
Q Q

To find the discrete analogue to (63), we introduce the set :

Yun € Yh",z// Vo Vi +a/ vppr =0

(67)  Miw =1 (vhrpn) €Y x X7, | i ;

Voy € X}’;,/ Vou.Vou —/ vany =0
Q Q

The discrete analogue to (63) is : Find (wn,¥n) € Hj g such that

(69)  V(onion) € My |

Q

WHV +a/ Vl/;H.VCPH = —V/wohvh ‘a/ 1/)0th'
Q Q Q

We can prove just as for lemma 3 that problem (68) has a unique solution.
Remark 9

The approximation (68) is a mixed approximation, since M}, ;  H' . O

Remark 10

Discretization (66) does not induce any interpolation error, since fQ wonpH is computed

exactly. v O

The discretized problem (68) is not directly implementable, because H}, y is not explicitly
known. To implement it, one need to introduce a boundary problem similar as (35) which

we shall discuss in section 11.4.

II.3. An error estimate for problem (56)
Let us estimate the error when problem (56) is approached by problems (66)-(68). However,

we shall not specify how the constants which appear in the estimates depend on a and
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v since this calculation is very technical. Hence, this estimate will not indicate how to
choose h, H, a for a Navier-Stokes problem. For the following, we shall replace f with fi
in (66). The error estimate will then depend on ||f — fi||o.

Theorem 3 Error estimate for the approximation of (56)

Assume that 2 is polygonal conver. Assume that Yy and Xy are related to P* finite
elements (k =1 or 2), and that the triangulations are uniformly regular in h and H.
Assume that ¥ the solution of (64) belongs to H*¥2(Q), then for all € < 1/2, there ezist
constants C(a,v) and c(€) so that :
(69)

RETVE4 ] kz + HE[llksr + RE (ool s+

o —wnllo + 16 — prll < Clasvye)
o o B\ fllt + B0 fllo + 1f = Falo

The proof of theorem 3 is in appendix 1.

Remark 11

In fact, there should be a different constant depending on «, v and € for each norm
appearing in the second member of (69). A sharp error estimate cannot be obtained if

these constants are not computed. O

II.4. A boundary formulation for (56)

H}, g is isomorphic to Y4\Yy . The isomorphism is :
An € YR\Yy — (@n(An), ¥u(An)) € Hhwr

where wp(Ay) satisfies :

u_)h(/\h) — A € Yho

70
( ) Yo, € Yho,l// V(Dh(/\h).Vvh + a/ Qh(/\h)vh =0
Q Q

Just as for the Stokes problem (2), we can define a4,y the symmetric positive definite form

on Y;\Yy given by :

(71) an,H(An, pa) = V/Qu‘)h(/\h)@h(#h)+a/QV1/3H(/\h)-Vt/7H(ﬂh)
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Just as for the Stokes problem (2), solving (68) is equivalent to solving :

(72) ap,H(An, pn) = (br,H, pr) = —V/Qwohu‘)h(#h)—a/nt/)ambh(uh)

Let
(@n(ps), ou (i), <i<Il

be a basis of H}, ;. This basis bas been computed once for all, and stored in memory.

One can then compute the matrix associated with as g. If this is done, solving (68) can

be achieved by :

1) Computing —v [ won@n(pti) — @ o Viporr . Vpp(pi) for each 1 < ¢ < I.
2) Finding A4, by solving a small linear system with I unknowns.

3) Computing @p(An), ¥ (Ar) from Ap.

IIT THE NAVIER-STOKES EQUATIONS

When v — 0 the velocity near the boundary u = {#,,—%;} may have a thin region of
strong gradient : a boundary layer.

Typically the dependency of the velocity upon v is of the form (see Landau-Lifschitz[10],
for example) u = g(z//v) where g is a function of order 1 and z is the distance from the
wall. Thus ¥ = /v ¥(z//v) and w = &(z/\/v)//v. These expressions are valid within
the boundary layer which is a thin region around the walls of thickness \/v and also in the

wake of an aerodynamic profile.

II1I-1 From Stokes to Navier-Stokes
It has been shown by Rappaz et al [11] that the error analysis for the Stokes equations

~vAu+Vp=f, Vau=0

carries on to the Stationnary Navier-Stokes equations

—vAu+Vp=-uVuy, Vau=0

I

without difficulty with f replaced by uVwu. This is because the fixed point algorithm
—vAu™t L UptH = "V, YVt =g
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converges to an isolated solution of the Navier-Stokes equation if it is properly initialized.

In the formulation with the stream function ¢ and the vorticity w in two dimensions uVu

is replaced by uVw because the fixed point algorithm is

—vAw™! = —y" V" ,

A,‘/)n-i-l — wn-}-l

In view of (36)(37), the error estimates for a numerical method based on a dicretization of
the above biharmonic problem by the method studied in Section II would be that of the
Stokes problem with f = —uVw :

Ve < 1/2, ”wn-i-l _w'r:-H”o + |l¢n+l n+1”

1 n
< CR¥[lwm e + k=~ [lu"Vw"lo + c(e)R* 270 g k2 + HH " k1]

But the algorithm converges so it is reasonable to expect that ||4™|| = ||¥]|]| and [|w™|| =~
[l

Now if there are no other singula.rity than the boundary layer we have:

Il ~ ot~ ([ 12500 = ([ W ZE vt [ 15w,

vy O,z
it~ e = ([ 1298 = ([ W Zam? =t [ 122w,

Akﬁ

1 _5
;]IquHo ~ ”w”2 Vv 4,

Therefore if an error of order 7 is desired, we must have :

1 — —_ n n
h*llw™ 1 + R —||u"Vw™[lo + c()R* Y |k + HE N9 k4
0 (B 4 c(e)R* =12 ), L %yt HY N T <<,

1.€.
if k=1, h << 1)21/% and H << m/%,
if k=2, h << n%u% and H << 77'}1/‘3.
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Fundamental remark

We note that the gain is very substancial because, in the case k = 1 for instance, this
analysis gives H = O(h'/®). We can also notice that the gain is all the larger that the

order of approximation is smaller. @]

II1.2 The characteristic-Galerkin method.

The characteristic-Galerkin method, also known as the modified method of characte-
ristics [9] [12] [13] [14] is an efficient discretization of the convection terms which replaces
(1) by a sequence of generalized Stokes problems.

Let us recall the method briefly. Consider

dX
(73) E; = U(X, T) XI"':‘ = ,

and a time step k ; ™ will denote ¢ at t = nk ; X(z,t;7) is the position at time 7 of the

fluid particle which was at position z at time ¢. Denote
(74) X™"(z) = X(z,(n+ 1)k;nk)
Now it is not hard to show that

(75) (3—“’ tu Vo

G ) e = @ @+ 0)

!
k

so a reasonable semi-discretization of (1) is

— ApmHl =t

1 1
— n+l — n+l — —.,n n
(76) P v Aw f+ Zw o X
%y
Yr=go , nir, 0, wr,=an

where X™ is computed by (73) with u = V x ¢™. Thus, after discretization, the algorithm

discussed earlier is as follows.

Initialization.
Construct a triangulation 77 of Q of size H ; subdivide it to obtain a triangulation 73 of

size h. Denote Xy ,Y3 the spaces of conforming finite element of degree 1 or 2.
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Denote {u;}i_; the functions of Y4 which are equal to 1 at nodes i of I'; and 0 at all other

nodes, respectively. Solve forall: =1,...,1

Wi(pi) — pi €Yy
77 1
(77) Vo, € Y,? , l// Var(pi) Vop + TC./ wr(vi)vp =0
Q Q

Solve

Yy(pi) € Xy
(78) 0 — [ =

Von € Xy A Vi (pi) - Ven = Qwh(#i)tpn

Store {@a (i), ¥ y(1i)}; compute and store

(79) A = v [ Guua) + ¢ [ Fuln) - Voulus)

For each time step.

Solve

won ' —wik €YY
80 1 1
(80) Yo, €YY V/Vw(')‘,j".Vvh-i-—/w(',',f'lvh=/fvh+—/(w;,‘oX,",)vh
Q kJa Q h Ja

where X}, is an approximation of X™.

Solve
o' — g0 € X%
(81) 0 n+1 n+1
Vou € Xy /VI/)OH 'V90H=/Q%H ©H
Q

Compute

p— 1 n T
(82) 4 = v [ wnbTau) - ¢ [ VU IOae)
and solve

Ah,H \ = bh,H
Set
(84) wpt' =witt 4 ) Nma(p)

i=1,...,1
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(85) YR =vdon > AiPa(m)

i=1,...,1

Notice that it is not essential to require wi¥'|r = win in (80) and P54 |Ir = go in (81);
these constraints could be relaxed and imposed at the level of (84) (85) by superposition.

In some cases this remark makes room for a substantial speed up of the numerical method.

We have seen earlier that for a steady or quasi-steady flow around an airfoil for example,
the right choice is h <« v3/%; H « v'/* in the boundary layer and in the wake. Thus the

computing time will be dominated by the computation of wg : L

I11.3. Speeding up the method.
111.3.1. The y-method.

To speed up the computation of wg: ! we must use the parabolic character of boundary
layers.

It is known since Prandtl (see Rosenhead [15]) that 8%w/0s® <« 8*w/On? in wakes and
boundary layers when s is in the direction of u and n normal to it. Thus in (76) and (80)
—vAw™! could be replaced by —v 8%w/0n? in these regions. Another way of saying the
same thing is to say that if (76) or (80) were solved by a block Gauss-Seidel relaxation sweep
in the direction of the flow, a few iterations would be enough. Some preliminary tests with
this idea have been done in (Derrico-Pironneau [16]); these show not only that it is efficient
but also that it is better than direct methods which tend to be very ill-conditionned with
elements of large aspect ratio.

However there are two difficulties:

- the thickness and position of boundary layers and wakes are known only crudely.

- the method requires a sophisticated renumbering ofthe nodes in directions normal to the
flow. The second difficulty has been solved in [17].

For the first difficulty, we shall use the y-method. Given a small positive number § we
denote by x,(z) the function which is zero when |z| < § — §2, z when |z| > & and the
linear interpolation in between (x,(z) =6 — 1+ z/6 when § — 6* < |z < 6).

In the x-method the first two equations of (76) are replaced by

o o v S () = penex



where ¢; = (u:‘)2/|g“)’: .
Convergence when 6§ — 0 for this class of methods is studied in {18] [19]. The basic idea is

to notice that

(87) ) —wl <8

therefore (86) is a é-perturbation of (76).
From the numerical point of view the equation on w"*! in (86) is much easier to solve
than the original one in (76) because it has the parabolic character of Prandtl’s equations

in the boundary layers.

II1.3.2. Another basis T(y').

Beside the storage problem for @(p'); the computation of Jo @%@ ( ©') is expensive because
wr(p') does not have a small compact support in €.

Again we observe that it is not essential to have @x(p') = 1* on the boundary. Other basis
of Y»\Y} can be chosen.

Let z* denote the i-th boundary node and let

d
@' =¢(lzr —=z'|) where - ldi-rd_r + f—- =0
Obviously
VAT + 2 =0

k

and [5']; is a basis of Y — Y2. Now &*(z) decays rapidly when |z — z!| increases so

/w(’,‘,flwiz/ e t-
Q V(z*)

where V(X*) is a neighborhood of z' and where &' is the distance betwwen 8V (z') and
z*. Notice that it is no longer necessary to store @', nevertheless since it may be time

consuming to recompute the values of ¢ we may also store the values w'(z?), for all nodes
z7 of V(X?).

IV. CONCLUSIONS.

Adaptative mesh refinement for the Navier-Stokes equations is a powerful tool for an

efficient management of the computer resources at high Reynolds number. We have shown
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2]

3]
[4]

[5]
(6]

on one formulation of the equations, vorticity-stream function in 2 dimensions, and one
discretization method, the mixed finite element method, that it is not necessary to refine
the mesh uniformely for both variables; only the vorticity needs to be refined in regions
of strong gradients like boundary layers and wakes. However it was necessary to modify
the standard mixed method at the cost of an increase in the memory requirement. Error
estimates show that a reasonable choice for a P! approximation is h(w) < V2 HY) <
v/,

Finally we have noticed that this tool does more than a speed up by a factor two because
the partial differential equation on w degenerates in the boundary layers and wakes and it
1s much easier to solve than the one on 3, even though the number of degrees of freedom
is much larger.

This analysis is theoretical but it will be followed by a numerical simulation and until this
is done and the implementation details are solved it will of course be hard to convince the

reader that it is worthwhile the complexity of the programming,.
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Appendix 1 : Proof of theorem 3

Here, in order to shorten the notations, (u,v), stands for the L?(Q2) scalar product.

Let us first estimate the error on w,. Since w, is approached by conforming finite elements,

lwo — wonlls < Cla, v)[hllwsllz + [1f — frllo]
Aubin Nitsche trick yields :

wo —worllo < Ca, v)[A*|lwoll2 + Il = fallo]

(A.1) 2
< C(a, V)[R fllo + |If — fallo]

Let us now give estimates for the error for 1,. They will be used for estimating ||@ — wx|jo.

Conforming finite element approximation results yield :

1Yo — Yorlli < CH|l$ho|l2 + llwo — wohllo
< Cla, ) H||fll-1 + llwo — wonllo]

Aubin Nitsche lemma gives :

(4.2) b0 = borllo < Cla, ) H?||fll-1 + [lwo — wonllo]

The main part of the proof deals with the error estimate for @.

Let us take (vh — @, oH — H) € H}, u as a test function in (65).
Remark 8 yields : Vup € Y2,y € X§,

v(@,vh = @n)o + VY, Vo — Viy),

+ v(=VY — Vup, Vor — Van)o + a(=1 — pih, vh — @r)o
+a(=VY — Vu,Veu — Vu)o + (b + 11,00 — Yu)o =
— U(Wo, ¥h —@h)o — a(Vipo, Vo — Vibp),

(A.3)

Taking (vh — @k, o — Y1) as a test function in (68) yields :

V(@h,vh —©Oh)o + A(VPH, Vou — Viby), =

(A.4) _
- V( Woh,Vh — ‘Dh)o + a(v'(/)ol-la V‘PH - V¢'H)o
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Substracting (A.4) from (A.3), one gets : Vup € Y2, Vnn € X§,

V(W — Woh — @h,Vk —@Dh)o + a(V) — Veborr — Vou, Vo — Vibu),
V(=YY = Vup, Vop — Vop)o + a(—% — pr, va —On)o

+ a(=VY — Vi, Vou — Vin) + a( — na,0H ~— PH)o

=0

(A.5)

Hence, using (60) and (66),
(A.6) vlvk — @nllo + aloy —Puhh =a+b+c+d

with

a = v(w—Woh — Bh,@h — Vh)o + (W — Woh —Dh,¥H — PH)o

b=v(VY — Vi, Vor — Vap)e + a( — pa,vh — ©Oh)o ,

c=a(Vy — Vor — Vr, Vou — Vin)o — (¥ — You — MH,oH — YH)o
d = —a(wo —woh, PH — YH)o + (o — YoH, PH — PH)o

The idea is now to restrict ourselves to g = pH.

Let us call R = [v]jvs — @)% + allon — $al|2] .

The following inequalities are true :

a < C(a,v)|w —wor —wnl[.R

Ve <1/2, b<C(a,v,e)l¥ 2| gles2R  , (Sholz lemma)
¢ < C(a,v)[|lw —woh — vallo + | — Yo — pullod] R,

d < C(a, v)[[lwo — wonllo + [0 — Yorllo] R

Hence,

lw —won = vhllo + ¥ — o — @hllo + B* /2]l k42

(A7) R<C(aywe)
+ ”wo - woh”o + ”1/)0 - '/"oH”o

On the other hand

& —@nllo < Cle,v) {llw - won = vallo + [lwo — wonllo + R
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Therefore
(A.8) o —@nllo < Ce,v,e){A+ B + D]

with
A =Info, omren, , lw —wor = vallo + 1Y = Yor —@ulle]
B = ”wo —woh“o + “d’o - '¢'oH”o y
D = R* V24 ] k4

The estimate for A is obtained just as lemma 5, by means of an Aubin-Nitsche trick :

A < Cla,v) [llwlleh* + IIf = fallo + H?||ll2]
Hence

o RE 28 gl gn + HE |l + R¥llwll + H2[Fll 21 + R2(I£1lo
[© —@nllo < Ca,v,e)

+1f = fullo

The last thing to do is to study the error on 3. This is a standard result :

1 — bally < C [HE[$llkss + llwo — wonllo + & — @nllo]

Theorem 3 is proved.
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