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Résumé

Les performances effectives des microprocesseurs RISC sur les applications numériques
restent décevantes malgré des performances nominales de créte parfois impression-
nantes. Dans ce papier, nous montrons que la pauvreté de ces performances est
due A I'adressage statique des registres dans les microprocesseurs. Nous présentons
l’architecture du coprocesseur OPAC ou des mémoires FIFOs sont utilisées pour
ranger les résultats intermédiaires et les opérandes réutilisables. Des performances
proches d’une multiplication-accumulation par cycle sont atteintes sur un large spec-

tre d’algorithmes.

Abstract

The effective performance of RISC microprocessors on numerical applications re-
mains on the order of a few megaflops/s. In this paper, we show that the static
addressing of the registers in standard RISC ﬂoatiné-point coprocessors is one of
the main bottleneck for performance. In the architecture of the coprocessor OPAC,

-we propose an alternative using only FIFO queues for storing intermediate results

*This work was partially supported by the french Ministry of Defense under grant DRET-INRIA
No 88.34.191.00.470.75.01 and by the coordinate program of CNRS PRC-AMN
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and reusable operands. Performance close to multiplication-accumulation every cy-

cle is expected on a large set of numerical applications at a reasonable hardware

cost.

Mots-clés :

numerical applications, floating-point coprocessor, dynamic addressing, FIFO queue



Introduction

In 1987-88, we observed the rise of very powerful workstations, for example those
built around RISC microprocessors. On the other hand, powerfull floating-point
chips with cycle around 30 ns were off the shelf. Nevertheless, the effective perfor-
mance of these workstations on scientific applications were still of the order of a few
megaflops/s even on optimized primitives.

In this paper, we point out that the classical archetype RISC solution relying
upon a large set of floating-point registers for exploiting data locality in compute-
bound primitives had severe limitations. In section 3, we present the architecture of
a prototype floating-point coprocessor OPAC. OPAC has been devlopped at IRISA
since the end of 1987. FIFO queues are used for storing intermediate results and
reusable operands : these FIFO queues are not used as interface buffers, but as
memorie which are implicitly written and read with stride one. OPAC has been
designed to perform very efficiently a set of numerical primitives including the whole
library BLAS LEVEL 3, FFTs, .. ; the coprocessor OPAC can also execute a larger
set of applications and may be used as a classical floating-point coprocessor.

Simulation results have shown that the peak performance of one floating-point
multiply-add per cycle expected on the prototype under development will be ap-
proached on a large set of effective applications such as solving dense linear systems,
dense eigenvalue or singular value problems or computing FFTs or correlations, ...

The prototype is built with off the shelf chips which were available in 1988
and a customized VLSI sequencer. But it must be pointed out that a one-chip
VLSI implementation of an OPAC-like coprocessor may be possible : it represents

approximatively the same hardware complexity as the Intel i860.

1 A set of useful computing primitives

The performance on numerical applications must be accessible through standard
high level languages (Fortran or C) or through numerical libraries which ranges from

low level kernels (for instance BLAS LEVEL 3 [Do88]) to sophisticated algorithms



(for instance LAPACK [An90]). Low level primitives are used to shield the user
from the hardware complexity of the architecture. Here we list some interesting

primitives.
1.1 Matrix multiplication and the BLAS LEVEL 3 library

As most numerical computers reach their best performance (in terms of Mflops/s)

on matrix multiplications, there has been a particular effort to express linear algebra -

algorithms in such a way that most of the computations is carried in matrix multi-
plications [Ja86G]. In fact, most of the linear algebra algorithms on dense matrices

can be rewritten in block algorithms; here we listed some of these applications :

e Direct methods for solving linear systems : Gauss method, Gauss-Jordan

method, LU decomposition, Cholesky decomposition, ..

e Orthogonalization algorithms : Gram-Schmidt method, Polar decomposition

via an iterative method [Ph87], ..

It is noteworthy that an efficient matrix decomposition may be useful also for op-
erations on banded matrices and even in a few methods for solving sparse linear
systems [Ch87]{0180].

The BLAS LEVEL 3 [Do88] library also contains a few other very useful prim-
itives such as multiplication of full matrix by a triangular matrix (or its opposite);
some other matrix operations can also be interesting such as operations on banded
matrices. Most of the subroutines of LINPACK [Do79] and EISPACK have already
been rewritten in order to encapsulate the major part of the computations in calls

to routines of BLAS LEVEL 3 [An90].

1.2 Fast Fourier Transform

Fourier transform is one of the most popular methods in signal processing and is
very efficiently implemented by the FFT algorithm [Co65], nevertheless the FFT al-
gorithm remains compute-bound : 2" complex data read and written, 2"~! complex

coefficients referenced and 5n * 2" floating point operations executed. Moreover, in



many cases, the Fourier transform has to be applied to a set of vectors : coeffi-
cients may be read one time, then the asymptotic average number of floating point
operations per memory access is 5n/4.

As other useful primitives, one can also enumerate convolutions and derived

algorithms, polynomial evaluation (on a single element or on a vector).

2 Needs for intermediate storage in floating-point co-
processors of RISC microprocessors

Floating-point operator chips which are able to deliver the result of a floating point
multiplication/accumulation on every cycle have become commercially available!
From now, we consider a floating-point coprocessor of a RISC microprocessor
built around such elements. We analyze the size and the kind of intermediate storage
which is needed in order to achieve performance close to one multiplication/addition
on the primitives defined in sectioﬁ 1; the multiport register file generally used in
standard floating-point RISC coprocessors is shown to be unsufficient to ensure

performance close to one floating-point multiply-add per cycle (FMA).

Effective memory bandwidth in a RISC microprocessor

On processors designed around RISC microprocessors, the effective memory through-
put is relatively low; generally one cannot hope to obtain more than one floating-

point data every five cycles as illustrated in the following example :
DO 10 I=1,N
10 Afi]= A[i]+ B*Cli]
The loop body may be coded as follows:
1. RO= RO +R1 % RO is the address of C[i] , R1 is the storage stride
of C

2. LOAD RO F1

!Since the project has been started in 1987, microprocessors with on chip floating-point copro-
cessors have appeared




3. F2 = FO * F1 % B has been loaded in F1 outside the loop

4. R2= R2 + R3 % R2 is the address of A[i] , R3 is the storage stride
of A

5. LOAD R2 F3

6. F4 = F2 +F3

7. STORE R2 F4

8. R4 = R4 - R5 % decrementation of the loop index

9. if (R4!=0) JUMP to 1.

Let us consider that as in SPARC implementation, all the instructions
cost one pipeline cycle except for the LOAD (2 pipeline cycles) and the
store (3 pipeline cycles)?. Then the sequencing of this loop will cost 13

cycles ( when there is no cache miss).

Limitations of the RISC model

We suppose that the floating-point coprocessor is associated with a RISC micropro-
cessor which is able to deliver it only one memory word of data every five cycles.

Through the example of the FFT on a 2" elements vector, we analyze some
limitations of the standard RISC floating-point coprocessors based on specialized
register sets.

For computing a FFT on a vector of 2™ points , 2" complex elements must be
read and 2" complex results must be stored in memory; at least 4%2" memory words
must be accessed for computing a FFT on 2" elements and 3n * 2" floating-point
adds and 2n * 2" floating point multiplications must be computed : n x 2"~! FFT
butterflies.

If the processor can deliver (or receive ) one data every five cycles and if no
extra memory access is executed, at least 5# 4 * 2™ cycles are needed to perform the
memory accesses involved in a FFT on 2" points : then, in these conditions, the

floating point adder can not be saturated if 3n 2" <=20%2"i.en < Tor 2" < 128.

2for simplicity, we consider that the conditionnal jump costs also 1 pipeline cycle
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Then, implementing a performant FFT primitive would require a huge amount
of registers (approximatively 3 « 2") for all sizes of 2": FFT on a large vector may
be decomposed in a two-dimensionnal FFT on smaller vectors, but to saturate the
floating-point adder, intermediate vector results must not be intermediately stored -
in the memory if 2" does not exceed 128+ 128 = 16 K.

The size of the register set used in standard floating- point coprocessors of RISC
processors is limited (generally less than 64 registers). The main trouble for standard
RISC floating-point coprocessors is not so much the size of the needed register file
(we can reasonnably expect that a multiport register file of a few thousands words
will be commercially available in a few years); the effective difficulty is due to the
static addressing of the registers : each register must be explicitly referenced in every
instruction working on it, then it seems that the whole FFT must be unrolled and
coded as a sequence : volume of code will exceed 3n * 2™ instructions (more than
30K words for a FFT on 1024 elements).

Moreover a different version of the FFT primitive must be written for each
value of n.

This example clearly proves that using a standard register file as only inter-
mediate storage support in a floating-point coprocessor attached to a RISC micro-
processor does not enable to reach performance close to one floating-point multipli-
cation/accumulation every cycle on effective applications : we need a few thousands
words of intermediatememory support (an analog analysis for a square matrix updat-
ing show that we need more than 800 words) and we need some dynamic addressing

of this support.

Synchronous sequencing of the processor and the coprocessor

In standard RISC microprocessors, the processor and the floating-point coprocessor
are synchronously sequenced. This may induce an important performance decrease
due to caches misses, TLB exceptions, pages faults, ... : the sequencing of the
coprocessor is stopped even when the data on which it had to work are present in

its file register.



Synthesis

If the effective data throughput of the microprocessor remains low, some relatively
large local memory has to be used in the floating-point coprocessor in order to obtain
performance close to one FMA per cycle. We have also observed that some kind
of dynamic addressing must be provided in order to be able to efficiently use this

memory in parameterized numerical kernels.

3 The architecture of OPAC

The OPAC prototype will be interfaced with a standard MIPS R2000 microprocessor
(fig.1). FIFO queues are used for buffering operands, results and calls for numerical
kernels between the microprocessor and the processor. The sequencing of OPAC and
- its host will be completely asynchronous. This structure may be compared with the
model of “Decoupled Access Execute” [Sm82] : the Execution unit and the memory
Access unit are decoupled; in our machine, we decouple the floating-point unit and

the rest of the processsor.

3.1 Architecture of the computation block

The architecture of the computation block of the coprocessor OPAC has been studied
in order to deliver the result of one multiplication/accumulation per cycle on the set
of primitives listed in section 1. Only commercially available chips are used in the
computation block. Then to approach our performance ob jective, the computation
block is heavily pipelined, each element in it is supposed to be able to deliver one
result per cycle.

Studying these primitives has lead us to the architecture presented in fig.2.
Optimized data paths

‘In the set of compute-bound primitives which have been listed in section 1, in most
cases, the result of a multiply is then accumulated with a previously computed

intermediate result. So we have chosen to implement a direct and mandatory path

ey



Figure 1: Coprocessor OPAC in its microprocessor environment
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Figure 2: Architecture of the coprocessor OPAC
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from the output of the multiplier to one of the input of the adder3.

On the other hand, there is no direct path from the input FIFO queues of
OPAC to the floating-point adder, because the ability of passing a data through the
multiplier without change has been judged sufficient for an efficient implementation
of the defined kernel of primitives : adding two operands coming directly from mem-
ory is very rare in compute-bound primitives. The scalar addition of two elements
can be implemented as follows : the first operand is passed through the multiplier
and is recycled on entry y of the floating-point ALU through a direct internal path,
the second operand is then passed through the floating-point multiplier and added

to it.

Local memorization

As pointed out in section 2, some local and reasonably large (at least several thou-
sands of words) physical support is needed to store intermediate results and reusable
operands. We have also shown that static addressing of this memorization support
is not a competitive approach, because it does not allow to implement efficient prim-
itives with variable parameters.

We have decided to use FIFO queues for 6 major reasons :

e For each primitive defined in section 1, we have been able to find an imple-
mentation where these FIFO queues are used as only local storage support

and where no extra external memory access is performed.

o As the microcode has only to contain the READ and WRITE information on
the different queues used in the design, then the microcode is quite compact :

no explicit information are needed for address generation.

e We shall see in section 3.2 that the use of FIFO queues facilitates the microcode

generation and decreases the microcode volume (in number of instructions).

e In vector sections, the difference between a vector register and a FIFO queue

3This approach has become very popular since the project was started (IBM RS6000, Intel i860,
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is very tiny; but sometimes the use of FIFO queues may be easier because it is
possible to dissociate consecutive elements of a FIFO queue (for example when
solving a triangular system, at each step of the outside loop, the size of the
vector is decremented, and the computation on' the first element is different

from the computations on the other elements).

Reasonnably large FIFO queue RAMs were now available in 1988 (at least 2048
words of 9 bits) with fast access times (25 MHZ) and correct characteristics :
a data written at ¢t may be available on the output at ¢t 4+ 80ns. An decrease
of the period and an increase of the capacity has been observed : 50 Mhz 8

Kwords FIFO queues are now available.

In terms of hardware, the use of FIFO queues is a quite cheap solution : an

alternative was the use of dual-port registers:

1. Static addressing would lead to the difficulties described in section 2.

2. Addresses are computed during the execution; but this costs a lost of
hardware : address generators, data paths for initializing addresses, mi-

crocode RAMs for controlling these, etc.

The locations of the three FIFO queues sum, ret and reby are justified by the

study of the algorithms listed in section 1. FIFO queues sum and ret have been

introduced to store intermediate results flowing out from the output of the adder

respectively to the second entry of the adder and the entries of the multiplier. The

FIFO queue reby has been introduced to store vectors (or matrices) of data which

are used several times as an operand for a multiply.

Synthesis

We have checked that the structure of the computation block allows to compute the

primitives defined in section 1 for reasonably large size of parameters without extra

memory access; for larger parameters, the whole set of data cannot be intermediately

stored in an internal FIFO queue. The primitives have to be splitted into calls to

basic kernels working on smaller sets of data (see section 4 for instance).

11



For enabling the computation block to reach performance close to one multipli-
cation/accumulation by cycle, standard scalar instructions are not sufficient : one
instruction is needed at each cycle, so that the processor would not be able to feed
the coprocessor in instructions.?.

At least vector instructions would be needed in order to reach correct perfor-
mances : a single chip controller would be quite complex. Moreover trivial vector
instructions are not be sufficient to implement many interesting primitives (for in-
stance executing arithmetic on complex data or performing the perfect shuffle).

Thereforc we have decided to use horizontal microcode for controlling the computa-

tion block .

3.2 An efficient pipeline management
3.2.1 Horizontal microcoded control

Many existant pipeline machines are controlled via horizontal microcode. The
FPS 164 produced during the beginning of the eighties by Floating Point Systems
is a popular machine which is representative of this family [Ch81]. In horizontal
microcoded machines, distinct FUs may be used in parallel; the instruction contains
one instruction parcel for each functional unit; at each cycle, each FU receives a new
control parcel. This structure of control allows to initiate a new sub-instruction on
each functional unit at each cycle : the classical bottleneck to feed the functional
units in instructions does not exist on this family of pipeline machines.

In the OPAC coprocessor, microcode is stored in RAM cells; a customized
VLSI sequencer is used to sequence this microcode.

Now we recall some difficulties which are inherent with classical horizontal
microcoded machines; then we present an original and very efficient hardware man-

agement of the pipeline in the coprocessor OPAC.

- *In the Intel i860, this problem is addressed by the ability of issuing two instructions every cycle,
one instructior for the RISC processor and one instruction for the floating-point coprocessor

12



Figure 3: Activity in the different FUs on a vector multiply
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Labels in each case corresponds to the index of the iteration concerned by the
‘instruction currently executed

MUL1, MUL2 (resp. ADD1, ADD2) are the stages of the multiplier (resp the ALU).

3.2.2 Classical difficulties on classical horizontal microcoded pipelines

As an example, we consider the multiply of two vectors of 10 elements on a very
simple model of the coprocessor OPAC : we suppose that all functional units are
passed through in one cycle.

Activities of the different elements are represented on fig.3.
On this example, one can notice that three phases can be isolated in the
execution :

o Phase 1 : filling the pipeline (from cycle 1 to cycle 6) item Phase 2 : steady state
phase (from cycle 7 to cycle 10) :
at cycle 1

the FIFO queues works for iteration i

multiplexers work for iteration i-1

the register file works for iteration i-2

the multiplier works for iteration i-3

the adder works for iteration i-4

e Phase 3 : emptying the pipeline (from cycle 11 to cycle 16)

If we use classical horizontal microcoded control, then we have to generate
three distinct sections of microcode for these three sections. This can be done by

software [Ra81][Ei88].
13



The main trouble here comes from a number of iterations smaller than the
minimum number required to reach the steady state phase of the pipeline. If we want
to implement primitives which can run for any parameters value, these parameters

must be tested and different code branches must be generated for the different cases :

1. Latency of the execution of primitives is increased (test of the parameters and
conditional branch at entry of the primitive) : performance for small size of
problems will be bad, particulary on primitives consisting in a single vector

instruction.
2. Volume of the microcode may become huge.

3. The sequencer must be able to test different values of the parameters.

3.2.3 An elegant hardware management of the pipeline

In a previous paper [Je86], we have presented the DSPA model which allows to
avoid the previous problem on a pipeline processor designed for general scientific
applications; this solution was developped in order to obtain performance on a very
large spectrum of numerical algorithms including sparse processing. Unfortunately
the hardware implementation of the DSPA model seems quite expensive. For the
particular structure of OPAC, we have derived a cheap hardware solution which
allows a very simple management of the pipeline.

Let us remark first that the chaining insides the computation block in OPAC
are automatic : there is a maximum of one data path from a point in the computation
block to another point with the restriction that the path does not cross a FIFO queue
5.

Then if we suppose that the different delays to crossing the elements of the
computation block are constant, the delay separating the contributions of two dis-
tinct functional in the computation of a single result flowing out from the adder
is constant : for example, if we consider the model treated in fig.3, at T+3, the

multiplier acts on data which have flown from the FIFO queues tpx and tpy at T.

®except the path from the output of the floating-point ALU to the multiport register file

14



Figure 4: Principles of the delayed microcode control
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A natural hardware solution for managing the pipeline is then as follows :

A single word of intruction contains instruction parcels for the distinct ele-
ments in OPAC, but all these parcels correspond to a single flow of data. When the
address in the microcode flows out from the sequencer, the different parcels of the
microcode are delayed so that the control flow and data flow reaches the different

elements at the same cycle; this is illustrated fig.4.

If we consider the example illustrated in fig.3, all the activations of the
elements corresponding to anyone of the iterations are coded in the same

instruction word, but then they are differently delayed : then the instruc-
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tion parcels which are attacking the different FUs in fig.4 correspond

exactly to the column 5 in fig.3.

We call this hardware management of the pipeline : delayed microcode control.

Square root or division are generally longer operations than multiplications on
a floating-point multiplier. Nevertheless, the ”delayed microcode control” allows to
manage these operations, provided that there is only one such operation in progress
in the pipeline of the multiplier.

We have had a difficulty with the floating-point operators we have chosen
(ADSP-7110 and ADSP-7120 from Analog Devices), their internal architecture does
not allow to have the same length of pipeline for single and double precision opera-
tions when one wants to reach the optimum performance for both precisions. So the
.parcels in the microcode are differently delayed depending on the working precision.
In primitives where both double precision data and single precision data are used, a
single precision operation will cost the same number of cycles as the same operation
on double precision data.

The low added cost introduced by the hardware implementation of the "de-

layed horizontal microcode” has to be pointed out : only multilevel registers.

3.3 Microcode generation

An intermediate language has been defined to implement primitives on the copro-
cessor. This intermediate language allows to describe the data movements in the
coprocessor. A code generator has been developed.

Due to the "delayed horizontal microcode”, microcode generation and opti-
mization for the coprocessor OPAC is quite trivial : one can generate microcode as if
the whole pipeline was passed through in one single cycle. Then there is no need for
microcode compaction and no need for complex algorithms for register allocation.

On the other hand, let us imagine that we had chosen to replace the FIFO
queues in OPAC architecture by dual-port RAMs and dynamic address generations.
The spectrum of algorithms that would have been possible to run on the coproces-

- sor would have been slightly larger, but the dependency analysis which would have

16
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been necessary to take into account these possibilities would have been very diffi-
cult: for some algorithms, an addressable local memory must be viewed as a cyclic
FIFO queue in order to avoid the computation of the addresses by "modulos” (the
multiplication of a band matrix by a full vector for instance).

Another important advantage of the use of the "delayed horizontal microcode
control” appears for nested loops: in that case, the end of the execution of an outer

loop iteration is automatically overlapped by the beginning of the next iteration.

4 Some simulation results

A functional simulator of OPAC has been implemented. This simulator respects all
the timings which are expected for the prototype.

Here we give some simulation results with the assumption that the host can
deliver (or receive) one word of data (which may be a floating-point data, the call
of the primitive or a parameter) each five cycles 6.

An asymptotic performance of 0.99 floating-point multiply-add/cycle has been

obtained for the multiplication of a matrix N * K’ A by a matrix B K * M when :
1. K grows to infinity
2. The matrix result can be stored in an internal FIFO queue

3. Time to send a column of A and a row of B is inferior to the time needed to

multiply them : i.e 5(N + M) < N« M (if N=M, N > 10)
4.1 FFT

The FFT primitive on 2™ elements can be executed on OPAC without extra memory
access under the condition that the whole vector operand can be stored in one of
the FIFO queue; since the maximum depth of the FIFO queues in the prototype is
2048 words, this means n < 10; when n is higher, technics described in [Ga87] may

be used.

5The model of the behavior of the host is quite optimistic for MIPS R2000 or SPARC micropro-
cessor: no cache miss, time for controls not considered ,..

17



During the execution of the FFT algorithm, the whole vector operand is needed
during the first iteration of the outermost loop; the whole vector result is produced
during the last iteration of this outermost loop. In the implemented algorithm,
OPAC needs one word of data each cycle during the first step and produce one
word of result each two cycles during the last step, so that the performance on a
single FFT is a little disappointing : the coprocessor OPAC and the host are not
busy at the same time. If several FFTs on distinct vectors are computed, then the
second vector operand may be sent before storing the first vector resulit, improving
the performance. '

Simulation results are given in number of cycles needed to execute one FFT in

Table 1. Av is the average number of cycles for a FFT butterfly during an "extra”

FFT.

2" 1 FFT | extra FFT | cycles per FFT butterfly
8 271 220 17.92
16 566 420 12.69
32 1186 820 9.85
64 2526 1700 8.85
128 5436 3777 8.43
256 11736 8414 8.22
512 25336 18683 8.11
1024 | 54525 41269 8.06
Table 1

For small sizes of vectors, the performance is essentially bounded by the mem-
ory bandwidth of the host : 5 * 2™ + 4 memory accesses are executed (send of the
primitive call and three parameters + 5 * 2" memory accesses for data and co-
efficients). For greater sizes of vectors, the performance is very close to one FFT
butterfly each 8 cycles; as the FFT butterfly has been implemented with 8 additions,
(except for the first step only one addition and one substraction), this performance

is quasi-optimal.
4.2 LU decomposition

The LU decomposition algorithm on an arbitrary size of matrix illustrates the way

OPAC may be used on large matrix algorithms.

18



The LU decomposition of a matrix N*N can be performed on the coprocessor
OPAC without any extra memory access when the whole matrix can be stored in an
internal FIFO queue of the coprocessor i.e N? < 2048 or N < 45 for our prototype.

Nevertheless larger LU decomposition can be implemented using a block -algorithm

Figure 5: block decomposition of the LU algorithm

A5 o N-45 -
1
45 AD Co
Y
1\
B0 Al
N-45
V

illustrated in figure 5.
1. LU decomposition on the 45 * 45 submatrix AO.

2. update of the (N —45)*45 submatrix BO ( resolving (N-45) triangular systems

Tz = y with the same matrix T).

3. update of the 45+ (N —45) submatrix CO ( multiplication of a triangular matrix

by a full matrix)
4. update of the (N — 45) # (N — 45) submatrix Al by A1 = A1 - B0« C0

5. LU decomposition of the submatrix Al
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The primitives corresponding to the steps 2 and 3 can be implemented on
OPAC with no extra memory access '; for step 4, if the whole matrix Al cannot be
stored in a FIFO queue, a block version of this matrix updating is also implemented.

In table 2, simulation results are given for different sizes of the matrix. These
results show that with the OPAC coprocessor it is possible to obtain performances
in close to one FMA per cycle on effective applications such as solving full linear

systems.

N | cycles FMA per cycle
10 | 1471 0.226
20 | 6836 0.390
45 | 50436 0.602
100 | 527081 0.632
200 | 3546001 | 0.752
300 | 11140096 | 0.808
500 [ 48529951 | 0.859
Table 2

5 Hardware devlopment

In november 1990, the hardware devlopment of the OPAC prototype is in its final
phase :

e The whole floating-point coprocessor board using off-the-shelf chips has been

designed, simulated, realized and tested at 10 Mhz frequency.
o The VLSI sequencer has been realized and tested at 10 Mhz frequency.

e The interfacing of OPAC with a MIPS box is under realization.

6 Conclusion

The performance of first generation RISC microprocessors on numerical applications

remained quite poor (on the order of a few megaflops/s). To improve them, we have

"These primitives are in BLAS LEVEL 3 [Do88], their implementation requires the intermediate
memorization of the whole triangular matrix in an internal FIFO queue. In the considered case,
there is no problem; for a general implementation, a block algorithm.using matrix updating is used.
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shown that a reasonably large intermediate storage support is needed; but static
addressing of this support is not sufficient.

In this paper, we have presented the architecture of the prototype floating-
point coprocessor OPAC which has been developped at IRISA since the end -of
1987. FIFO queues pnnrovide local storage support for reusable vector operands or
intermediate results. A large set of numerical primitives including the library BLAS
LEVEL 3 [Do88] and FFT primitives will efficiently run on this coprocessor.

The use of OPAC may allow a win of an order of magnitude on performance
on effective numerical applications on dense data structures besides standard RISC
workstations at a reasonable added hardware cost.

An optimized library has to be implemented to use OPAC. Automatic gen-
eration of calls to OPAC vector primitives from vectorized FORTRAN seems easy;
but to obtain effective performance on applications coded in standard FORTRAN, a
software tool will be needed to detect reusable vector and matrix operands or results

in nested loops.

Some discussion on current superscalar microprocessors

Since, the project was started at the end of 1987, the so-called superscalar micro-
processors (Intel i860, IBM RS6000) have become available; their theoretical peak
performance is one FMA per cycle. At least for the IBM RS6000, it has been
shown that performance close to the peak performance may be obtained on BLAS 3

algorithms [Ch90] :

e Due to post-incremented memory access and zero-delay branches, the effective
data memory throughput may be closed to one data per cycle when good data

locality is observed (i.e very high ratio of cache hits).

¢ Some limited asynchronous sequencing of the floating-point processor is pos-

sible.

e A very short pipeline has been implemented and allows to reach good perfor-

mance without using a large degree of unrolling and a large set of floating-point
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registers.
Nevertheless our arguments still remain available :

e Performance decrease due to cache misses may be huge for example when

vectors are accesssed with large stride.

¢ In order to reach optimal performance, register blocking technics must be used,

then particular cases must be treated.
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