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Raisonnement géométrique en planification de
mouvements
- Geometric reasoning in motion planning -

Christian LAUGIER*

Septembre 1988

Résumé

La planification de mouvements est un probléme clé de la programmation automatique des
robots. Nous présentons dans ce rapport les modéles géométriques et les techniques de raison-
nement que nous avons déviloppés dans le cadre du projet SHARP. Aprés avoir analysé les
caractéristiques des modeles requis, nous montrons comment ces modéles ont été utilisés pour
implanter deux formes de raisonnement géométrique: le raisonnement spatial qui permet de
calculer des trajectoires sans collision pour le robot, et le raisonnement morphologique ori-
enté vers la planification des mouvements qui mettent en Jjeu des contacts et des contraintes
d’incertitude (i.e. mouvements impliqués dans les opérations de saisie et de montage). Le
raisonnement spatial opére dans ’espace des configurations du robot. La résolution du second
probléme nécessite de raisonner sur les propriétés morphologiques des objets manipulés, afin
de construire une représentation exploitable des contacts et des contraintes de mouvements qui
leur sont associées.

Abstract

Automating the programming of assembly robots necessitates to develop methods for planning
robot motions. In this paper we describe the geometric models and the reasoning techniques we
have implemented as part of the SHARP system. We first present which modelling facilities are
required for constructing a suitable representation of the robot world. Then, we show how this
representation has been used for implementing two classes of reasoning functions: functions
aimed at computing collision free trajectories for the robot and its payload, and functions
allowing to automatically generate contact based motions under uncertainty constraints (i.e.
motions involved in grasping and in part-mating operations). Our method for solving the
first motion planning problem operates in the configuration space of the robot. Solving the
second planning problem makes it necessary to construct an explicit representation of the
involved contacts along with their associated moving constraints. It leads to reason on the
morphological properties of the manipulated objects.

*LIFIA/IMAG, 46 Avenue Felix Viallet, 38031 Grenoble Cedex, France
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1 Introduction:

Programming a robot for a specific assembly task requires to determine which robot
actions have to be executed, which sensing operations are necessary, and the way actions
and sensing are to be combined. The main problem to solve for automating this program-
ming process consists in determining all the parameters of the involved robot motions
(trajectory, velocity, accuracy, involved forces and torques ...). A general formulation of
this problem can be stated as follows: given a description of the initial and of the goal
situations along with a complete model of the robot world, find a robot motion allowing
to reach the goal situation without generating any collision between the robot (the arm
and the payload) and the objects belonging to the robot workspace; moreover, the gener-
ated solution must verify various constraints (contacts, accuracy, velocity, robustness ...)
depending on the context of the motion to be ezecuted.

The major difficulty that have to be faced when solving this problem, relies in the
high algorithmic complexity which is associated to the find path problem. On a theo-
ritical point of view, Schwartz and Sharir [49] have shown that there exists polynomial
time algorithms for solving the trajectory planning problem for any type of manipula-
tor. However, the execution time associated with these hypothetical algorithms have
terms which make them impractical, even in relatively simple cases. Fortunately, a more
“practical” work done in the context of automatic robot programming [34] [33] [40] [30]
[41] has shown that it is possible to consider three main instances of the problem which
can be separately solved using more specific approaches:

(1) Transfer motions. They represent large motions which are executed in a moderately
occluded environment. Planning such motions requires to take into consideration the
whole robot arm, in order to generate “safe trajectories” for'the robot and its payload
(i.e trajectories which can be executed with a high velocity without generating any colli-
sion). This means that the computed solutions are located far enough from the obstacles
in order to avoid unexpected collisions caused by the control errors. Consequently, it
is possible to approximate objects by more simple shapes for reducing the amount of
geometric computations.

Two classes of approaches have been developped for solving this motion planning
problem: the local approaches and the global approaches. The local approaches lead to
progressively construct a safe trajectory by reasoning at each step on the local charac-
teristics of the encountered situations. In this case, the local decisions are made using
either a “generate and test” scheme [47] [1] or a function allowing to associate some re-
pulsive fields to the obstacles [24] [15]. On the other hand, the global approaches operate
on an explicit model of the position constraints imposed by the physical environment.
Most of them are based on the “configuration space” scheme allowing to represent a safe
trajectory for the robot arm by a connected set of free configuration values expressed
in a n-dimensionnal space (where n is the number of degrees of freedom of the robot)



[36]. Several instances of the problem have been solved using such an approach: moving
a bidimensionnal object in the plane [35] [9] [5], moving a polyhedral object in the three
dimensionnal space [36] [6] [L0], dealing with rotating joints [56] [18] [14] [29] [39]... A
more detailed analysis of these methods can be found in [4] and in [32].

(2) Grasping operations. These operations involve small motions which are executed
in a very constrained environment located in the vicinity of the robot gripper. These
movements allow to both reach the chosen grasping position in the initial environment,
and to remove the gripper from the final environment once the planned manipulation have
been achieved. The related trajectories are often very simple, but they are constrained
by several factors like the type of the involved contacts, the stability of the gripped
object and the accessibility of the selected features.

Four different aspects of the automatic grasping problem have been studied in the
literature [54): (1) The determination of the grasping features is done by symbolically
reasoning on the geometry of the object to be grasped; this reasoning is either based on
sensing (visual or tactile) informations [19] [2] [22] [55] [52], or on a complete geometric
model [34] [59] [25] [28] [27] [60]. (2) The stability of the object in the gripper have
been studied using either mathematical models of static and friction [60] {16] [7] [44],
or heuristics leading to apply some simple geometric computations [25] [54] [20]. (3)
The accessibility analysis is aimed at determining if a given solution is reachable in the
initial and in the final environments. The applied methods generally operate in the
configuration space of the gripper [34] [27] [55]. (4) The problem of the compatibility
of the selected grasp with the planned manipulation have currently received very few
attention [20] [42].

(3) Fine motions. They represent sequences of small movements which are executed in
a very constrained environment located in the vicinity of the manipulated object. Such
motions have to be guided by the sensory data, since the position uncertainty may make
the robot fail. The applied technique consists in considering the local environment as a
“geometric guide” for the robot. The related trajectories are very simple, but they are
constrained by the involved contacts and by the limited accuracy of the robot command
and of the sensing operations.

Several types of techniques have been developped for dealing with uncertainty in robot
programming. Some of these techniques are aimed at executing “compliant motions”
involving both force and position parameters in the command [58] [43] [48] [17]. The
other techniques were developped for the purpose of constructing complete fine motion
strategies. A first approach for solving this problem consists in generating a solution by
instanciating some predifined “procedure skeletons” using error bounds computations
[50] [34] [40], or by assembling a set of partial strategies using learning techniques [11]
[12]. A more general approach consists in constructing the fine motion strategies by
reasoning on the geometry of the task [37] [13] [31]. As we will see further, our fine



motion planner is based on this approach.

In this paper we describe the geometric models and the reasoning techniques we have
implemented as part of the SHARP system (SHARP is an automatic robot program-
ming system currently under developpement at LIFIA). We first present in section 2
which modelling facilities are required for constructing a suitable representation of the
robot world. Then, we show in section 3 how this representation has been used for
implementing two classes of reasoning functions: functions aimed at computing collision
free trajectories for the robot and its payload, and functions allowing to automatically
generate contact based motions under uncertainty constraints (i.e motions involved in
grasping and in part-mating operations). Our method for solving the first motion plan-
ning problem is described in section 4. It is based on two types of techniques aimed at
computing the valid ranges of values associated with some selected motion directions,
and at constructing and searching a graph representation of the free space. Solving the
second planning problem makes it necessary to construct an explicit. representation of
the involved contacts along with their associated moving constraints. It leads to reason
on the morphological properties of the manipulated objects. This point is developped in
section 5. Finally, section 6 describes the motion planners which have been implemented
in the SHARP system.



2 World modelling:

Several aspects of the world model have to be constructed and maintained by the system
in order to make possible the geometric reasoning involved in motion planning (see [32]):
the geometry and the physical properties of objects, the evolution of objects relationships,
the robot motions, and the robot states (including sensory informations) associated to
each world state. Most of these informations are not explicitly represented in the initial
CAD models. Consequently, one of the first task of the system is to construct a more
suited model of the robot world combining three main representations: a geometric model
including topological informations on objects, a structured representation of world states,
and a model of robot motions. All these informations are used at the planning time for
constructing a problem oriented representation of the robot world. We will call “planning
space” such a representation (see section 3.1).

2.1 The geometric models:

The geometric models required for motion planning are basically the same that those
previously developped in the context of off-line robot programming [27] [53]: boundary
representations for solid objects made of polyedra, parallelepipeds, cylinders, cones and
spheres; numerical data specifying geometric parameters (radius, dimensions, coordi-
nates ...) and geometric transforms.

Since motion planning requires to apply a lot of geometric computations involving
volumic and topological properties, these models have been completed by two types of
constructions aimed at reducing the amount of computations [54] [32]: a hierarchy of
elementary surrounding volumes (parallelepipedic boxes), and an explicit representation
of the topology of objects (spatial hierarchy, local structures of the type “winged edge”,
and matter distribution in the vicinity of the elementary elements like faces or edges).
Such constructions allow the system to apply fast interference checking algorithms, and
to easily extract local informations on object shapes. For example, the grasp planner
can check for the possibility of establishing a contact between a jaw of the gripper and a
particular feature of the object, by applying very simple algebraic computations involving
a small number of geometric entities (for example: a face and its normal external vector,
and the counterclock oriented edges located in the vicinity of the analyzed object feature).

2.2 The world states:

Since the robot modify its environnement when operating, the world model has to be
changed according to the executed actions. If we make the assumption that the robot
operates in a “closed world” (i.e any world modification is the consequence of a robot
action), it is possible to associate each world change to a particular robot sensing or
manipulating operation. Since the purpose of motion planning is to find sequences of



actions allowing the robot to progressively reach a goal state from an initial state, it is
possible to only represent the world states obtained after each elementary robot action.

In our system, each world state is represented by a directed graph where nodes denote
cartesian frames associated to objects, and arcs represent objects relationships. Position
informations on objects are expressed in terms of nominal geometric transforms and
of associated uncertainties (see [32]). The basic structure of the graph is a hierarchy
where the root is the reference frame of the robot world. The other arcs represents
physical constraints existing between couples of objects (joints, contacts ...). In the
current implementation of the system, contact relations are automatically determined
and updated using a set of “demons” (see [51]).

2.3 Modelling the robot motions:

2.3.1 The motion parameters:

In order to guarantee that the planned motions will achieve their expected goals, the
system must reason on a model including physical informations like forces and frictions,
control and sensing errors, characteristics of the applied command, and termination
predicates. In our system, we have implemented very simple models for representing
these parameters [32]: friction cones based on a rough approximation of the static coef-
ficients, error bounds for control and sensing, generalized spring type of command, and
termination predicates represented by cartesian products of the type P, x F,, where P,
is a subset of position in R x SO and F, is a set of reaction forces. Such a model
is sufficient for solving the assembly problem we are concerned with, if we make the
assumption that the involved contacts can be unambiguously identified using position
and force data. More complex models may be required for applications having possible
sensing interpretation ambiguities (see [13] and [8]).

2.3.2 The configuration space:

Geometric aspects of motions have also to be modelled in order to make motion planning
possible. The developped representation is based on the configuration space scheme, first
introduced in [36].

Definition 2.1 Let A be a mobile system composed of | (I > 1) rigid elements moving
in a cartesian space R* (k = 1,20u3). A configuration ¢ of A is a minimal set of
parameters, allowing to unambiguously specify the position and/or the orientation in R
of each rigid componant of A.

A configuration c of A is represented by a vector in a n-dimensionnal space. We will
say that A has n degrees of freedom (d.o.f), and that A(c) represents the “position” of
the whole system A4 in R* when A is in the configuration c.



Definition 2.2 One call configuration space C4 of a mobile A, the set of the possible
values of the configuration vector c. One call free space EL, the set of configurations
¢ such as A(c) do not generate collision between the componants of A and the objects
belonging to the environment of A.

EL, is a subset of C4, and C, is a n-dimensionnal set defined by the cartesian
product I; x I---I,, where I; is the set of possible values for the parameter p; of c.
If Ais a solid object in 3, C; may be seen as a subset of R x SO3 (SO® is the
group of the orthogonal rotations); if A is six d.o.f revolute arm, C, is a subset of a 6-
dimensionnal space often called “6-tore” because of its particular topological structure.
Using the notations introduced in [36], the image CO4(B;) of an obstacle B; in Cy4
(called C-obstacle) and the free-space EL, may be characterized as follow:

COA(B,') = {c €Cy: A(C) N B; -',50}
ELjy=C4s— U, COu(B))

The techniques which have been developped in SHARP for computing the C-obstacles
and the free-space associated with an articulated robot operating in ®* are described in
section 4.



3 Outline of our motion planning approach:

3.1 The concept of planning space:

The models described in the sections 2.1 and 2.2 cannot be directly used by the motion
planners, because they do not explicitly contain all the needed informations. Conse-
quently, the system has to construct a more suited representation of the robot world
before starting to plan. This representation is problem oriented, and it is called the
planning space associated with the motion planning problem to solve. It characterizes
the sets of robot states that can be realized using the commands provided by the system,
and that can be identified using the available sensor devices. Only position and force
sensory informations are considered in our system. Consequently, we chose to represent
a robot state E, associated with a commanded position p (P € R2 x SO3), by the set of
sensory couples (p*, f*) which can be read on the position and the force sensors, once
the command has been executed by the robot. If £(R® x SO3) represents an Euclidian
approximation of R x SO? [13], a robot state E, can be defined as follow [32]:

E,={(p",f"): p" € B(p,ep+em) A f* € cone(n, ¢ +9;)}

where n is the external normal vector in p to the contact surface, and ¢ is the angle
associate with the friction cone. ¢,, ¢,, and ¥, are respectively the position control error
bound, the position sensing error bound, and the force sensing error bound. Then, the
planning space E can be defined as set of robot configurations p in Cyp0: Which verify
the following properties:

.Eanpl=@ VP,PIGE
® Cropot = Closure (UPGE PP)

Two major difficulties have to be faced when constructing such a space [8]: the set of
robot states is not enumerable, and the dimension of the space do not allow to exactly
represent all the constraints drawn from the object surfaces. This is the reason why we
will construct an approximate model, by grouping together the robot states which can
be considered as “equivalent” relatively to the type of motion to be planned. In order to
be exploited by the planners, this model is structured as a state graph, where each node
n; defines a set E; of “equivalent states” and each arc a;; represents the motions allowing
the robot to move from any state e; in E; to any state e; in E;. Using this representation,
it becomes possible to consider the motion planning problem as an instance of the graph
search problem.

Since motions involving contacts necessitate to take into consideration both posi-
tion and force criteria whereas free-space motions (i.e motions executed at a distance



to obstacles greater than €, + ¢,,) only rely on position criteria, two types of represen-
tations have to be considered when planning. In our system, these representations are
constructed using the following criteria [32]:

e A class of “equivalent states” for free-space motions is defined as a convez set of
robot configurations which generate no collision with the environment. An impor-
tant property of this approach is to guarantee that any trajectory corresponding
to a straight line (in the C-space) between two configurations of a given class is
collision free. As we will see in section 4.5, the classes constructed in SHARP are
hyperparallelepipeds obtained by discretizing the joint space.

e A class of “equivalent states” for motions involving contacts is defined as a connez
set of robot configurations which generate similar reaction forces [8]. Using this
definition, a face, an edge or a vertex of an object may be considered as a potential
basis for defining a set of equivalent states (the condition to verify in this case
is that each sensory couple (p*, f*) can be unambiguously associated to a single
set of contact points). Several levels of details may be required depending on the
characteritics of the motion to be planned. In our system, we choose to operate
on a minimal set of classes, by only considering the different contacts that can be
realized between the mobile and the concerned fixed objects (see section 5).

The motion planners that we have developped on the basis of these models are con-
sistant since the generated solutions are guaranted to work despite sensory and control
errors. Conversely, they are not complete since our representation eliminates two types
of solutions: those which are ambiguous because of the interpretation mechanisms, and
those which are missed because of the applied approximations. But the completeness
property is not of prime importance, as long as the missed solutions do not make the
system fail in practical cases. Fortunately, the processed mechanical assemblies generate
a large set of possible solutions that can be found by the system, provided that the
applied approximations are accurate enough. A refining process may be applied in case
of failure.

3.2 The geometric reasoning involved in motion planning:

The problem to solve is to automatically generate the various robot motions which are
involved in the basic manipulation operations (transfer, grasping and part-mating). As
mentioned above, two types of motions have to be considered at planning time: free space
motions and contact space motions. The reasoning techniques required for planning these
different types of motions are called “spatial reasoning” and “morphological reasoning”.

The spatial reasoning techniques are aimed at computing safe trajectories for the
robot (i.e trajectories which are both collision free and robust relatively to sensing and
control errors). A first class of computational tools have been developped for solving this



problem in the context of grasping and part-mating operations. These tools are aimed at
computing the “valid ranges of positions” which can be achieved by the gripper and the
manipulated object without colliding with the other objects. They operate on an “exact”
representation (relatively to the used world model), since involved contacts do not allow
to apply too large approximations. In this case, the computed solutions are composed
of simple trajectories leading to create or to destruct a set of contacts. The other class
of computational tools have been developped in the context of transfert motions. These
tools operate on a complete model of the robot configuration space. But in this case the
algorithmic complexity inherent in the general tra_]ectory planning problem is reduced
by applying various approximations.

The morphological reasoning techniques are aimed at computing the robot states in-
volved in grasping and part-mating operations. The computational tools developped for
that purpose allow to compute three main properties of contacts [32]: local accessibility,
mechanical constraints and motion constraints. They are based on simple geometric and
topological computations performed using local informations on object shapes.

The planning of free space motions can be done by applying pure spatial reasoning
‘techniques, whereas the planning of motions involving contacts requires to combine mor-
phological and spatial reasoning techniques in order to master the algorithmic complex-
ity. The basic idea consists in progressively guiding the search choices, by successively
analysing more and more detailed constraints drawn from the geometry of objects. This
method has been implemented in SHARP by applying an ordered set of simple geometric
filters. It leads to separate the computation of potentially reachable positions and valid
movements, from the determination of those which are really executable by the robot.
The two related reasoning phases are the following:

1. In a first step, the system computes a set of potential solutions by analysing the
local properties of the implicated contacts. For exemple, it will generate a set
of “potential grasps” by studying potentials contacts between the gripper and
the object to be grasped. It also will determine “potential moving directions”
associated with a set of contacts, by analysing the related topological constraints.
This computation is useful when generating a sequence of compliant motions aimed
at mating two parts. All the computational techniques applied during this phase
are called morphological reasoning techniques, since they lead to reason on local
morphological properties of objects.

2. The second phase leads to evaluate the global accessibility of the suggested solu-
tions. It analyses the global constraints drawn from the task, in order to reject
or to validate the previous choices. The retained solutions are then refined and
completed according to the results of the applied computations. For example, the
obstacles which constrain the movements of the jaws of the gripper, will lead to
prune the set of possible grasping positions. The computation of the valid ranges
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of position associated with a potential moving direction, will also lead to specify
the missing motion parameters, All the computational tools applied during this
phase are derivated from the spatial reasoning techniques, since they lead to reason
on the spatial constraints drawn from the robot environment.
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‘4 Spatial reasoning techniques:

4.1 Presentation and notations:

The purpose of this section is to describe the basic techniques which have been devel-
opped in SHARP for computing the images CO,(B) of obstacles B in the configuration
space C4 of A, and for constructing an explicit representation of the free-space EL 4. We
will make use within the presentation of the basic notations and definitions developped
in [36].

The main difficulty associated with the computation of C-obstacles CO4(B) comes
from the fact that these sets represent hypervolumes in a n-dimensionnal space which
is generally non isomorphic to the Euclidian space R". In general, an exact determina-
tion of these sets requires to make use of mathematical tools, which can not be really
applied because of their associated algorithmic complexity. This is the reason why we
often reason on subspaces of Cy, in order to successively explore different subsets of the
d.o.f of A. Such an approach allows to iteratively construct approximations of the sets
CO4(B), when exact representations cannot be computed. We will represent by CZ¥*
the subspace of C4 associated with the three translations along axes z, y and z, and by
CO%” the related C-obstacles. In the same way, we will represent by Cfa,,, Ar(n1) gt (vg-1)
the subspace associated with the joint g of an articulated structure A, when the anterior
joint variables are fixed to the values vy, v;,...v,_;, and the posterior links are not con-
sidered. In order to simplify the notations, we will represent by CJ this subspace, and
by CO%(B) the related C-obstacles.

4.2 Computing valid ranges of positions:

The problem to solve consists in determining all the ranges of position of a mobile object
A, that can be reached in a given direction without colliding with other objects B;. A
more formal definition may be stated as follows:

Definition 4.1 One call valid ranges of position V4(q) associated with the mobile A
moving along a direction q, the set of values q such as: A(q)N B; = 0.

Definition 4.2 Let c; be a set of joint values of the type (V1,2 .+ . V1, Vjg1y - - V).
One call valid ranges of position Vile;)(9;) associated with an articulated mobile A moving
along a direction q; of Cy, the set of values q; such as: A(vy,vy...9j1, Gj, Vjg1.--V)N

B; =10

The determination of the sets V4(g) requires to apply interference and collision check-
ing algorithms, derived from those developped in [3]. These algorithms allow to determine
the possible contacts between two polyhedral objects A and B, by analysing the inter-
sections between the geometric entities of B, and the curves and the surfaces described

12



fictitious vertex S'1

locus(S1) = locus(S2)

locus(C2) .

>

(a) ()

Figure 1: Computation of the contacts associated to a rotating object. (a) Potential
contacts in a 2D exemple: (sy1,¢1), (82,¢2), (s},¢2). (b) Contact (s, f) locally valid:
a;'n>0 and a;-n >0 and a3-n > 0.

by the vertices and the edges of A when A is translating or rotating. Each computed
intersection is first considered as a potential contact between A and B (see figure 1).
Then, very simple computations based on the vectorial calculus are applied in order to
eliminate obviously wrong solutions (see figure 4.2).

This approach does not guarantee the faisability of the whole set of computed contacts
when objects are not convex. In this case, the remaining ambiguities are processed by
the last step of the algorithm which leads to construct the sets CO%(B) representing
1-dimensionnal C-obstacles in C§ along with their associated valid ranges of values V,(q)
for ¢ € D, [32]: '

Va(q) = Dy — UL, COY(B:)
COY(Bi) = {q: s(q) N Bi # 0}
CO}(Bi) = Closure{U,e4 COY(Bi)}

where CO} (B;) is a closed interval of R representing the forbidden configurations of
A defined by two consecutive contacts, and s(q) is either a straight line (for translation)
or a circle (for rotation). The figure 2 illustrates this computation. The algorithmic
complexity in both the 2-dimensionnal and the 3-dimensionnal cases, may be represented
by a term O(n?), where n is the medium number of edges of A and B (see [32]).

13
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al=(03,08 l)

COs1(®)

a3=(Ox, Os'1)

COs2B) 2= (Ox,052)

Figure 2: Computing CO,(B) associated with a polygonal rotating objects A.

4.3 Computing the C-obstacles associated with a rigid mobile:

Lozano-Perez shown in [38] that the C-obstacles of the type COZ*(B) can be computed
in a polyedral world in time O(n? log n), if n is the number of vertices of A and B. The
applied method basically consists in constructing the convex hull of the set of vertices
obtained by positionning the mirror image ©A of A on the vertices of B (see figure 3):

COZ*(B) = conv({s € OA(s;), Vs; € B})

But this method fails when A can also rotate, because the related C-surfaces are
topologically very different from the initial real surfaces. In order to adapt his method
to rotating objects, Lozano-Perez [38] makes use of several slices of orientation for com-
puting approximations of the C-obstacles. But his approach is not really applicable when
the moving object is an articulated revolute arm.

An other approach initially developped in [29] and in [39], consists in computing the
sets of valid orientations of a translating and rotating object A, after having discretized
the translation domain. This approach leads to construct 1-dimensionnal slices in Cy
(i.e slices having one d.o.f in rotation), by applying the following operator [32]:

C% = Reduction(C5?)

where D is a domain in %2 or 3, and q is an angular sector. This operator leads to
compute the ranges of orientation of A which generate no collision with the obstacles
B, when the reference point of A moves in D. It can be expressed using the following
functions: ' '

VpED: Fyup(p)={a€lab]: A(p,a)nB =0}
Ga,B(D) = Npep Fap(p)

14
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f-a6D)

Figure 3: Construction of a C-obstacle of the type CO¥(B).

where (p, @) is a configuration of A in C'f'. The function F4 g(p) can be evaluated using
the algorithms described in the previous section, but the function G4 (D) cannot be
directly computed since it represents the intersection of an infinite number of sets. A
practical method for computing an approximation of G4 g(D), consists in reducing D
to a point while expanding obstacles inversely to the shape of D:

Ga,s(D) = Fap(r)

with:
B' = COpF*(B).
r = reference point of D. " :
This method is illustrated by the figure 4. Its algorithmic complexity is in time
O(p + g), if p and q represent the terms associated to the growing transform and to the
computation of the valid ranges of values.

4.4 Dealing with articulated mechanisms:
4.4.1 A method for constructing C-obstacles:

Our approach for dealing with an articulated mechanism A of the type “open kinematic
chain”, consists in successively analysing the constraints imposed by the obstacles on the
different componants A; of the mechanism. For that purpose, the joints of A are ordered
from the fixed extremity of A towards the free one. Then it becomes possible to apply a
recursive algorithm, in which each step leads to study the behavior of a componant A;
(¢ =1,2---n), after having fixed the positions of the anterior d.o.f g (7=1,2--i-1)
to a set of chosen values (vy,vg,--+v;_1). At this step, the posterior componants A
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Figure 4: Computing the valid ranges of orientation associated to a translating and
rotating polygonal object. (a) Determination of the set COp(B). (b) Determination of
the valid ranges of orientation of A relatively to COp(B): [0 1] U [a; 27].

(k=14i41...n) are ignored by the system. This computation is applied for each small
interval of values obtained by sampling the domains D; (7 =1,2---i — 1) associated
with the joint variable g;. '

The trajectory planning methods described in [18], [14], [29] and [39] are based on
this approach. Even if the applied computations and the constructed free-space repre-
sentations are different, all these methods lead (1) to consider the C-space as a set of
hyperparallelepipeds of the type dq, x dqz - - - dgn, and (2) to compute an approximation
of C-obstacles in this set using the recursive algorithm illustrated in the figure 5. In this
example, C’sz (B) represents the conjonction of the constraints imposed by B on the
three joints of A, for all ¢, € D,. This set may be seen as the projection of the part of
CO4(B) located between the planes P, and P, of C, (a slice). Finally, the interval Q
represents the values of Q3 which may generate a collision with B, when ¢; € D, and
92 € Dj. Using this computation, CO4(B) can be approximate by the union of all the
sets of the type: D; x Dl x Q.

In our system, the recursive algorithm which compute the C-obstacles is based on
two techniques allowing to respectively compute the position constraints generated by
the B;, and to propagate these constraints along the robot arm.

4.4.2 Computing the position constraints:

This computation is done using the techniques described above. For that purpose, the
local behavior of each link A; (j = 2,3---n) is analyzed after having fixed the position of
the anterior links A, 4, - .. Aj_1,and after having associated a small variational domain
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Figure 5: Computing an approximation of CO4(B) for a three joints robot A. (a) Con-
structing the slices associated to ¢;. (b) Representing the approximation of CO2?(B)
associated with the slice D,. (c) Representing the approximation of CODZXD ‘(B) asso-

ciated with the slices D, and Dj.

dg;-1 to the joint variable g;_;. Let R; be the reference point of A; (located on the joint
axis for symplifying the computat:ons), and D; the locus of the positions of R; when ¢;_,
takes all the values in dg;_;. Dj is either an arc of circle or a straight line, dependmg on
the type of the joint A;_;.

These hypotheses lead to locally associate two combined motions to the link A;: the
translation along D;, and the movement (translation or rotation) associated to the joint
A;. Consequently, it becomes possible to “locally” a,pprox1mate the involved subset of
the C-space by a less dimensionnal space of the type C A’ 9 where ¢ is the variational
domain associated to g;. Then, this representation can be transformed in a more useful
representation of the type C? Ay by applying the “reduction operator” leading to expand
obstacles B; inversely to the shape of D; (see section 3.2.3). Finally, the computation of
the valid ranges of values for ¢; can be executed using the G function [32]:

Ga,B(D;) = Fapi(r;)
with:
B'= CO¥*(B)
r; = reference point of D;

This approach gives good results as long as the dg; are small enough. That means
that too large computed domains have to be split into sets of small intervals, before
beeing considered for the next joint of the arm. But in’ practice, we reduce the amount
of geometric computations by applying two different steps (see next section):

1. Each link A; (j = 1,2-.-n — 1) is processed using a simplified growing transfor-
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Figure 6: Propagating the position constraints along the arm.

mation and an intérference checking function, both applied on a set small intervals
dg; (there exists one set for each considered slice of the type dg; x dq;---dg;_,).

2. Link A, is processed using the complete algorithm which leads to compute all
the valid ranges of values associated to dgn (i.e for each slice of the type dg; x

dga - - - dg,).

4.4.3 Propagating the position constraints:

Since joints interact to each other, each set of position constraints associated to a joint
A; have to be propagated towards the next joints Aj41,Aj42- -+ A,. That means that
one must take into consideration all the previous growing operations, when computing
the grown obstacles associated to the joint A;. In order to simplify this computation,
our system applies a recursive algorithm for expanding obstacles [32] (see figure 6):

B°=RB .
Fork=1,-..5-1: Compute B* = COZY (B*1)
2

where D;-‘ is the locus of R; for ¢ € dg.

Each step of the algorithm leads to apply very simple growing transformations, since
the related domain D? is either a small straight line or a small arc of circle (which can
be approximated by a straight line or a polygonal line).
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Theoritically, the algorithm should be applied for each link A4; and for each slice of
the type dg; x dg, - --dg;_;. But in practice, we reduce the amount of computation by
determining an “upper bound” of the domains D;, and by applying only one simple
growing transformation for each slice of the type dq; x dgz - - - dg,_;:

B' = Gros,(B)
r = MAXiz1..n {length(locus R;)}

where Gros,(B) represents an uniform expansion of B by the distance r. This approach
may be extended to the whole space, when the splitting algorithm generates slices having
an uniform size. Lozano-Perez [39] makes use of a similar approach by expanding the
robot links with a distance equal to the maximum displacement computed using the
jacobian matrix:

6 = MAXqerxp-1a 1(Q) - dQ||

The complexity of the algorithm is in O(NP~!), where N is the medium number of
slices associated to a joint, and p is the number of d.o.f of the robot.

4.5 Constructing a free-space representation:

The free-space EL, is composed of “cells” of the type dg; x dg; - - - dg,,. These cells are
constructed using the following recursive function:

FREFE (], ;D,'1 X D,'2~~'D,'j)
—
FREE(] - 17 Dt'x X Diz - "Di,‘_l)
and
Aj(g)N B =0, Vg; € D

with:
FREE(Q1, D)) < Ai()NB =0, Vg, € D;,

In this algorithm, the domains D;; associated to the joint variables g; (=12
n — 1) are obtained by splitting the variational domains / ; into small intervals; the sets
D;, are computed using the G function. The next step consists in constructing a graph
structure allowing to connect the “adjacent” free cells:

ADJACENT (j, D;, x D, -- °D.‘,, D;l X D§2 . --ij)
< .
ADJACENT(5 -1, D;, x D,, - --D,-j_l, Dfl X sz .- -ij_l)
et

D,'j ﬂD:j # 0
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with: -
ADJACENT(, D;,, Dfl) <> D;nND; #£0

4.6 Searching for a safe trajectory:

Each path in the free-space graph defines one class of safe trajectories for the robot and
its payload. This class is represented by a sequence (Cy,C2---Cy,) of connected free
cells. Then, searching for a safe trajectory requires to apply two computational steps
respectively aimed at finding an “optimal” path in the graph, and at choosing a “good”
trajectory among those represented by the generated path.

The graph search step is executed using a A* algorithm [46]. Several types of solutions
may be obtained when modifying the characteristics of the cost function (see [32]). In
SHARP, this cost function is based on an Euclidian distance allowing to minimize the
end effector displacements. Let c;,;; be the intial configuration in the cell Cy, c.,q the
goal configuration in the cell C,, ¢; the configuration corresponding to the middle of the
cell C;, and (Cy, C; - - - C;) the path computed at the step 5. The costs associated to this
intermediate solution are the followings:

length of the path: d(cinis,c2) + d(c2, c3) + -+ -d(c;i_1,¢;)
distance to the goal: d(c;, Cena)

The determination of a trajectory in a path (Cy, C, - - - C,,) consists in choosing a “good”
set of configurations (i.e as “short” and as “smooth” as possible), allowing to connect
Cinit 10 Ceng Within the subset of C4 represented by (Cy, C, - - - C,,). Since any cell C; is an
hyperparallelepiped in Cy4, any couple of points located on the boundary of C; may be
connected by a straight line in C 4. Consequently, the problem to solve may be converted
into a more simple problem, consisting in determining a set of suitable configurations
on the boundaries shared by the consecutive couples of cells of the computed path. A
straightforward solution is to choose at each step j the configuration located at the
middle of the shared boundary C;_; N C;. However, this approach leads to generate
inappropriate movements, especially when crossing through large cells. In order to partly
avoid this problem, we have developped a method allowing to determine at each step j

the configuration of C;_; N C; which is the closest to the last computed configuration
32).
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5 Morphological reasoning techniques:

5.1 Principle of the reasoning:

The purpose of this section is to describe the basic techniques which have been devel-
opped in SHARP, for reasoning on the contacts involved in the grasping and the part-
mating operations. Three main characteristics of these contacts have been considered:

o The local accessibility of objects features. The problem to solve is to verify that the
analyzed contacts are locally feasible according to some matter distribution criteria.
The related computations evaluate a set of simple topological and geometrical
properties.

o The mechanical constraints associated with contacts. The problem to solve is to
verify that the analyzed solutions are valid according to a set of stability criteria.
The related computations are mainly based on heuristics allowing to qualitatively
evaluate some static properties.

o The motion constraints associated with contacts. The problem to solve is to de-
termine which motions are locally possible in order to achieve (or to leave) the
considered contact situation. The involved computations make use of an analyt-
ical representation of the potential motions that can be locally executed by the
moving object.

The accessibility and the mechanical properties are mainly used for determining the
potential grasping configurations, whereas the computation of the motion constraints is
mainly executed in the context of fine motion planning.

5.2 Representing contacts:

The contacts between two objects O; and O, are represented as follows:
CONTACT(O], 02) = {((C], 6,1)(62, 8,2) e (em, B:n)), T, P}

where each set (e;,e!) is a couple of intersecting geometric entities, T is the type of
the contact (point, line or surface), and P represents the geometric parameters which
characterize the contact.

The geometric entities (GE) are those belonging to the B.R componant of the model:
vertices, straight and curved edges, planar and curved faces (cylindrical, conical and
spherical surfaces). The retained combinations for these entities are only those repre-
senting robust physical situations, i.e situations which can be potentially achieved despite
the control and sensing errors. Since the couples of non colinear edges are not relevant
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for the fine motion strategies, we will only take into consideration the contact relations
of the type face-X, where X = face, edge or vertex. These couples are called contact
elements. The other combinations of entities are considered as unsteady situations, cor-
responding to degenerated contacts called adjacent contacts (see figure 7). This type of
contact is not physically feasible because of the control and sensing errors, but its sym-
bolic determination allows to characterize the discontinuities generated by the geometry
of the objects. '

The type of the contact is defined by the topoly of the set of contact points (point, curve
or surface). The characteristics of this set depend on the type, the number and the
relative positions of the involved GE. For example, a planar contact may be obtained
by combining two contact elements generated by two non linear straight edges and a
planar face (see figure 7). This multiple contact may be assimilated to a planar contact,
because it has similar static properties. In particular, the convex hull of its contact
points determines a “sustentation polygon”, which have the same stability properties
as a contact having a similar convex polygonal surface [23]. Since there exits a small
number of different cases, it is not necessary to compute the convex hull of the contact
points for determining the type and the geometric characteristics of the contact. It is

sufficient in our context to analyse the sets e; N e’ along with their possible combinations
(see [26] and [21]).

The geometric parameters characterize the contact by a couple (S,6S), where S is the
surface defined by the set E) N E; of contact points, and éS is the boundary of the set
conv(E; N Ep). S is called the contact support, and 6S is called the contact surface.
Intuitively, we will say that the mobile object can slide on S, without “breaking” the
contact (i.e without modifying the topology of §S). This property is very useful for
planning fine motions.

In some cases, S cannot be unambiguously defined by the set E; N E, (for example
when the contact is generated by a planar face and a cylindrical face). In this case, we
chose to consider that S is defined by the geometric entities of the fixed object (i.e the
object which is not manipulated by the robot). As an example, let consider the contact
(c) of the figure 7. If the cylindrical object is manipulated by the robot, then the contact
will be characterized as follows:

(CONTACT ((FACE F1 FACE FC2))
(TYPE droite)
(SUPPORT plan (0 0 1))
(BOUNDARY (P1 P2)))
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contact support S contact contact support S contact
(F1) surface F1) line
Al

contact support S cylindrical face _ face F2
43 contact line
face F1
boundary of F2
(circular edge)
boundary of the

circular hole in F1

Figure 7: Example of some contacts: (a) Planar contact generated by a planar face and
two edges. (b) Linear contact generated by a planar face and an edge. (c) Linear contact
generated by a planar face and a cylindrical face. (d) Adjacent contact generated by two
circular edges. :

5.3 Reasoning on accessibility and mechanical properties:

The accessibility and the mechanical properties are evaluated in order to determine the
combinations of contacts which are locally accessible, stable and robust. These combi-
nations of contacts are used for constructing several sets of potential solutions for per-
forming the grasp operations (see [25], [28], [54] and [32]). Such sets are called potential
grasps.

Local accessibility property:" One says that a combination of contacts is locally
accessible, if the involved contacts are simultaneously feasible according to the local
morphology of the two objects. Evaluating this property leads to verify that some
simple topological and geometric constraints are verified in the vicinity of the features in
contact: local convexity and P-convexity, parallelism and angular constraints, distance
and dimensionnal constraints. All these properties are characterized by very simple
algebraic formulas. For example, the local convexity of an edge A, belonging to two
faces Fy and F; is characterized by the formula V, - (N1 ANz) <0, where Vy, is the edge
A, oriented counterclockwise on the face Fy, and N; and N, are the external normal
vectors of F; and F3. In the same way, we will say that the edge A, is locally P-convex
(i.e it is possible to place a plane P onto A,, such as P do not intersect the object in
the vicinity of A;) if A, verify the following property:
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Figure 8: Stability and robustness properties. (a) Stable couple (S, F): proj(S) € F.
(b) Unstable couple (S, F): proj(S) ¢ F. (c) Non robust couple (A;, A;): proj(A;) =
proj(A;) = straightline.

Va, (N1 AN;) <0 and Ja,beR: a<0, b< 0, N, = aN1+bN2

where NV, is the external normal vector to P (P represents in this case the internal surface
of one jaw of the gripper).

Stability property: This property allows to verify that the created physical situation
is stable, i.e that the resulting forces and torques associated to the involved contacts
are equal to zero. Instead of evaluating this property using an explicit representation
of the forces and the torques, we chose to apply very simple geometric computations
based on a qualitative knowledge of the static. The basic idea consists in verifying that
. the resulting reaction force of each contact “goes through” the contact surface 6S of an
other contact of the studied set. In the case of a set of contacts created by a two parallel
jaws gripper, this condition may be evaluated by projecting the contact surfaces on a
plane parallel to the jaws. If the obtained domains intersect, then the combination of
“frictionless” contacts is considered as stable (see figure 8). This property is called the
mutual visibility property, since it assumes that the contacts are located “in front of each
other”.

Robustness property: This property allows to verify that the combination of con-
tacts remains stable, when slightly moving the object. Our approach for planning robust
grasps (i.e grasping points which avoid the “twisting” of the object inside the jaws), con-
sists in choosing a combination of contacts which generates no d.o.f along the directions
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having some possible associated position errors. Consequently, we will eliminate the
solutions which keep free a rotation around an axis not normal to the internal faces of
the jaws, or not parallel to the revolute axis of some objects (see figure 8).

All the computations involved in the determination of the local morphological pro-
perties described above, have been implemented in SHARP using an ordered set of geo-
metric filters (see [54] and [32]).

5.4 ° Reasoning on motion constraints:
5.4.1 The concept of potential motion:

Each contact reduces the number of d.o.f of the moving object (i.e the gripper or the
manipulated object). In order to determine the next motion to execute from a given
contact situation, the system must reason on the directions of movement which are
constrained by the contacts. Consequently, it is necessary to explicitly represent the valid
movements which can be locally associated to a contact situation. In order to simplify
the reasoning, we will consider that these movements are either pure translations or
pure rotations which are defined independently of their possible amplitudes. If A is a
mobile object in contact with B, we will define a potential motion for A as “a motion
having an amplitude ds greater than the mazimum control error, and which generates
no collision between the features in contact”. In practice, this definition has led us to
develop an analytic support allowing to explicitly represent the forbidden motions, those
which preserve the contacts and those which break them. This formalism is described
below.

5.4.2 Representing potential translations:

A translation can be represented by a couple (v, @), where v is an unitary vector of R and
a is a real number. Then, a set of translations can be represented by a subset of S(1) xR,
where S(1) is the unitary sphere. Since our purpose is to reason on sets of translation
directions, we will only represent the related domains on S(1). Then, a point on the
sphere defines a particular translation direction, and a spherical domain characterizes
a set of possible translating motions. For example, a planar contact generates an half-
sphere domain, and a couple of contacts determines a domain obtained by intersecting
those associated to each contact (see figure 9). Such a computation may be executed by
projecting the constructed domains on a plane (¢, ), where ¢ and 9 are the spherical
coordinates.

Contacts having a planar support:

When contacts are of the type “planar face - X” (X represents any type of GE), the
computation of the resulting domains on S(1) may be executed using the following
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Figure 9: Representing the potential motions associated to a couple of planar contacts.

function [51]:
¥ = arctan((N; - cos + N, -sinp)/ — N,) (1)

where (N, Ny, N,) is the normal external vector to the contact plane (see figure 9).

Contact having a curved support:

In this case, the applied computations depend on the type of the involved surfaces.
For example, a cylindrical contact will only generate two possible translating motions
along the revolute axis of the contact surface. On the other hand, a conical contact will
generate a more complicated domain characterized by the function:

cos¥(acosp + bsin ) + ccosd — cosa = 0 (2)

where (a, b,c) and « are the cone axis and the cone top angle.

Other types of contacts may also be generated by non planar entities. But it is
possible to apply the same type of computation, by using a first order approximation of
the potential movements. This approximation is obtained by considering the fictitious
Planar contacts defined by the tangent planes associated to the contact surfaces [32].
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For example, a contact generated by two partial cylindrical surfaces defines a domain
of the type “D(P1) N D(P,) N D(P3) U D(cylinder)”, where D(P,), D(P;) and D(P;)
are the domains associated to the three tangent planes located on the boundaries of the
contact surface, and D(cylinder) represents the two directions associated to the cylinder
revolute axis.

5.4.3 Properties of the representation:

Let S = {C1,C2,...Cn} be a contact situation, and C; the related contacts.The po-
tential motions associated to S are represented by a domain D. This domain is defined
as the intersection of the domains Dy, D, --- D, associated to the contacts C,Cs---C,.
Each D; is computed using the function (1) or (2). Let D; be its inside part, and §D;
its boundary (D; = D; UéD;).

An important property of this representation is to clearly differenciate the different
types of motions which can be associated to S (see figure 9):

e Each couple (¢,9) outside of D represents a forbidden motion.
¢ Each couple (¢,7) in D represents a motion which leads to break all the contacts.

¢ Each couple (¢,7) on 6D represents a compliant motion which leads to slide on
some contact surfaces: if (,9) € 6Dy, N 6D;, N ---6D;; and (p,9) & 6Dy (k #
t1,12 - - - 25), then (p, ¥) defines a motion which maintains the contacts Ciy,Ci, ... Cy
(the other contacts are broken).

An other property of this representation is to be complete for contacts having a
planar support S. Then, any existing solution is contained in D, but it is impossible
to guarantee that this solution will be found in a finite time. Our approach for dealing
with this problem is described in the next section. .

The completeness property is not preserved when the support of the contact is not
planar surface. But the applied first order approximation is reasonnable, since it allows
to locally represent the potential compliant motions as a set of tangential motions. This
approach is consistant with the fact that such motions are always executed tangentially
to the surfaces which support the contacts. .

5.4.4 Dealing with rotations:

Dealing with rotations is more complicated, since the content of the potential rotating
domains depends on both the orientations and the positions of the rotation axes. For
example, a rotation axis belonging to the contact plane but located outside of the contact
surface 65, will generate motions leading to break the contact; the same axis located
tangentially to the boundary of §S will generate motions allowing to modify the type of
the contact.
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This characteristic of the rotations makes the previous approach impractical for the
potential rotating motions, since several representations may be associated to a single
contact. On the other hand, it suggests to develop an other approach consisting in
grouping together the rotation axes having an “homogeneous behavior” relatively to the
contacts. For example, we will group in a single set all the rotation axes which generate
motions allowing to maintain the analysed contact. In the processed contacts, these sets
are easilly derived from the type of the contact surfaces. For example, the rotation axes
which maintain a planar contact are those which are normal to the contact plane; those
which maintain a cylindrical or a conical contact are located on the revolute axis of the
surface.

This approach allows to easily deal with a large set of practical cases. However, it
needs to be developped in a more complete way in the future.

5.5 Constructing the solution space:
5.5.1 The set of potential grasps:

A potential grasp represents a set of grasping positions based on the same combination
of contacts. In order to guide the selecting process, a partial order based on an heuristic
evaluation of the “quality” of the involved combination of contacts is established among
the potential grasps. This approach allows to first analyse the potential solutions which
are more likely to generate a feasible grasping position. But it does not allow to generate
a sequence of different grasping positions based on several combination of contacts, when
a single solution cannot be found by the system. Such a method (called regrasping) have
been developped in [41].

Representing potential grasps:

Let A be the object to be grasped and P the robot gripper. A potential grasp II(A/P)
is represented as follows [28] [54] (see figure 10):

II(A/P) = (=, P., Py, h)

where 7 = (Cy,C, -+ - C,,) is the set of the involved contacts, P, represents the “preshap-
ing” parameters of P (i.e the configuration of P before grasping and the jaws action to
execute), P, represents the orientation and the moving constraints associated to P, and
h is an heuristic assessment of the quality of the solution (stability and robustness) and
of its degree of accessibility. At this step, all the geometric parameters of the contacts C;
are not specified, since the position of P have not been already computed by the system.

As we make the assumption that the grasping operations are executed using a two
parallel jaws gripper, P,, may be characterized by a plane called the gripping plane P,.
This plane is parallel to the two planar contact surfaces (i.e the internal faces of the jaws),
and it is located at an equal distance to this two surfaces. Then, the constraints P,, can
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TI(A/P) = ((( (al a2) plane) ((f1) plane)

(close 1.5)
((0.75 0.0 0.0) (1.0 0.0 0.0) h) _

Figure 10: Example of a potential grasp.

be characterized by the expression “Op € P, and XpOpZp /| P”, where (Op Xp Yp Zp)
is the reference frame associated to P as shown in the figure 10.

Searching for a solution in II(A/P):

Searching for a solution in II(A/P) consists in determining a particular configuration of
P which verify the constraints represented by 7 and P,, and which can be realized in
the initial and the final environments of the object to be grasped. Let P(X,A) be the
configuration of P corresponding to O, = X and 0,Z, = A, W the set of GE belonging
to A and to the obstacles located in the initial and the final environment of A, and F
the set of GE involved in 7. The configuration P(X,A) is unambiguously defined by
the couple (X, A), since X,0,Z, is parallel to P,.

Property 5.1 Let p be a point in Pr and A a vector in P,. A couple (p,A) will be
considered as a particular solution in II(A/P), iff:

o Pp,A)Ne#0, VeeFE
o Pz, A)N{W ~ E} =0, Vz € half-line(p, ).

The first expression verifies that all the contacts of 7 are simultaneously realized in
the configuration P(p,A). Such a configuration we be considered as valid. The other
expression verifies that the involved object features can be reached along the direction
A. Such a configuration will be considered as safe. '

Then, searching for a particular solution in II(A/P) can be done using three main
steps: (1) choose a direction A in Py, (2) construct the set S, of the points p € P,
such as (p, A) verify the property 5.1, and (3) choose a point p in S, such as P(p,A)
minimizes the risks of sliding. This method is detailed in section 6.2.
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5.5.2 The state graph associated to the fine motions:

The sets of contacts and of their associated potential motions are combined in order to
construct the state graph associated to the fine motions. This graph represents all the
combinations of motions and robot states which have been selected as potential elements
of solution for the problem to be solved. This graph does not explicitly contain all the
possible solutions, but we will see further that it may be locally refined in case of failure.
Such a failure occurs during the search phase, and it means that no feasible fine motion
strategy is represented in the current state graph.

Representing the state graph:

Let A and B be the two objects to assemble. The state graph G(A/B) associated to
the fine motions allowing to assemble A on B, is represented by a directed graph (S, A).
Each node in S represents a robot state E, (see section 3.1), and each arc in A defines
a robot motion allowing to move from a state to an other one.

A node s; in S is characterized as follows:
Si = (P,C,D,I,Q)

where P is a set of positions for the robot, C is a set of contacts, D is a set of potential
motions, I is a qualitative information on the associated physical situation (for example:
a cylindrical insertion), and @ is an heuristic assessment of the “quality” of this situation
(robustness relatively to uncertainties and mechanical faults). P and C characterize
the state E,. D defines the motions which can be theoritically applied from E, (this
information is used when refining the graph). I and @ are used for guiding the search
function.

An arc a;; in A is characterized as follows:
ai; = (Ta C) A, Q)

where T is a geometric transform, C and A are two sets of faces on which the mobile
object must respectively slide and stick, and Q is an heuristic weight evaluating the
“quality” of the motion (collision and sticking risks when slightly modifying the envi-
ronment, effects of the gravity ...). The parameters T, C and A characterize the motion
allowing to move from E, to E,,. The parameter Q is used for guiding the search
function.

Constructing the state graph:

Our analytic representation of potential motions allows to characterize the whole set of
movements which are potentially feasible from a given state E;. But this representation
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cannot be directly used by the motion planner, since each constructed domain D rep-
resents an infinite set of possible solutions (and consequently an infinite set of possible
arcs for each node in the state graph).

A classical technique dealing with this problem, consists in discretizing the sets of
potential solutions. This technique leads to split each domain D into a finite set of small
spherical domains of the type Ay x Ad. Each obtained domain AS represents a set
of motions which will be “globally” analyzed by the system. This approach requires
that all the motion directions in AS allows to theoritically achieve the same symbolic
contact situation, when executing these motions from a given position P. If the objects
are polyedra and the motions are pure translations, such a constraint may be evaluated
using a “visibility” analysis technique [8].

But the high algorithmic complexity of this approach along with its inability to deal
with rotations and curved surfaces, has led us to make use of an heuristic based approach.
The basic idea consists in analyzing a subset of the possible solutions, by selecting in
D the most promising motion directions. This approach is consistent with the fact that
most of the required movements for mating two mechanical parts, are executed along
some privileged directions defined by the contact surfaces. In particular, most of fine
motions can be executed along a direction normal or parallel to the surfaces located
in the vicinity of the involved contacts. This is the reason why the selected directions
correspond to some characteristic points in D: points located at the intersections of
several curves of the type 1 and 2, points periodically distributed on the boundaries of
D.

The algorithm used for constructing the state graph is described in section 6.3.

Searching for a solution in G(A/B):

Let 1S be the set of nodes of G(A/B) which have an empty set of contacts, and GS the
state corresponding to the situation where A and B are assembled. Each node in IS is
considered as a possible starting point for constructing a fine motion strategy, because
the related physical situation can be directly achieved by the robot.

Any path in G(A/B) starting from a node s in IS and ending at the node G'S, may
be considered as a fine motion strategy allowing to assemble A on B. Then searching
for a solution in G(A/B) can be done using the following algorithm:

1. Search for a “good path” SG starting from a node s in IS and ending at node GS.

2. Verify that each arc of SG generates a movement which can be executed by the
robot (no collision, reachability of the goal). Refine G(A/B) in case of failure, and

goto (1).

3. Synthesize the fine motion program from SG.
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This algorithm is detailed in section 6.3. In the general case, SG is a sub-graph
which includes at each level all the states (nodes of G(A/B)) which can be reached
after executing the selected motion. This situation comes from the fact that the control
errors may sometimes make the robot stop in different contact situations. This point
is discussed in [32]. It is not taken into consideration in the current search function,
since the states and the motions selected when constructing the state graph avoid such
situations.
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6 Implementation of the motion planners:

6.1 The trajectory planner:

As explained in section 4, our method for computing safe trajectories operates in two
phases allowing to successively construct a graph representing an approximation of the
free-space, and to search this graph using a A* algorithm. The main originality of
the method lies in the fact that the computation of the free-space representation is
done using a constraint propagation mechanism allowing (1) to recursively apply very
simple growing transformations depending at each step on the type of the analyzed joint,
and (2) to parametrize the algorithm according to several constraints drawn from both
the environment and the mechanical structure of the arm (see [29]). In the current
implementation, the parameters which evaluate the cluttering of the workspace have
been arbitrarily fixed to constant values (i.e the discretization of each d.o.f is done using
an uniform predifined value). As explained in section 4.4.3, this approach allows to
reduce the amount of computation by applying a single growing transformation of the
type Gros,.(B) for each slice of the type dg; x dg; - - - dg,_;. Then the missing domains
dgn associated to these slices are computed using the algorithms described in section 4.2
and 4.4.2. The search phase is executed as described in section 4.6.

This method can theoritically be applied for the whole arm. But in practice it is
only used for planning the wrist trajectories, because of its exponential complexity in
terms of the number of d.o.f. Then, the required rotations of the wrist are determined
by applying two complementary planning steps based on heuristics [32]:

¢ Determination of the wrist movements (with a fixed orientation) in the vicinity of
the initial and of the goal positions.

¢ Determination of the rotations of the wrist along the computed trajectory, by
considering the volume swept by the gripper and the payload when rotating.

This approach works fairly well when the manipulated object is small relatively to
the gripper. It necessitates to execute the reorientation operations in some predifined
uncluttered areas, when the size of the swept volume makes the algorithm fail.

The trajectory planner have been implemented in LUCID-LISP on a SUN 260. Most
of the experimentations have been executed in simulation (see figure 11). Some of them
have give rise to real executions using a six d.o.f SCEMI robot. But the CPU time
required for computing the free-space model in the current version of the system is not
really significant, because most of the geometric computations are performed using some
external functions belonging to the modelling system (these functions have not been
optimized and compiled). For instance, 28 mn of CPU time was needed for processing
the example shown in figure 11. This example has give rise to a graph having 480 free
cells of the type 5 x 10 x 15, where 5°, 10° and 15° are the angular sectors which have
been used for discretizing the joint space.
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Figure 11: A simple trajectory computed by the system.

6.2 The grasp planner:

As explained in section 3.2, our method for computing secure grasps operates in two
phases allowing to successively compute a set of potential solutions, and to determine
the dynamic parameters of the chosen solution.

The purpose of the first phase is to determine the contact sets which are locally
accessible, stable and robust. This computation is executed using an ordered set of
geometric filters implementing the accessibility and the mechanical properties described
in section 5.3. This approach has been developped in order to reduce the size of the search
tree, by first applying the more discriminant filters. The resulting potential solutions
are represented as shown in section 5.5.1.

The second phase verifies that the generated potential solutions are reachable in both
the initial and the final environments. It determines for that purpgse the gripper con-
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figurations which are both valid and safe, according to the position constraints imposed
by the environment (see section 5.5.1). This computation allows to reject the unfeasi-
ble solutions and to determine the missing parameters of the selected one (position and
orientation of the gripper, approach and deproach directions).

The implemented algorithm is the following:

o Phase 1

1. Determination of the potential contacts.
2. Determination of the potential combination of contacts and construction of
the related potential grasps of the type II(4/P).
e Phase 2

1. Choice of a potential grasp I1(A/P) compatible with the task constraints.

2. Choice of a direction A in the gripping plane P;.
If all the directions have been analyzed, then goto (1).

3. Determination of the valid configurations P(X,A) in II(4/P):
Ve(A)={p€ Pr: P(p,A)Ne#0,Vee€ E}
If Vx(A) = 0, then goto (2).
4. Determination of the safe configurations P(X,A) in II(A/P):
Sr(8)={p e Vy(A): P(p,AYN{W — E} =0}

If Sx(A) =0, then goto (2).

5. Choice of a point p in Sx(A), such as P(p, A) maximizes the surface of contact
and minimizes the torque created by the gravity.

This algorithm is completed by a complementary step allowing to choose a gripping
plane, when the grasping operation is executed on a revolute surface. The choice of
the direction A is made using an heuristic which determines the free angular sectors
associated to the center of gravity of the object to be grasped (see [27]). The computation
of the sets V,(A) and S,(A) can be executed using the classical growing transformation
CO** [55]:

Vi(8) = Neyjer Projp,(COEa (i)

Sx(A) = Va(A) — Projp,(COEA|(B))
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Figure 12: Two grasping positions computed by the system.

where Projp,(X) is the orthogonal projection of X on P,, Fi[A] is the internal face
of the jaw ¢ oriented according to A, P[A] is the gripper oriented according to A,
and B represents the obstacles. In our implementation, this computation is executed
in a two dimensionnal space, after having projected on the gripping plane several slices
delimited by a set of parallel planes (see [27]). We have also developped a specific growing
transformation CO* allowing to reject the points in Sx(A) which cannot be reached by
the gripper because of the robot arm. This new transformation consists in expanding
the set CO%{a)(B) in the direction —A, in order to include the “shadow” of the object
(see [27]).

The grasp planner has been first implemented in MACLISP on a CII-HB 70 computer.
Its integration in the SHARP system has been partly realized, but several experimenta-
tions have been done in simulation with simple objects having less than 20 faces. For
instance, less than one minute of CPU time was needed for computing the solutions
shown in figure 12, and only one second was consumed by the first phase for generating
12 potential grasps among 32! possibilities. But this execution time increases very fast
when the system has to take into consideration the surrounding obstacles.

6.3 The fine motion planner:

As explained in section 3.2, our method for computing the fine motion strategies operates
in two phases allowing to successively construct a state graph representing the set of
potential solutions, and to search this graph in order to find a “good path” representing
a feasible fine motion program.
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The analysis phase allows to construct the state graph by reasoning on a fictitious
dismantling of the assembly. For that purpose, the system determines at each step the
different contact situations which can be reached from the current situation by applying
a single motion. Only the moving constraints associated to the contacts are examined
at this step (the other motion constraints are not considered). This computation is
executed using the method described in sections 5.4 and 5.4.2. It leads to progressively
decrease the number of contacts.

The search phase determines a “reverse path” in the graph (i.e a path starting from
a node having an empty set of contact and ending at the node corresponding to the final
assembly). This search phase is based on heuristics which attempt to optimize the se-
lected solution in terms of efficiency (number of operations) and of reliability (robustness
of the selected motions). In case of failure (for example one contact situation cannot be
achieved because of the control errors), the graph is locally refined by introducing some
new potential motions (see [31]). '

The implemented algorithm is the following:

o Analysis phase

1. Create the node GS and insert it in the list OPEN.

2. f OPEN = 0 then return G(A/B), else process the node r located at the
head of the list OPEN.
Choose n directions dy,d, - - - d,, in D;.
Create an arc a,; for each chosen direction d;.

3. Create a node y; for each arc a;.
If the state E; associated to y; is already represented by a node z in G(A/B),
then merge y; and z.

4. Insert the new nodes having an empty set of contacts in 1.5; insert the other
nodes in the list OPEN.
Goto (2).

¢ Search phase

1. Search for a path SG starting from a node s in IS and ending at the node
GS.

2. Verify that each arc in SG represents a feasible motion (no collision, reacha-
bility of the goal).
Refine G(A/B) in case of failure, and goto (1).

3. Synthesize the fine program represented by SG.

OPEN represents the list of the next nodes to process, and D, is the set of potential
motions associated to the node z (see section 5.4). GS is the goal state (the parts A and
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B are assembled), and IS is the set of the possible starting states for the fine motion
- strategies (states having an empty set of contacts).

The moving directions are selected in D, according to an heuristic function. For
example, four directions will be initially generated by a couple of non-parallel planar
contacts: d] = N1 A Nz, dz = —-dl, d3 = d1 A Nl and d4 = dg A Nz, where N] and
N, are the external normal vectors to the contact faces Fy and F,. d; and d, define
two compliant motions allowing to maintain the contacts; d3 and d, define two motions
leading to respectively break the contact associated to F; and to F;. These moving
directions are considered by the system only if they are included in D,.

Each node in G(A/B) is created after having applied a geometric computation allow-
ing (1) to determine the involved contacts (parameter C), (2) to compute the associated
set of potential motions (parameter D), and (3) to verify that the reached state E; does
not already exist in G(A/B) and that it can be unambiguously distinguished from the
other states represented in G(A/B). Each arc in G(A/B) is created after having applied
a geometric computation allowing (1) to determine the valid ranges of position associated
to the selected moving direction (parameter T'), and (2) to determine all the contacts
which are involved in the movement (parameters C and A).

The search phase is guided by a cost function which is combined with a set of dy-
namic pieces of advices implemented using production rules (see [31] and [51]). The cost
function makes use of the heuristic weights associated rcp -r /usr2/vision /fano/thesis.dir
mars: /fano/.to the nodes and to the arcs of G(A/B). It leads to both minimize the
number of operations and to maximize the reliability of the selected motions. The dy-
namic pieces of advices are activated when some particular situations are detected by the
system. They mainly allow the system to deal with the physical situations which cannot
be safely executed by the robot because of the position uncertainty (adjacent contact,
closed obstacle ...). For example, if a contact situation cannot be directly left because of
the presence of an obstacle in the vicinity of the moving part, then it is advised to first
slide on the contact surface (and consequently to create new nodes and new arcs in the
graph). In the same way, an adjacent contact in SG will lead the system to determine
a set of intermediate contacts for guiding the robot. This approach allows to reduce the
algorithmic complexity by only exploring “in detail” the branches of the graph which
are really significant according to the selected solution. It also permits to integrate some
well-known local strategies in the solution, when classical situations are recognized by
the system (for instance: cylindrical insertion).

The collision and the reachability tests are executed using the following computations
[32}:

Sweep(A,d) N Gros.(B) = = no collision
A(p)NGros;'(B) #0 = pis reachable

where € = 2(p, + €;) and the terms ¢, and ¢; represent the control and the sensing error
bounds; Sweep(A,d) is the volume swept by A when moving along d, Gros,(B) and
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- (REALISERS
{Rrobot SUR R0)
(VIA (R1 SUR R2)(RISURRS) ... ... (RISUR AD)

(REALISER-C
{paint-P1 SUR face-81)
(SUIVANT (TRANSLATION VECT vecieur-V1)))

(REALISER-C
(arete-A1 SUR face-B1)
(SUIVANT (ROTATION AXE (make-axe :PT point-P1
VECT wectour-V2)))
{EN-MAINTENANT (point-P1 SUR (ace-811})

(REALISER-C
{face-F1 SUR face-B1)
(SUIVANT (ROTATION :AXE (make-axe  :PT point-P1
VECT areie-Al)))
(EN-MAINTENANT (arete-A1 SUR face-81)))

(REALISER-C
(arete-A2 SUR face-82)
{SUIVANT (TRANSLATION VECT vectsur-V3))
(EN-MAINTENANT (face-F1 SUR face-B1)))

(REALISER-C
{face-F2 SUR face-82) -
(SUIVANT (ROTATION :AXE (make-axe T point-P2
VECT arele-A2)))
(EN-MAINTENANT (face-F1 SUR face-B1)(areia-A2 SUR face-82)))

(REALISER-C
(poiat-P3 SUR taco-83)
(SUIVANT (TRANSLATION VECT arele-At))
(EN-MAINTENANT (face-F1 SUR tace-B1){{ace-F2 SUR face-82)))

Figure 13: A fine motion strategy computed by the system.

Gros;'(B) respectively represent the obstacles B grown and shrunk according to €, and
A(p) is the object A in the configuration p.

The last step consists in computing the missing motion parameters of the selected
movements, in order to synthesize a sequence of guarded compliant motions of the type:

MOVE <objet-A> ALONG <T> BY-MAINTAINING <C> UNTIL <A>

where T and C are the symbolic motion parameters recorded in the graph, and A repre-
sents the set of contacts which may stop the movement. The numerical values associated
to these parameters at the execution time are computed using the geometric model and
some predifined thresholds. For example, a face belonging to A will generate a condition
of the type “F, > threshold”, where F, is the projection of the reaction force on the
moving direction v and v is assumed to be included in the friction cone (this condition
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is associated to the termination predicate). A similar computation is executed for the
compliant parameters, but the needed thresholds are currently tuned by the operator.

The fine motion planner has been implemented in LUCID-LISP on a SUN 260. Most
of the experimentations have been executed in simulation. Some of them have give rise
to real executions using a six d.o.f SCEMI robot equipped with a force sensor. This is
the case for the example shown in figure 13 which has been successfully executed by the
robot. 9 mn of CPU time was needed for synthesizing the related fine motion program.
The constructed state graph was made of 50 nodes and' 80 arcs.
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7 Conclusion:

In this paper we have shown that two types of geometric reasoning techniques have to
be combined for planning the various robot motions involved in the basic assembling op-
erations (transfer, grasping and part-mating operations). We first described the various
computational tools that we have developped for implementing these two types of rea-
soning (called spatial reasoning and morphological reasoning). Then we explained how
the proposed methods have been implemented and integrating in a single system (the
SHARP system), aimed at automatically generating assembly robot programs. The ob-
tained results and the current limitations of our approach have also been discussed. This
approach has been partly validated by several experimentations executed in simulation,
but very few results have been currently obtained in connection with the real robot.

Current work deals with three major points: the unsolved geometric problems men-
tioned in the paper (dealing with rotations for example), the algorithmic complexity (how
to combine local and global reasoning techniques in order to reduce this complexity with-
out increasing the risk of failure), and the connection between the geometric model of
the task and the real robot (how to automatically compute the numerical values which
are required for executing the planned motions).
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