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Abstract. We give exact and asymptotic formulee for the average search and access cost

of orthogonal range queries on multiattribute trees and doubly chained trees. Our results
are also valid for paginated trees, and permit to evaluate the memory costs of the trees.
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Average cost of orthogonal range queries
in multiattribute trees

Daniele GARDY Philippe FLAJOLET Claude PUECH

Abstract

We give exact and asymptotic formulz for the average search and access cost of orthogonal
range queries on multiattribute trees and doubly chained trees. Our results are also valid
for paginated trees, and permit to evaluate the memory cost of the trees.

Keywords: doubly chained tree, multiattribute tree, multidimensional searching, orthogonal
range query, partial match retrieval.

1 Introduction

Multiattribute trees are one of the many structures proposed for database implementation. Their
performance has been studied by several authors. R.L. Kashyap et al. give in [6] a statistical
algorithm for estimating the performance of a partially specified query on a sample database
represented by a multiattribute tree, which V. Gopalakrishna et al. [5] generalize to more general
queries. Both assume known specific parameters on the tree: average number of sons of a node
at a given level, attributes ranked according to their probability in a query.... Another study of
multiattribute trees, under the name “compressed, fully transposed ordered files”, is presented
by P. Svensson in [8) He gives a formula for the average search cost of a random orthogonal
range query on what we call here a “standard” multiattribute tree.

In this paper, we study the average cost of a random orthogonal range query on a multiattribute
tree on n records. We derive a general formula for this cost, which can then be tailored to
the cases of a single query, partially specified queries, or any model of the query space for
which we can compute some very general parameters, and which can also be used to get the
average memory requirements, or to compare different attribute orders. The cost is also given
for a particular implementation of multiattribute trees, doubly chained trees, and extended to
paginated trees, which allows us to characterise the effect of pagination on a random query. This
work is a generalization of previous results by P. Flajolet and C. Puech, who give in (3] [7] a
formula for the average search cost of a given partially specified query.

The plan of the paper is the following: we introduce our assumptions and notations in Section
2, and show on an example the kind of results our formalization allows us to obtain in Section
3. Sections 4 to 6 deal with the cost of a random query in a multiattribute or doubly chained
tree. Finally, we give asymptotic costs for large sizes of domains in Section 7, and derive some
consequences in Section 8.



2 Definitions and notations

A multiattribute tree can be defined as a directory to a file of n records; each leaf gives access
to either a record or its memory address, and the path to a leaf is uniquely determined by the
value of the associated record. Alternatively, it can be seen as a heterogeneous lexicographic
tree, with a different set of admissible labels for each level.

The records are built on k attributes A;... Ak, and are elements of the cartesian product
Dy x ... x Dy, where D; is the domain of attribute A;, and is of finite size d;. Let us
define d>; = djt+1dj42...dg for 5 > 0 (d>x = 1). Each node at level 7 in the tree has d;;,
potential sons, corresponding to the d;;, possible values of attribute 4;;. For example, the
root has at most d; sons; those actually present in the tree built on a given file are the nodes
labelled by a value z, such that there exists at least one record in the file, having value z on the
first attribute.

We assume a uniform probability law on each domain: each value of D; has probability 1/d; of
being selected. We also assume that the probability law on D = D; x ... x Dy is the product
of the probability laws on each D;, i.e. the values taken by a k-tuple on different attributes are
independent. With these requirements, each k-tuple of D has a probability 1/d of being selected,
where d = dsg = dy...dy.

We shall study two cases for a multiattribute or doubly chained tree:
- In the standard case, the tree is not paginated, and all nodes are present.

- The tree may be paginated (bucketed): we store any subtree containing at most b records
in a single node.

The parameter b, representing the number of records which can be stored in a single leaf or
in a single page of memory, is allowed to range in [1...d; — 1]. The case b = 1 is equivalent
to the case of a “pruned” tree (we do not store in eztenso a subtree with just one leaf, but
compress it into a single node). We usually do not store in a page more than dy — 1 records
(otherwise, the value of a record on the last attribute Aj would never be considered, in building
the multiattribute tree!). The formul for a standard tree can be derived from the results for
a paginated tree by substituting O for . As a consequence and although a page size of 0 does
not have an intuitive signification, we shall often abbreviate “standard tree” by “b = 0” in the
following sections.

It is important to note that our definition of pagination is consistent with the structure of the
tree: We do not store the first b records in the first page, then the next b in the second page,
and so on. Rather, we consider in turn each subtree of the tree, in order of increasing distance
from the root, and store it in a single page if it contains at most b records. This means that a
page may be less than full, but the records in a page will have the same values on the first few
attributes:. Such a clustering effect may prove useful in retrieving records specified by a query.

We next precise the set of queries we shall consider: We are interested in orthogonal range
querzes, i.e. queries of the type

zy E[al...bl]/\.‘./\zk E[ak...bk].

The cost of a given query on a multiattribute tree can be decomposed into two parts:



Aj | code-part 1 a..z
A; | code-part 2 a..z
As salary 1..100
Ay age 20 ... 60
As region | 1..10
Ag | qualification | 1 ... 20

Figure 1: Domains of attributes

- the (internal) search cost of traversal of the tree (selection of the relevant leaves);
- the (external) access cost to the selected leaves.

These two costs are independent of each other, and can be computed separately. We shall study
the search cost, which is measured by the number of internal nodes visited, and the access
cost, measured by the number of leaves selected, as functions of the number of records stored
in the tree. We define the size of the tree to be the number n of records stored in it (this is
not to be confused with the usual notion of size of a tree as the total number of its internal
and external nodes). We denote by cf . the search or access cost of the query u averaged
over all possible trees of size n (k is used here to emphasize the dependency on the number of

attributes). When the query is chosen at random in the space of all legal queries, we also define

b = 34 query Proba(u) ¢k ..

3 Example

In this section, we show on an example how the formule of sections 4 to 6 may be used to
compare the performance of several orderings of attributes, for a given query, or to evaluate
the gain of paginating a multiattribute tree. We consider a relation on 6 attributes, part of
a database describing a set of employees. With each of the employees is associated a tuple
containing his (her) qualification, salary and age, the code of the project (on two letters) and
the region where (s)he works. Each of the attributes takes its values in a finite domain (see
fig. 1). We assume that all possible records are equally likely.

The relation can be stored in a tabular, or array, form (uncompacted), or compacted in a
multiattribute tree. To build this tree, we may consider several different orderings of attributes,
each of which may have a different memory cost, and different access and search costs. We shall
study here only a few of them (cf. fig. 2).

We give in fig. 3 the average memory required to store the relation in a standard multiattribute
tree (b = 0), measured as the number of internal nodes of the tree, for the permutations of
fig. 2, and in fig. 4 the same parameter, for several choices of page size. This shows that
pagination substantially reduces the number of internal nodes of the tree; even a page size of 1
(corresponding to the case of a pruned tree, where we do not store in eztenso the path to each
leaf, but just enough to separate each record) gives a noticeable gain. Fig. 5 gives the average
number of pages required to store the records, for various sizes of pages. With the exception
of o3, the number of pages is roughly the same for b = 5 and b = 10. This means that a large



o) | code-1 | code-2 | salary | age region | qual.
o3 | code-1 | code-2 | region | qual. age salary
o3 | region | qual. | code-1 | code-2 |-salary | age

o4 | qual. salary | region | code-1 | code-2 | age

o5 | code-1 | code-2 | qual. age salary | region

Figure 2: Permutations used

5] g9 a3 g4 Js
n=100 419.45| 418.74 | 388.86 | 418.19| 419.16
n=200 799.97 ; 797.17 | 733.69 | 810.35| 798.77
n=>500 | 1878.75} 1861.61 | 1670.53 | 1957.09 | 1871.30
n=1000 | 3541.84 | 3475.11 | 3115.81 | 3782.60 | 3512.47

Figure 3: Memory size: number of internal nodes for different orderings of attributes and a
standard tree of varying size (b = 0)

page size results in less than optimal occupation of memory, and does not significantly reduce
the number of pages.

We have also compared the different permutations of fig. 2 for several queries, specified by the
length of the interval they select on each attribute (see fig. 6). For example, query 2 specifies a
project code, and leaves all other attributes unspecified; query 4 specifies half of the project code,
the region and the qualification; queries 1,3 and 5 select various intervals on different attributes.
We give in fig. 7 the average number of internal nodes visited, for a non-paginated tree on 1000
. records and the queries defined in table 6. As we can expect, a given ordering of attributes
performs best with the queries which are the most selective on the first attributes. Figures 8
and 9 show the effect on the search and access costs of paginating a multiattribute tree ordered
according to permutation o;. We give for comparison purposes the cost for a non-paginated
tree (b = 0); in this case the access cost is equal to the number of records which satisfy the
query. The search cost is always decreased by paginating the tree, but the access cost varies in

ay g2 o3 04 05
b=0 3541.84 | 3475.11 | 3115.81 | 3782.60 | 3512.47
b=1 329.02 | 392.16 | 291.36 | 226.55 | 357.67
b=5 30.01 29.89 87.86 21.09 30.07
b=10 27.21 27.10 13.75 21.07 27.27

Figure 4: Memory cost: average number of internal nodes for a paginated tree built on 1000
records

(3]



g1 (] g3 g4 Js
b=1 | 1000 1000 1000 1000 1000
b=5 | 536.39 | 532.84 | 615.50 | 787.19 | 534.70
b=10 | 522.18 | 522.17 | 221.57 | 787.09 | 522.18

Figure 5: Memory cost: average number of pages for a paginated tree built on 1000 records

attribute | query 1 | query 2 | query 3 | query 4 | query 5
code-1 26 1 26 1 26
code-2 26 1 26 26 26
salary 20 100 10 100 10

age 10 40 40 40 40
region 10 10 10 1 1
qualification 20 20 1 1 5

Figure 6: Queries: length m; of the interval selected on attribute A;

permutation | query 1 | query 2 | query 3 | query 4 | query 5
2 847.71 7.20 | 848.44 | 102.57 | 758.43
o9 2725.11 7.10 | 1578.61 26.04 | 692.05
o3 2315.80 | 247.61 121.24 3.55 57.12
o4 773.32 | 1823.43 20.81 46.61 33.11
os 1812.91 7.16 | 652.33 27.78 | 1064.94

Figure 7: Search cost for different orderings of attributes and a standard tree of 1000 records

query 1 | query 2 | query 3 | query 4 | query 5
b=0 | 847.71 | 7.20 848.44 | 102.57 | 758.43
b=1 | 322.77 [ 2.45 322.06 | 13.61 322.05
b=5 | 29.81 2.01 29.82 2.11 29.81
b=10 | 27.01 2.00 27.02 2.00 27.01

Figure 8: Search cost for permutation ¢; and a paginated tree built on 1000 records



query 1 | query 2 | query 3 | query 4 | query 5
50 1.48 5 0.19 2.5
380.11 | 1.48 305.09 | 38.45 305.06
522.78 |0.79 521.08 | 20.63 521.08
522.18 | 0.77 522.17 | 20.08 522.17

T
G = O

c.
il
—
o

Figure 9: Access cost for permutation ¢y and a paginated tree built on 1000 records

a less predictable way. A query may select on a paginated tree much more leaves than there are
records actually satisfying the query, due to the loss of information induced by pagination: We
do not store in the tree information on all the attributes. For example, fig. 9 shows that the
average number of leaves retrieved, for permutation oy, is always several orders of magnitude
greater than the actual number of records satisfying the query, except for query 2.

The problem of finding the best order, for a given probability law on the space of queries or
the memory cost, can be solved using our formulz. It naturally depends on the respective
importance of the memory, search and access costs. As can be seen on our example, it may
depend on the number of records, and the page size: The binomial coefficients do not vary
uniformly for comparatively small n. For example fig. 3 shows that, for n = 100, permutation
o4 builds a tree with less internal nodes that permutation o), but this order is reversed for
n = 200 or greater. Fig. 4 shows that, as regards the number of internal nodes required to store
the tree,o3 is the best choice of the five permutations for a standard tree or a paginated tree with
a page size of 10, but is outperformed by ¢4 for a pruned tree, or a page size of 5. Moreover, the
great variance in access costs between queries means that, by optimizing the order of attributes
for an abstract “average” query, we run a serious risk of thrashing for a query differing too much
with this average value. '

In general, one can see on this example, and this is corroborated by the asymptotic expressions
of Section 7, that pagination always reduces the internal search cost of a random query, but
may behave very poorly with respect to its external access cost. Again this phenomenon can be
precisely quantified using results of the next sections. Our estimates can be used to determine
the best possible implementation in a given context.

4 Average cost of searching in a multiattribute tree

We define the profile of a query u as the k-tuple (my,...,m;), where each m; is the size of the
interval selected by u (for integer-valued domains D; = [1...d;] on which u selects intervals
(@i...b], m; = b; — a; +1). For example, u specified on attribute A; corresponds to a; = b;
and m; = 1, while u unspecified on attribute A; corresponds to m; = d; (all values of D; are
admissible). We shall often denote by the same letter u either a query or a profile.

We specify now the kind of probability law on queries (profiles) we are interested in. We assume
that the intervals on the D; are selected independently by a query. For each 7, 1 < ¢ < k, we
define p;(m), the probability that an orthogonal range query selects the k-uples whose value
on the i-th attribute lies in an interval of length m, i.e. the probability that the associated



profile has value m in place ¢ Zf;;:lp,-(m) = 1. With these assumptions, a query u of profile
(my,...,m;) has probability [[¥_, p;(m;). We denote by 7% the average length of the interval
selected by a random query on the i-th attribute: m; = Zfi:l m p;(m).

Theorem 1:
The average search cost of a random orthogonal range query on a multiattribute tree built on n

records 1s:
k-1

Szr
H
+
™M
F
3
“Q

where:

rl—d>j
- for a standard tree, a; =1 — LT‘,}T);
n

o () ("39) .

- for a paginated tree, o; =1 -3, )

Proof of Theorem 1: _
We first derive ¢k (t), the exact cost of running a query u on a fixed tree ¢ on n records (n > 1),

for a fixed profile u. By summing c,’i’n(t) on t, then on u, we get a recurrence relation between
the cX, which we use to get an exact expression of their generating function.

We decompose ¢ into (e,¢y,...,t,,): the ¢; are the subtrees of ¢t (which may be empty) corre-
sponding to the k-tuples whose value on the first attribute is the i-th of domain D;. The size of
t; (number of k-tuples whose first value is 7) is noted [t;|. We can express ck . (t) as a function of
the costs on the subtrees ¢;. The number of nodes traversed is 1 for the root, plus the number
of nodes in each of the #; where we continue the search:

Cﬁ,n(t) =1+ Z cf,,xl’]t |( )

relevant t;

where u is the query induced by u on the attributes Ay ... A, and we sum over all the subtrees
selected by the query at the first level. If u selects the k-tuples whose value on the first attribute
belongs to the interval [a; ...b;], then the selected subtrees are t4,,t4,+1, -,

- 1 + Z Cu>1 |t|
i-—-al

We obtain ck | by averaging ck ,(t) over all trees ¢ of size n:

ck = Z Proba(t/n) ck (1)

tof stzen

= 1+ > Proba(t/n) Z Cu>1-|t|

t:(.,tl,...,tdl) 1= ayp

where the probability on the tree t is conditioned by its size n.



The cost of searching in a subtree depends on its size, not on its rank as son of the root, and
we pursue the search in m; subtrees. By symmetry, we get:

ck.=1+m; ) Proba(t/n)c u){ !txl(tl)' (1)
t=(oty,tay)

The probability of the tree ¢ = (@,t;,...,t4,), conditioned by the size n of t, and where the
subtrees t1,...,t4, have respectively ny,...,ng, leaves, is:

Proba(t/n) = Proba(|t;| = n1,...,|ts,| = n4,/|t| = n) Proba(ty/n;) ... Proba(ts, /na,)
t>1). (t>1
= (—)(L,#—'*-)- x Proba(t;/ny) x ... x Proba(ty, /ng,)

We use this expression in equation (1) to get:
4>1 ‘>1
ct,i,n = 1+m Z —TTL Z PrOba(tl/nl) PIOba(tdl/ndx) u>1 n;(tl)

where the first sum is taken for all tuples of integers (ny,...,ny,) satisfying ny +...+ng, =n,
and the second sum ranges on all trees t = (o,t1,...,tq,) such that |t1] = n1,...,|ts,| = ngq,.
This last sum is equal to:

Y Proba(ty/ny) ¢t ekl (t) >~ Proba(ts/ns) ... Z Proba(ty4,/n4,)
[t1|=na ftal=n2 lta, |=na,

le. to

> Proba(ti/n1) k1, (t1).

[til=n

. . k
This gives for the average cost cy; ,,

(%) ()

ck 1+my > —1——(—3)——‘1— Y~ Proba(ti/ni) cEZ!, (1) (2)
nl..An,[lZO lt1]=ny
n1+...+ndl—n

(290G o,
= 1 -+ m Z —77)—"' CU>1,YH.' (3)
nl...ndlZO n
nyt..+ng =n

The probability of a query (or profile) u selecting on the first attribute an interval of length m,
is: Proba(u) = Proba(m,;) Proba(us;). We then sum equation (3) on u, and derive a similar
relation on the ck: :

ck = Z Proba(u) ck
u profile
(%934
= 1+ Z m; p1(m;) Proba(v) Z ——lﬂ()—i’— ekl
u=mjiey ny..ng, 20 "

nyt..tng =n

DY y Gl
1+ 7 )  Proba(v) cy.
v m...ndlzo " ’ m
n1+‘..+n,[1=n

I

Al



where v runs through the space of all profiles on D X ... x Di. We next eliminate the sum on

v with the relation: c£~! = 3=, Proba(v) ¢3! to get:

(“>1

nj (d>1

ck=1+my > )("'") ) k1. (4)

ny..ng, 20
nyt.. . +ng =n

Let Ci(2) = 2,50 (:) ckzmand fi(2) = X,50 (:f) Lk 503 2" The recurrence relation (4) between

¢t and c',i:l translates into the generating functions relation:

fk(z)‘l'TnTz Z (d>l)...(d>1)cﬁrlz"

n nl...n,il nl ndl

= felz)+7m (dr:) cholamy” <d>l) Py <d>l) P

e \ T2 na, \dy

Ci(2)

The first sum ranges from n; = 1 (standard case) or n; = b+ 1 (paginated tree) to d>1, and is
equal to Cj_1(2), the generating function of the average cost of a random query over Do X...X Dy.
The d; — 1 other sums range from n; = 0 to d>1, and are each equal to (1+ z)d>‘. This gives
the recurrence relation between the cost functions:

Cr(2) = fiul2) + 1 (14 2)7 % Cia(2). (5)

We first solve equation (5) for the standard (non-paginated) case: ck = 0 only if n = 0 (empty
tree); this gives:

fe(z) =) (:)z" =(1+z)%-1.
n>1

Now, for a sequence cj, satisfying the relations

co=0 and, fork>1: cx = fi + 9k k-1 (8)
we have:
k-1
ck =D fe-jGk—j+1---Gk- (7)
i=0

This allows us to solve the recurrence relation (5) between the Ci(z), with:
gk—j = MrT(1+ 2)Pimdih,

We get the generating function
Ce(z) =Y my... 75 [(l +2)¢ -1+ z)d'd”'] .

In the paginated case, cf = 0 as soon as n < b. This gives:

: 3
f(z)=>" (:) = (1+2)% - > (d)zp.

n>b p::O p



We likewise use relations (6) and (7) to get:

Z my - [ 1+ 2)% — (14 2)% % Zb: <d>j) z"} .

pOp

The extraction of ¢k = i C,T" 2] yields the final result.O

n

5 Average cost of searching in a doubly chained tree

A straightforward implementation of multiattribute trees may be cumbersome to use, as each
node on level 7 has up to d;4; sons. Doubly chained trees [1]{2] can be seen as an implementation
of multiattribute trees by binary trees, where each node of the binary tree has for left son the
first son of the corresponding node of the multiattribute tree, and for right son its first non empty
brother (in the classical definition, there is also a link from each node to its father, but this is
irrelevant to our analysis). The pagination on doubly chained trees that we shall consider is the
one induced by the associated multiattribute tree, and not the one which could be defined on
the binary tree. This preserves the clustering effect of pagination, which is useful in orthogonal
range queries.

We shall need more knowledge about the probability law on the space of queries than in the
case of multiattribute trees. Intuitively, the rank of the selected subtrees, which did not matter
in a multiattribute tree (we assumed a direct access to each subtree), now appears in the cost of
the query, which deals with each subtree in a specific order. As in Section 4, we assume that the
intervals on the attributes A; are selected independently by a query. We also assume that we
know the probability law of the upper and lower bound of each interval, or at least the average
values of these two parameters. We denote by I; (resp. %;) the average rank of the lower bound
(resp. upper bound) in D; of the interval selected by a random query on the i-th attribute (for
an integer-valued domain D; = [1...d;], I; and T are simply the average bounds of the interval
selected on attribute A;):

d; dg
G=Y1p(); m=)_ upi(u)
i=1 u=1
where p;(l) (resp. pi(u)) is the probability that the lower bound (resp. upper bound) of the
interval selected by the query on the i-th attribute is [ (resp. u). We also define m; = u; —I; +1

and ;.

Theorem 2:
The average search cost of a random orthogonal range query on a doubly chained tree built on n

records 1s:
Z 75 o

s
||

where

- in the non-paginated case:

d— d>J+l
Qjy —-—2(1'— (TQTI)‘I"U.]*.‘ §7ﬂr—l),

10



- in the paginated case:

d d> 4> d-ds g1
aj =2(1- Z—"’('ri‘—) ) + U1 (I—L(lr-z)

Proof of Theorem 2: :
The proof proceeds along the same lines as above: we derive c (t) then c , and get a recurrence
equation on the generating function of the ck.

We decompose the query » into u = [l; ... u;] ® usq, with [/} ... ;] the interval selected at the
first level, and u>1 the restriction of u to the following levels. We also write t = (o,t1,...,t4,).
We first express ct (t)as

cka(t) =1 +car(t) +eaft)

where 1 comes from accessing the root of the tree, ¢y is the cost of the query at the first level,
i.e. the number of sons of the root accessed, and c the cost of continuing the query at the next
levels, i.e. the cost of running us; on the subtrees corresponding to values selected by u at the
first level. Note the difference with multiattribute trees: The cost of accessing a subtree whose
root is labelled by value z is equal to O in a multiattribute tree, and equal to the number of
non-empty subtrees whose root value is less than z in a doubly chained tree. We then sum cﬁ,n
on all trees ¢ of size n, to get:

ck o =1+ci(n) + ca(n). (8)

c1(t) is the number of non-empty subtrees, whose root is visited by the query during the explo-
ration of the first level. Its average value for all trees t of size n is:

c1(n) = 1+ N(n,uy)

where N(n,u,) is the average number of non-empty subtrees whose value on the first attribute
belongs to {1,u;]. We have:

d*d>1)

N(n,ul) = ul[l - Z ]

()
n
(see [4] for the demonstration of this formula in the case where u; = dy, which is easily extended
to other values of u;). This gives for ¢;(n):

d—d>1)
cin) =1+ u; ~uy (3)
n:

(9)

c2(n) satisfies the recurrence relation of Theorem 1:

(d'?ll)(.‘-j(;jx Cui,n- (10)

n

C2(n) = (ul - 11 + 1) Z
(ni)

Substituting the values given by equations (9) and (10) for ¢;(n) and c3(n) in equation (8), we
find the recurrence relation:
d—d>1)

(d>1) (d>1
2+u1—u1 +(u1—11+1) Z —(75—‘—(:“)1,"1.

n
(n) ni.ng 20 "
nt..tng =n -

k =

[+
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From now on, the derivation of the generating function of the c,’j,n proceeds just as in the case
of the multiattribute tree. Averaging over all queries, we find:

(“>1) (‘>1)
P +7—n‘f Z ——Trl—cnl.
(n) n[...n,ll 20 "
n1+...+n,11=n

d-d>
RPN G

This equation translates on the generating functions as:
Ci(2) = fi(2) + gi(2) Ci-1(2)

with
fe(z) =2 [(1 +2z)* - 1] +ur [(1 +z2)0¢ -1+ z)d_d>1]

in the standard case,

fil2) = +aﬂa+zV—u+1y4»]

b d »
(1+2)¢ - Z (p)z

in the paginated case, and
ge(z) = 7 (14 2)4 %1,

Equations (6) and (7) yield:
Z . (2[00 - (L 2] s a2 - (L4 2]
in the standard case, and

k-1
Ce(2)= ) ... 7 (2

in the paginated case, from which Theorem 2 follows.O

b

(1+2)% - (1+2 dd“}:(j)”}+an;“1+zw—(1+zﬁ-%wq)

6 Average access cost of a random query

In this section, we give a formula for the number of leaves retrieved by a random query on a
paginated tree. If the records are stored in secondary memory, this represents the number of
accesses to this memory. The only pagination we consider on doubly chained trees being the
one induced by multiattribute trees, the access cost will be the same for a multiattribute tree
on n records and for its implementation as a doubly chained tree.

Theorem 3:

The average access cost of a random orthogonal range query on a paginated multiatiribute or
doubly chained tree built on n records 1s:

[

C, =mpmy...M

&.13

52 5.7 (6 — )
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where
b (d"d;])(dw -d>]+,)
)

' » (250059
o= (-1 —-"(T——" .
IBJ ( +1 ) Zl I

In the non-paginated case, we have the obvious result:

If m; is the average size of the interval selected by the query on attribute A;, the average access
cost for a non-paginated tree is 'E'Hle ;.

For a paginated tree, things are more complex.... Roughly speaking, the terms f3; correspond
to the cost of retrieving unwanted records, and the terms ,H to the gain in retrieving several
records with a single page access. The access cost of a query on a pruned tree is greater than
on the standard tree: we retrieve one leaf for each record which satisfies the query, and we may
retrieve records which do not satisfy the query, but are in accordance with it on the first few
attributes. For a page size of b > 2, the gain of retrieving up to b records satisfying the query
with one access may outweight the loss of retrieving records which, when known in eztenso, are
found not to satisfy the query, and pagination may then reduce the access cost of a query.

Proof of Theorem 3: _
As for Theorems 1 and 2, we establish a recurrence relation on the cost ck, which we translate
on the generating function Ci(z). ¢k = 0 and, for 1 < n <b, cﬁ =1. For n > b, we have:

">x . i>1
ck =y T
n
ng.. ndl>0 : "
ni+.. +n.;l_.n

This giVeS:
d d
( >l) ( >1 1

b (d
Ci(z) = ()z"+m jr‘—c'z
¢ Z p lnz>:b nl..§120 " i
n1+...+nd =n

which is of the type of equation (5) for fi(z) = b, [m1(*" d") (71 - 1)(z)]z"’. The limit case
of a tree built on one attribute gives:

Ci(z) = fi(2) + mrz(1 + z)% !

and we get:

k-1
Celz) =my.. . mgz(l+2)4 1+ > ... 77 ak—j(2)(1 + 2) 75
i=1

The extraction of ¢¥ completes the proof. O
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7 Asymptotic formul=e

In this section, we consider the asymptotic costs obtained for'a fixed underlying scheme of tree,
when the sizes of the domains grow large. We shall analyse the access and search cost of a
random query under the following assumptions:

The sizes d; of the domains, the average length T; of the intervals selected on attributes A,
and, in the case of a doubly chained tree, the average upper bounds of these intervals remain in
constant proportion. In other words, there exist sets of constants {§;} , {p;} and {n;} suck as,
for 1 < i <k:di =68A, 7 = pA and 4 = n;A where A — oo. The number k of attributes
and the size b of a page are fized. As for the size n of the file, we shall consider two cases:

1. n s fized; it is then o(A).

2. n 1s of the order of A; we shall simply take n = A.

Theorem 4:
In case 1, where the number of records in a file remains fized, the average search cost of a random
query on a non-paginated multiatiribute tree is:

k-1 —— —
My ...
1+ Z LT 4+ oo(1).
— dy...d;
J=1
The average search cost on a non-paginated doubly chained tree 1s:
k=1 _

14+ Y Bl g Tty 4 (1),
~h 4 dit1

In the paginated case (b > 1), the average search cost on a multiattribute tree becomes:

1+o0(1) -
and on a doubly chained tree:
1+,§_—1"1——"'_m_’ ZH 4 oo(1).
i1 dy...d; djqa

Proof of Theorem 4:

. . 'l—'l> ] - . .
We first approximate the coefficients L—(ﬂ)—ll, using Stirling’s formula:

n

m! = 2rm m™e™™(1 4+ O(1/m)).
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<l—-41>j)

We get: =1- nd>’ + O(1/A%). We then substitute this approximation in the exact

formulze of Theorems 1 ,2and 3. O

Theorem 5: .
In case 2, where the number of records in a file tends to infinity, the average search cost of a
random query on a non-paginated multiattribute tree is:

i: 2 n + m(l-n/d ~e "/d‘)+0( 1).

The average search cost on a non-paginated doubly chained tree is:

k=1
Z ml...m, ]H)n + m1(1~n/d1—e”"/d‘)+0(l)
i dl...dj d]+1

In the paginated case (b > 1), the average search cost on ¢ multiattribute tree becomes:
mi(1 - e ™dey(n/dy)) + O(1)

and on a doubly >chained tree:

k=1 ___ - T
3 M-y Yivr L mi(l - e dtey(n/dy)) + O(1).
1 dl .- .dj dj+1

The average access cost on a multiattribute or doubly chained tree is:
n ms

mi( g (1= e e a(n/dr) + €4 (ey(n/dy) — 1)) +O(1).

In these formule e,(z) is the truncated exponential Ef;:o zP /p!.

Proof of Theorem 5:

d—dy ;
As in Theorem 4, we approximate 171;}? by Stirling’s formula. For 7 = 1:

(“7“;%1) = e ™4 (1+ 0(1/4))

) d>; 2-2) k-1
( =1-n—=% y I+ 0(1/AY72) + O(1/AF 1Y)

We then substitute these asymptotic expansions in the exact formulz .0

and for 5 > 2:

The asymptotic values given by Theorems 4 and 5 may be compared to the access cost on a
standard tree: m; my...m;5. Except in the case where attribute A; is left unspecified, we
have T < 1, which means that the access cost of a random query on a paginated tree may

well become much more important than the access cost on a non-paginated tree, as seen on the
example of Section 3.
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8 Applications

We give in this section consequences of Theorems 1 to 3. The search costs given here are valid for
paginated and non-paginated, multiattribute and doubly chained trees, by adjusting the values
of the a;.

8.1 Single query

Corollary 1: .
For a fized query of profile u = (my,...,my), and for a tree of size n, the average search cost 1s:

k-1
c"nz 1+Zm1 mg...mj Q.
j=1

The average access cost on a paginated tree 1is:
=mymy . mk + Z mimsz...m; Y
j=1

with
4- ">J)(“>j‘d>1+x)

b ra- d>, dsj
;= mys Z( —(mjp —1) Z( )( )
p=1

8.2 Partially specified search with probabilities

We assume here that, for 1 < ¢ < k, attribute A; is either uniquely determined, or left fully
unspecified. It has a probability p; of being specified (i.e. taking any fixed value of the domain
D;), and 1 — p; of not being specified (i.e. any value of D; is admissible).

Corollary 2:
For a random partial match query on a tree of size n, the average search cost 1s:

x
i

1

ck = 1+ (pr+ (A —p1)di)...(pj + (1 - pj)d;) .

<.
1

The average access cost on a paginated tree is:

= (p1+ (1 = p1)dy) ... (px + (1 — px)dy) % z_: (pr+ (1= p1)d1) ... (p; + (1 = p;)d;) v

with
b dd>J)(d>J—d>J+1) b dniw)(d”)

¥ = (pj+1+ (1 - Pj+1)dj+1) Z (4) . - (1~ p.7+1)(dJ+1 - 1) Z & £

p=1 "
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8.3 Memory requirements

The average memory needed to store a tree {which can be seen as a directory giving access to
the leaves) is easily derived from the general formulee. The storage size has two components:
size of the directory, which is proportional to the number of internal nodes of the tree, and size
of the leaves, where the records are stored. We can express both as the search and access cost
of a query where all attributes are left unspecified.

Corollary 3:
The average number of internal nodes of a (standard or paginated) tree on n records is:

k—1
cﬁ:l—l-Zdl...d]a
=1

The average number of leaves of a paginated tree on n records 1s:

R-Zdl 1’7]

with
) () (i m)

Z )

b
v = (djr1 - Z -
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