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Sur 'optimisation de forme pour les équations de
Navier-Stokes en compressible isotherme

Résumé : On considére le systéme des équations de Navier-Stokes dans le cas d’un
fluide compressible et d’'un domaine plan contenant un obstacle. On définit le probléme
d’optimisation géométrique consistant & minimiser la trainée dans un ensemble de formes
d’obstacle admissibles. On introduit les solutions généralisées des équations de Navier-
Stokes. On prouve ’existence d’une forme optimale dans la classe de domaines admissibles.
En général la solution du probléme considéré n’est pas unique.

Mots-clés : Fluide compressible, équations de Navier-Stokes, solutions généralisées, opti-
misation de forme, minimisation de trainée



On shape optimization for compressible isothermal Navier-Stokes equations 3

1 Introduction

1.1 Problem formulation

Suppose that compressible Newtonian fluid occupies the bounded region Q C R2. We will
assume that Q@ = B\ S, where B is a sufficiently large hold all containing inside a compact
obstacle S. We could take, e.g., for B a ball of radius R, B = {z||z|] < R}. We do not
impose restrictions on the topology of the flow region. The cases of S with a finite number
of connected components or S = ) are taken into consideration.

The fluid density p : © — Rt and the velocity field u : Q — R? are governed by the
Navier-Stokes equations

—vAu — ¢(Vdivu + puVu + Vp = pf |
div (pu) =0,

where v, ¢ are positive viscous coefficients and f : Q — R? is a given vector field. If the
viscous stress tensor is defined by the equality

Y =v(Vu+Vu') + (£ —v)divul,

then the governing equations can be written in the equivalent divergence form

div(pu®u)+Vp—pf=divE in Q, (1.1a)
div(pu) =0 in Q. (1.1b)

Equations (1.1) should be supplemented with the boundary conditions. In view of possible
applications e.g., to the shape optimisation problem of a wing it is supposed that the velocity
field satisfies the non-homogeneous boundary conditions

u=0on 9SS, u=U" on T, (1.2a)

and the density distribution is prescribed on the entrance set
p=p= on I't ={zx €dB: U® n(z) <0} . (1.2b)

Here n is the outward unit normal vector to 9. It is assumed that U* € R? is a given
vector, and p>° € L. (I'") is a given non-negative function.

Boundary condition (1.2a) can be written in the form of the equality u = u® on 91,
where u®(z) is a smooth function defined for any = € R?, which vanishes in the vicinity of
S and coincides with U in an open neighbourhood of B.

For u® = 0 problem (1.1)-(1.2) becomes the classical boundary value problem with no
slip condition on the boundary of the flow region

u=0 on 90 . (1.3a)
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4 Plotnikov €& Sokolowski

In this particular case there are no boundary conditions for the density and the total mass
M of the gas must be prescribed

/pdm =M. (1.3b)

Other physical quantities which characterise the flow include the kinetic energy £, the volume
rate of energy dissipation D and the drag J, and are defined respectively by

1 .
£ = 5/p|u|2’dg;, D:/(V|Vu|2+§|divu|2)da:, J= U~ ./(z_pl)-nds. (1.4)
Q Q oS

The drag J accounts for the reaction of the surrounding fluid on the obstacle S. For our
purposes, the formula for the drag can be written in the equivalent form, see Appendix,

J(p,u, ) = /(E —pu®u—pl): Vu®dz + /(U"o —u®) - fpdx . (1.5)
Q Q

We will consider the physically reasonable solutions to problems (1.1)-(1.2) and (1.1)-(1.3)
for which the density is non-negative and the quantities (1.4) are bounded from above.

On the other hand, the peculiarity of problem (1.1) is that the equations do not allow us
to control any L, norm of the density p even for » = 1. Moreover, we can not eliminate the
possibility of concentration of finite mass of gas in very small domains. The simplest way
to bypass this difficulty is to suppose that the mass of gas is a Borel measure p, in Q. This
means that the mass contained in any measurable set E is simply u,(E). In the paper the
standard notation is used for the function spaces. The space H1P(f2) is the Sobolev space
of functions integrable along with the first order generalized derivatives in L, () equipped
with its natural norm. For p = 2 we use the notation H'?(Q) rather than H'(2), and for
real m > 0 we denote the Sobolev space of order m by H™?2(Q).

Definition 1.1. For given U € R? and f € C()? a generalized solution to problem gl.l)—
(1.2) is the pair (1,, u), where y, is a non-negative Borel measure in  and u—u> € H,*(Q),
which satisfies the following conditions:
(a) The measure p, does not charge null capacity sets i.e., 1,(E) = 0 for any Borel set
with cap E = inf{ [ |Vo|?dz : ¢ € C§°(2), ¢ > 1 on E} =0 and
Q

[ o) = () = M < 0. (1.6)

It implies, in particular, that for any continuous function f : R — R the composed function
f(u), more precisely its quasicontinuous representative, is measurable with respect to fi,.
(b) The scalar function |u|? is integrable with respect to measure y, i.e.,

1
=5 / lul*dp,(z) < oo .

Q

&

INRIA



On shape optimization for compressible isothermal Navier-Stokes equations 5

This means that the kinetic energy £ of the flow is finite. It follows from this condition
that the functions u; and u;u;, where u;, i = 1,2, are the components of the velocity field
u = (u1,u2), are integrable with respect to f,.

(¢) The energy dissipation satisfies the inequality

D< /(2 : Vu + 2(divul® + 2—£)dx—/(u®u+l) L Vudp,+
Q Q
/f- (u—u*)dp, — /poo log(1 4+ poo)U -nds . (1.7)
Q T+
(d) The integral identities

/(u®u+l):V(pdup+/f~cpdup:/§]:V<pd:v, (1.8a)

Q Q Q

/u -Vpdp, + /¢p°°U°° -ndl’ =0 (1.8b)

Q T+

hold for all vector fields ¢ € CL(Q)? and all functions ¥ € C*(Q) vanishing on B \ I't.
Here, C§(Q) C C*(Q2) stands for the linear subspace of compactly supported functions.

In the same way we can define generalized solutions to problem (1.1),(1.3).

Definition 1.2. For given M and f € C(Q2)? a generalized solution to problem (1.1),(1.3) is
a pair (p,, u), where p, is a Borel measure in 2 and u € Hé 2(). The generalized solution
satisfies conditions (a)-(b) of Definition 1.1 and the bound on the rate of dissipation of
energy

oo, 1
D< /<2|d1vu| + 2§)dx+ f-udy, . (1.9
Q Q
Furthermore, the integral identities
/(u®u+I):V(pdu,,-l-/f-(pdup:/E:chd:c, (1.10a)
Q Q Q
/u -Vpdp, =0 (1.10b)

Q
hold for all vector fields ¢ € C§(2)? and all functions ¢ € C3(Q).
O

Conditions (a)-(b) in Definition 1.1 imply that for generalized solutions the drag func-
tional can be defined as follows

J(p,u,Q) = /2 : Vu™dx — /(u®u+I) : Vu°°duP+/(U°° —u®)-fdp, . (1.11)
Q Q Q

RR n° 5156



6 Plotnikov € Sokolowski

1.2 Preliminaries and main results

The cost functional for shape optimisation problems is the drag J(f2, u, u,) defined by for-
mula (1.11). In applications, the drag is usually minimised within the class of admissible
shapes. To our best knowledge there are no results on the shape optimisation problem in
the framework of generalized solutions, the simpler case of evolution equations is considered
in [1]. The drag depends on the solution (p,,u) to problem (1.1)-(1.2), however such a
solution is not in general unique. Furthermore, the drag depends on an admissible shape
of the obstacle S. The dependence of the drag on the admissible shapes is twofold, first, it
depends directly on  since the integrals in (1.11) are defined over €, and it depends on the
generalized solutions defined in 2. The restrictions on the shapes of admissible obstacles .S
are defined in such a way that the set of admissible shapes and of the associated generalized
solutions is compact. The precise conditions for admissible shapes are established below.
In the present paper we do not provide the necessary optimality conditions for the problem
of drag minimisation, we prove only the compactness of the set of solutions over the set
of admissible shapes. We establish as well the relation between the drag defined by (1.11)
compared to the particular case of incompressible flow in absence of volume forces under
assumption of sufficiently small data. In order to formulate the main results we introduce
some notations which will be used throughout the paper.

First, we introduce the auxiliary functions o, w, h,, and list the required properties (1.12)-
(1.18) of the functions, which are referred to as Condition O.
Condition O
Let there be given positive and strictly decreasing functions a,b : (0,00) — [1,00). We
denote

o(s) = s/ AT ) = /b(T)a'(T)dT , (s) = 207 D(s) | (1.12)
T2a(T)
s 0
We suppose that the following conditions are satisfied.
5°(a(s) +b(s) +0(s)™) 0 as s\, 0 forany >0, (1.13)
Rq
/ _ds_ < 00 here R = diam 2 (1.14)
Sb(s) ) w. Q = i .
[b'(s)] < cb(s)/s, b(ks)/b(s) <c(k) for any s> 0,k>0, (1.15)
1 s
g/hm(T)dT <e(m)hp(s) for 0<s<Rg and 1/2<m <1, (1.16)
0
a(s)b(s) 0, w(s)\,0 as s\,0. (1.17)

INRIA



On shape optimization for compressible isothermal Navier-Stokes equations 7

Furthermore, it is assumed that there exists § > 0 such that w(s) increases for s < 6,
w : (0,8] — (0,wp] is an homeomorphism, the function is onto i.e., w((0,8]) = (0,wy], and
there exists a positive exponent 0 < k < 1/2 such that

b(s) <w(s)™", s€(0,9). (1.18)
For example, the functions
a(s)=In(e+s71)% b(s)=In(e+s 1, a>14+p1+x71), B>1,

meet all requirements of Condition ©. In this case o(s) ~ |Ins|™%, w(s) ~ |Ins[*tP~* as
s\, 0.
Finally, d : Q — R is the distance function d(z) = inafQ |y — x| and we set Q(r) = {z €
KIS
Q: d(z) <t}

We are now in position to introduce the set of admissible shapes.

Definition 1.3. For every positive T and Cq denote by &(T,Cq) the class of domains
Q= B\ S satisfying the following conditions.

(a) The domain B is C? and there exists a compact set By € B such that S C By.

(8) The so-called both side cone condition holds which means that for every z € 90
the set 9Q (| B(z,T) is a graph of a Lipschitz function, and the Lipschitz constant does not
exceed Cq.

(7) The distance function d(z) belongs to the space H fo’fo(Q) and satisfies the inequalities

Cq 2 Co
)L 2 D) 2 g ey

where the symmetric matrix D?d(x) stands for the Hessian of d. (]

I ae. in O, (1.19)

The following lemma with the proof relegated to Appendix shows that the family &(T', Cq)
supplemented with the Hausdorff metric is a compact set.

Lemma 1.4. (i) For positive constants T,Cq the family of obstacles S such that Q =
B\ S € &(T,Cq) is compact with respect to the Hausdorff metric.

(ii) If S @ B is either a conver set having an interior point or a piecewise C?-smooth
curvilinear polygon with the interior angles strictly between 0 and 7, then Q = B\ S belongs
to the class &(T,Cq) with some constants T,Cq. Such a class includes e.g., the typical
admissible shapes of wings in applied gas dynamics.

Definition 1.5. In the sequel we denote by ¢ a generic constant which depend on the
quantities [[u™||¢1(q), [Ifllz~(q), T, Ca and Rq. We denote by c, constants depending on
the same quantities and, in addition, on the parameter « i.e.,

¢ = c([[lu™lor (), [Ifll L= (), T; Cr, diam 2)

and
Cqy = C(Oz7 ”1100“01(9)7 ||f||L<x>(Q), T, CT7 diam Q) .

RR n° 5156



8 Plotnikov € Sokolowski

We associate with the generalized solution (p,,u) the measure du. = (2 + |u|?)dpu,, this
means that for any bounded Borel function g : @ — R

/ 9()dpe = / 9(@)(2 + [u(z) 2)dp, (1.20)

Q Q

The boundedness of p.(Q2) is equivalent to the boundedness of the total mass and of the
kinetic energy of the gas.

The first theorem shows that the set of solutions to problem (1.1) with the uniformly
bounded cost function is compact.

Theorem 1.6. Fiz f € C(R%). Let the sequence of domains Q, = B\ S, belong to
the class (T, Cq) with some positive T, Cq and let (ftpn, un) be generalized solutions to
problem (1.1)-(1.2) in Q,, such that

sup M, < o0, supJ(fpn,tn, ) <00 .
n n

Suppose that p, » and u, denote the measures and functions extended by 0 over the obstacles
Sn € B, respectively. Then there exists a subsequence, still denoted by (Qn, lp,n, Un), @
domain Q = B\ S € &(T, Cq), measures p,, ., and a velocity field u € H“?(B), such that
the subsequence of domains Q,, converges in Hausdorff metric to the domain Q = B\ S,

Hoin = Mo fhen — fte  *-weakly in Cy(B), u, — u weakly in H“*(B) .
Moreover p.(S) =0 and
M, - M= NP(Q)v ,U/e,n(Qn) - NE(Q) .

According to our definition, the pair (p1,,u) is a generalized solution to problem (1.1)-(1.2)
in 2 and
—x < J(Npa u, () = T}LII;O J(,U'p,na u,, Q) .

For problem (1.1),(1.3) the cost function is equal to zero and the value of total mass is
prescribed. Thus Theorem 1.6 implies the following result on the compactness of the set of
solutions to the boundary value problem with no slip condition.

Theorem 1.7. Fiz f € C(R?)? and M € R*. Let the sequence of domains Q,, = B\ S,
belong to the class &(T, Cq) with some positive T, Cq and (py,n, un) are generalized solutions
to problem (1.1),(1.3) in ,. Suppose that u, . and u, denote the measures and functions
extended by 0 over the obstacles S, @ B. Then there exists a subsequence still denoted
by (i, fp,nsun), a domain @ = B\ S € &(T,Cq), measures pi,, fte, and a velocity field
uce€ Hé’2(B), such that the subsequence of domains 1, converges in Hausdorff metric to the
domain Q= B\ S,

Ppn = Hps hen — fe  *-weakly in C§(B), wu, — u weakly in H&’Q(B) .

INRIA



On shape optimization for compressible isothermal Navier-Stokes equations 9

Moreover p.(S) =0 and
My = M= Np(Q)a /Le,n(Qn) — f1e(92) .
The pair (j,,u) is a generalized solution to problem (1.1),(1.3) in Q.

The proofs of these results are given in Section 5.

At the present time the question on the existence of solutions to non-homogeneous bound-
ary problems for the steady compressible Navier-Stokes equations is still open. Moreover,
for isothermal flows, for which the pressure is equal to const p, there are no results on the
non-local solvability even for the classical no slip conditions. Our approach allows to prove
the following theorem which is the last main result of the article.

Theorem 1.8. For any f € C(R%)2, M € Rt and 9Q of a class C?*T, 0 < a < 1, problem
(1.1)-(1.3) has at least one generalized solution.

1.3 Stationary compressible Navier-Stokes equations

The general theory of boundary value problems for stationary compressible Navier-Stokes
equations is proposed in [2], where the existence of generalized solutions is proved in the case
of the pressure p = p7, v > 1, and for the velocity field which vanishes at the boundary. The
question on the solvability boundary value problems for isothermal flows with p = p, which
are described by equations (1.1), is still open. On the other hand, there exists well developed
local theory of the existence, uniqueness and stability of solutions for the isothermal Navier-
Stokes equations, see review [3] and paper [4] for further references. In particular, in [5] it is
shown that if for a given positive M the external forces admit the representation pVF + g
with the small norm |[|g||f1.2(q) and the boundary of the flow region is sufficiently smooth,
then there exists a strong solution to the isothermal Navier-Stokes equations which is close
to

u=0, plx)=M epr(ac){/epr(ac)da:}_l . (1.21)
Q

In order to understand the peculiarity of problem (1.1)-(1.3) it is useful to compare Theorem
1.8 with the existence results, [2], for the equations

apu+div(pu@u) +Vp— pf =divE in Q, (1.22)
ap+div(pu) =0 in Q, (1.23)

containing additional terms with positive parameter a and supplemented with boundary
conditions (1.3). In this case the first energy estimate gives the bounds depending on « for
the rate of energy dissipation D, the kinetic energy £ and ||pln(1 + p)||z,(0). The energy
estimates along with the Trudinger inequality imply the bound for L;-norm of pu ® u in
which L; can not be replaced by L, with some r > 1. This leads to so-called concentration
problem in the proof of compactness of solutions to equations (1.22)-(1.23). In [2] this

RR n° 5156



10 Plotnikov € Sokolowski

difficulty was overcome by using sharp results on the structure of concentrations [6]. In
our case the energy inequality does not give the bounds for the density distribution and
the kinetic energy. Therefore, the main task is to obtain the estimates of pu ® u using
only the bound for [|p||,(q) given by (1.3b). This problem is closely connected with the
question on the non-negativity of the density. It is easily seen that in the stationary case
the governing equations themselves do not guarantee the non-negativity of the density of
the gas, see [3],[7] for a discussion. We show, in Lemma 1.10, that the solutions obtained
via regularisation method satisfy this condition. In particular, the regularisation used in [2]
also leads to physically acceptable solutions.

Unfortunately, for non-homogeneous boundary conditions the governing equation does
not allow us to control the total mass of the gas. Nevertheless, for optimal control problem
with the drag as the cost function we can estimate the kinetic energy £ and the rate of the
energy dissipation D in terms of M.

1.4 Estimates of measures

The proof of the main Theorem 1.6 is based on the following result on the estimates of
measure-valued tensor fields. Let us consider the symmetric matrix A = (u;,;)1<i,j<2 which
elements 1; ; are Borel measures in 2 and denote p = trA = pi1 + po2. We assume that the
quadratic form associated with A is non-negative and the inequalities

0< [¢ogdaw < [ l@Paue) (1.24)
Q Q

hold for every bounded Borel function ¢ : Q — R2.
Remark. Condition (1.24) implies that for G € C(Q)4,

/ G(z): dA(z) < ¢ / |G () [du(z) (1.25)

with some absolute constant ¢ and

/G(x) :dA(z) >0 for G>0. (1.26)
Q

Suppose that A satisfies the following differential equation
divA =divG 4+ in Q, (1.27)

where G : Q — R* is symmetric integrable matrix and ¢ is a vector Borel measure in €.
Equation (1.27) holds in D'(f) i.e., in the sense of distributions. This means that

/ Vo(z) : dA(z) = / Vo(z) : G(z)dz — / o(z)do(z) (1.28)
Q Q

Q
for all p € CH(Q).

INRIA



On shape optimization for compressible isothermal Navier-Stokes equations 11

Theorem 1.9. Assume that relations (1.24) and (1.27) are verified with G € L, (Q)*,
1 < g < 2, and the variation |g| of the vector measure ¢ satisfies the inequality |o| < cp.
Then there exist positive constants cm 4, ¢q such that:

(i) The inequality

| [ F@au(@)] < e (bR + Gz, (@) 1Fll (1.29)

holds for any function F € H(;"’Z(Q), g ! <m <1, and every compact set K with R =
dist(K,00) > 0. Here the function hy, is defined by (1.12).
(i) If F € Hy*(Q) and b(d)\/2VF € Ly(Q), then

| [ F@au(@) < e, (1@ + [Gll, @) M@V Flq0) (1.30)
Q
(#ii) The measure p near the boundary of Q satisfies the inequality
/ Vd(z) ® Vd(z) : dA(z) < ¢, <J(t)u(ﬂ) + tlfl/q||G||Lq(m), t<T, (1.31)
Q(t)

in which o is given by (1.12).

The subsequent two sections are devoted to the proof of Theorem 1.9. The solvability
of problem (1.1),(1.3) is established by using the regularisation method. We introduce the
regularised equations in the form

div(pu@u—eVp@u)+ Vp—pf=divE in Q, ue Hy*9), (1.32a)
—eAp+div(pu) =0 in Q, (1.32b)
Vp-n=0 on 00, (1.32¢)

where ¢ > 0 is a small parameter and n is the outward normal to 9€2. The existence of
solution to problem (1.32) follows from the energy estimates and from an application of the
fixed point theory. The main difficulty is the proving of the positivity of the density p. This
fact results from the following lemma which proof is given in Section 6

Lemma 1.10. Let Q be a bounded region in R™ with a boundary 00 € C?t*, 0 < a < 1
and a vector field u € C*%(Q) vanishing at Q. Then for any positive M there exist a
unique positive solution to problem (1.32b)-(1.32c) which satisfies

/ p(z)dz = M |

Q

The compactness of the set of solutions to regularised equations follows from Theorem
1.7

RR n° 5156



12 Plotnikov € Sokolowski

2 Estimates of mass density

In this section we prove the estimates for the density of the measure u. We denote a closed
ball of the centre y and of the radius R by B(y,R) = {z : |z| < R}. For the sake of
simplicity the same symbol B(y, R) is used for an open ball when integrating over B(y, R).

Lemma 2.1. Under the assumptions of Theorem 1.9, whenever a closed ball B(y, R) C Q
and 0 <r <R,

% / dufé / du(w) + / Kpg(lz - y)IGldx (2.1)

B(y,r) B(y,R) B(y,r)
where the kernel K, r s given by

1 1
K, gr(s) = s for 0<s<r, K,g(s)=

® | N

for r<s<R. (2.2)

=l

Proof. For an arbitrary positive s, e such that s + ¢ < R and define the function (. : Rt —
[0,1] by the equalities

1 for 0<7<s,
C(r)=Q 1+(s=7)fe for s<T<s+e, 23)
0 otherwise.

Substituting into the integral identity (1.28) the vector field ¢(z) = (|Jz — y|)(z — y)
we obtain the equality

Jetz=shau@ -1 [ le=sl@ o via) :dA@) =
Q

s<|o—y|<ste

/CE(|:c—y|) terx—% / |z —y|(v ®@v) : Gdz—
Q

s<|o—y|<s+e

/ ¢ (12 — )z — y)de(z) |
Q

where v(z) = |z — y|~!(z — y). We conclude from the latter equality and (1.24) that

g
s<|z—y|<ste

/ Gz — y)dp(z) - 255 / d(z) <
Q

€
s<|z—y|<s+e Q

[eta=shiglas+ 222 [ (Gl els+2) [ Gllo—yhdute) . (24)

INRIA
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The function M : [0, R] — R* defined by

M(s) = / dp(z) | (2.5)
|lz—y|<s

is monotone, and therefore it is differentiable at almost every point of the interval [0, R].
Moreover, for all continuous non-negative functions f : [0, s] — R,

/ F(lz — yl)dp = / F(s)dM(s) > / F(5)M(s)ds . (2.6)
B(y,s) [0,s] [0,s]

The equality in (2.6) obviously follows from the definition of M (s) and the inequality in
(2.6) is a consequence of the Lebesgue theorem. Next, we introduce the function

G(s) = / |Gldx = /( / |G|dH1)dT forany s<R.
B(y,s) 0 9B(y,7)

Hence, the non-negative function

o= [ IGim
aB(y,S)

is integrable over [0, R]. Moreover, G € H'(0, R), G'(s) = g(s) a.e. on [0, R] and

R
/ F(8)g(s)ds = / f(lz = )| G(x)|dz (2.7)
T B(y,R)\B(y,r)

for any continuous function f : [0,R] — R. Passing to the limit in (2.4) with £ \, 0 we
obtain
M(s) — sM'(s) — csM(s) < ¢G(s) + csG'(s) for a.e. s€[0,R].

Multiplying both sides of the above inequality by s—2exp(cs), taking into account that
s < diam 2, we can rewrite the inequality in the form

_d% (?M(@) <c (S%G@ + @) . (2.8)

Since B(y, s) is a closed ball we note that

e:TM(r)—e;RM(R)z—/ <€;S>1M(s)d3— / e:dM(s)g

(r,R] (r,R]
ecs ! ecs R ecs 4
- / ((—) M(s)+ —M'(s)) ds = —/ (—M(s)) ds .
S S S
(TvR] T
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14 Plotnikov € Sokolowski

>From this relation and (2.8) we obtain

R
%M(r) < éM(R) +c/(8iG(s) + M)ds . (2.9)

T

Integrating the integral in the right-hand side of (2.9) by parts and using (2.7) we arrive at

/R(G(S) +@> ds = %G(r) —%G(R)-q-z/}%@ds:

T T

1 1 |G |dw
— —_ 2 j—
: / Glde - / |G|dz + /

|z —yl
B(y,r) B(y,R) B(y,R)\B(y,r)

K, r(lz —y)|G(z)|dz .

B(y,R)

Substituting the last expression in the right-hand side of (2.9) results in (2.1) and the proof
of Lemma, 2.1 is completed. O
The next lemma gives the similar estimates near the boundary of (2.

Lemma 2.2. Under the assumptions of Theorem 1.9,

/ v(z) @v(z) : dA < co(t)u(Q) + Ctl_l/q||G||Lq(Q)7 0 <r<diam Q , (2.10)

(1)

where v(x) = Vd(z) is the unit normal vector to the level curve {d(-) = d(z)} and the
function o is given by (1.12).

Proof. The proof is based on the same arguments as in the proof of Lemma 2.1, however the
justification of the appropriate differential inequalities is obtained in a more complicated
way because of the complexity of condition (1.19). It suffices to prove inequality (2.10)
for t < T, where T is the constant from Definition 1.3 of the class &. Suppose that d is
extended by 0 outside 2 and set 9y = k) *d and ay = k) * (da(d))_1 where the mollifier
kx(x) = A72k(x/)) and k € C>(R?) is a non-negative function satisfying

supp k C B(0,1), k(z)de =1.
RZ
Choose an arbitrary § > 0 and continuous, non-negative C*(R) function f which vanishes
in the open set (—00,8) U (T — §,00). Introduce also the family of smooth potential vector
fields defined by
oxr(z) = f(or(z))Vor(z), 0<A<é/2.

INRIA
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Obviously supp ¢ C UT — 6/2) \ Q(6/2) and
Vi = f'(02)V0y @ VOu + £(0,)D%0, .
From this and Definition 1.3 we obtain the inequality
Ve > f'(02)Vox ®@ Vo — Ca f(0y)

which along with (1.26) and the identity I : dA = du implies

/Vﬁp)\ tdA > /fl(a,\)va)\ ® Vo, : dA — Cq /f(b,\)a,\d,u . (2.11)
Q Q Q

Next, by Definition 1.3, the functions Vd, d=!, a(d)~! are continuous on the set K5 =
cl Q(T)\ Q(6/2). Hence V0,, ay and f(95) converge with A N\, 0 uniformly on K; to Vd,
(da(d))~! and f(d), respectively. Passing to the limit in (2.11) with A \, 0 we obtain

1i§n\igf/v% LA > /f’(d)Vd@Vd:dA—c/f(d)d‘la(d)‘ldu. (2.12)
Q Q Q

Note that, by Definition 1.3, D?d(x) is bounded on the set cl Q(7T") \ 2(6/2) and hence
D?p, converges to D?d in any space L, on this set, which along with (1.19) gives

liny / Vo : Gdo = / F(d)Vd® Vd: Gdz + / F(d)D%: Gdz <
Q Q Q
/f’(d)Vd@Vd:de+c/f(d)d‘1|G|dx. (2.13)
Q Q

On the other hand,

lim / padeids = / fd)de < ¢ / f(dydp . (2.14)
Q Q Q

Substituting ¢, into integral identity (1.28), passing to the limits as A — 0 and using
inequalities (2.12)-(2.14) we obtain

/ FAVde Vd: dA < / F(d)d " a(d) du+ / F(d)Vd® Vd : Gdo+
Q Q Q

c | f(d)dGldx +c [ f(d)du . (2.15)
/ /
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Now fix positive s, € such that s + & < T and set

fs(t)zw/gg(f)df for t € (0,00),

t=6
where (. are defined by (2.3) and 7s(¢t) = 0 for ¢ < 0,
ns(t) =t*/(26) for 0 <t < ¢ and ns(t) = (2t — §)/2 otherwise

For any 6 > 0 functions fs are continuously differentiable. Moreover, they are uniformly
continuous and

lim f5(t) = t(.(t), limsupt 'fs(t) < (. (t) for >0
§\,0 5\.0

1 for 0<t<s,
}1{%1‘5() 1+ (s—t)/e—t/e for s<t<s+e,
0 otherwise.

Substituting f = fs into (2.15), passing to the limit as § \, 0 and applying the Lebesgue
theorem we obtain

/Vd®Vd;dA+ w—é)vmw;mg
2s) (cdrzobey S :
/ a(d)~tdp + ¢ / |G|da+
Q(s+2) a(s)
H%i - g) |Gldz + ¢ / d(z)dp .
{s<d(z)<s+e} Q(s+e)

Introduce the measure g defined by dpy = Vd®@Vd : dA. Since a(t) decreases, it follows
from the above inequality that

/d/,to—s_:E / duo < ca(s+c¢)” / du+
Q(s)

{s<d(z)<s+e} Q(s+e)
s+¢
¢ / \Gde + / |G|dm+c(s+s)/du. (2.16)
Q(s—l—s) {s<d(z)§s+5} Q

Since Vd(x) is the unit normal vector to the C* level surface of the distance function
and |G| is integrable in 2, so an application of the Fubini theorem implies

s

Ga(s) = / |G|dx:/( / |G|dH1)d7- for any s <T .
o(s) 0 {d(e)=r}
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Hence the non-negative function

gols) = / GdH,
{d(z)=s}

is integrable over the interval [0,7]. Moreover, Go € H"'(0,T) and G (s) = ga(s) a.e. in
[0,T], and

T
/ F(5)ga(s)ds = / £(d(2))|G(@))d (2.17)
r Q(T)\Q(r)

for any continuous function f : (0,7] — R. On the other hand, the function

N(s) = / duo, s€[0,T7],
Q(s)

is monotone and differentiable at almost every point of [0,7]. Hence we can pass to the
limit with & — 0 in the both sides of inequality (2.16) to obtain for a.e. s € [0,7]

N(s) = sN'(s) < ca(s) ™ () + Ga(s) + sga(s) -

Using the same arguments as in the proof of Lemma 2.1, in view of the equality (1.12) for
o, we arrive at
’ 1 1
t
N(T) + c?u(ﬂ) + c/ (ﬁGQ(T) + ;gg(7)> dr . (2.18)

t

IN() <

N[~

Integrating the right-hand side by parts and using (2.17) we get

/T (T—ZGQ(T) + %QQ(T)) dr = %Gg(t) - %GQ(T) + 2/T99T(T)dT _

%/|G|dx—% / |G|dz +2 / |G\%: /Kt,T(d(x>)|G(a:)|dx.
o(T)

Q(t) QTIN(r) AT)

Since N(T) < u(R) and ¢t < co(t), from the above equality and (2.18) we obtain the
inequality

N(t) < co(®)u(Q) + et / Kor(d(2))|G(@)dz <
a(m)

o) + Gl o ( [ Kerta@yar)'”, (219)

T)
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where p = ¢/(q — 1). Obviously

T

1 dx c dr c
[ Kat@yasy [wre [ A< e [
Q(T) Q(t) QT\Q() t

Substituting the above inequality into the right-hand side of (2.19), taking into account that
t1=(p=1)/p = ¢1-1/4 (2.10) follows, which completes the proof. O

In Lemma 2.3 below the estimates for the convolution of the kernel h,,, with the measure
u are established. The convolution h., * u(z) over the set E is defined by the equality

[ tnlle = udu(e) = Jim [ vz = )due)
E E

for all y € Q and all Borel sets E C 2, where h,, n(s) is the cut off of the function A, (s) at
the level N. Let K be an arbitrary compact subset of Q and dist(K,992) > 2R > 0.

Lemma 2.3. Under the assumptions of Theorem 1.9 the inequality

[ nllz = udn(e) < embn(RuE | B B) + mg|Gllz, oy - (2:20
K

holds for all y € Q such that dist(y, K) < R.
Proof. It is clear that

[t =shdu@ < [ bl sDdu) + Jim [ b =sduta) - @20
K K\B(y,R) B(y,R)

Let us estimate the last integral in the right-hand side. Equality (2.6) implies

B (|7 — yl)du(z) = / B v (8)AM (s) =
B(y,R) [0,R]
NM(ry) + / B v (3)dM (s) |

(r~,R]

where h(ry) = N, ry \, 0 as N — oo. Recall that the function M(s) = u(B(y,s)) is
continuous from the right since by definition B(y, s) is a closed ball. Integrating the second
integral in the right-hand side by parts, taking into account the equality hm, v (1) = hm(1)
for r € [ry, R], since h,, decreases on the interval (0, diam ), we obtain

P V()M (5) = hn(RM(R) — () Mr) = [ B ()M (5)ds

(TN7R] (TN,R]
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which gives
(2 = uDdu(o) = hn(RME) = [ W M()ds . (222)
B(y,R) (rn,R]
>From Lemma 2.1 we have the inequality
/ du < SM(R) +cs / Ko n(le —y))|Gldz , (2.23)
B(y,s) B(y,s)

where the kernel K g is defined in (2.2). Substituting (2.23) into the right-hand side (2.22),
and noting that h'(s) < 0, we obtain

R
/ hom, v (|2 = y[)dpu(z) < (hm(R) —% shi, (s )ds) (R)- (2.24)
B(y,R) ks
R
/( / k(Y — 2])|G(z )|d$)8h'm(s)ds.
0 B(y,R)

The function s — sh. (s) satisfies the inequality s|h!, (s)| < ¢mhm(s) by (1.12), (1.15), thus
in view of (1.13) sh!,(s) is integrable over the interval (0, diam ), so (1.16) yields

R R
sh! (s)ds < c(hm(R) ; sh! (s )ds) - (2.25)

Cc

R

TN

hm(R) —

}% B (8)ds < emhm(R) -

>From (2.24) and (2.25) we obtain

hm / hm, v (|2 —y])du(z) < (2.26)
B(y R)

R
cmhm(R)M(R)—/(/ K.y — 2)|G(@)]da) shiy()ds

B(y,R)
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Definition (2.2) of the kernel K, g(7), the inequalities h/,(s) < 0 and (1.16) imply that

R T R
, 2 1\ / 11\ .,
—_[(z_2 S I <
/KS,R Yshi.(s)ds / (7_ R) sh. (s)ds ST R sh. (s)ds <
0 0

T

2 2 r
;/sh' ds —2/h (s)ds < ;/hm(s)ds < Cmhm(T) .
0 0

Hence

R
J( ] Eenty=shic@))sin@as <c [y~ o) G)ds

B(y,R) B(y,R)

Substituting this estimate into the right side of (2.26) we obtain the inequality

lim / By (|2 — yl)dp() < (2.27)

N—oo
B(y,R)

enbm(B)M(R) 4 ¢ [ iy = 2| G(a)lde <
B(y,R)

b (RIM(R) + Gl ([ V(i) Pdz)

B(0,R)

1/p

Recall that p = ¢/(¢ — 1) and, by our assumptions (m — 1)p > —1, which along with (1.13)
yields

R
[ Vntieaz < on [0t opds < on
B(0,R) 0

Substituting this inequality into the right-hand side (2.27) gives
[ fntle = yduto) <
K

b (|2 = y)dp(@) + cmhm (R)(B(y, R)) + cm,gl|Gllz,(B(,R)) -
K\B(y,R)

Noting that A, (Jz—y|) < chm(R) on the set K\ B(y, R) and u(K \ B(y, R))+u(B(y,R)) =
uw(K | B(y, R)) we obtain the needed inequality (2.20) which completes the proof. O
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3 Proof of Theorem 1.9

In order to prove assertion () of Theorem 1.9 we recall that any function F € Hy'™(Q),
1/2 < m < 1, extended by zero outside of §2 can be represented by the Riesz potential

F(z) = e(m) / l — 5™ 2 £ (y)dy

with the inequalities
C’il”F”Hé’m(Q) < ||f||L2(Q) < C”F”Hé-m(g) )

where the constant C' depends only on diam{2. Hence it is sufficient to prove that under the
assumptions of the theorem, the inequality

[ P@)au@) < em (hn(R(2) + |Gl o) (3.1)
K

holds for every compact set K € £ such that dist (K, Q°) > 2R and all functions F repre-
sented by Riesz potentials

F(z) = / o —yI™ 2f()dy, F>0, [fllouey =1.
Q

It is clear that

| b — o)) )
<
S e —yPo(e—g]) T 2 -y @)

! 1 _ 2
2z — y26(j — 3)) +2hm(|:c yDIfFw)I” -

lz —y|™ 2 f(y)

Observe that, by inequality (1.14),

Ro
dy / dy / ds
< <c ——<c
/Iw—yl2b(|ﬂf—yl) - lz — y?b(|lz —yl) — sb(s) —
Q B(y,Ra 0
whence
F@) <t [ iz =) w)dy (3.2)
Q
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>From (3.2) and inequality (2.20) we obtain

/F(ﬂf)du(x) < emp(Q { hm (lz = yldu(z )} dy <
K
emt(52) + o (R KUB v B) + Gl @) / £

e (B (R)(S) + |G, )

and assertion (i) follows.
It is well known, we refer to [8] for a proof, that the elements F € Hy?(2) admit the
representation

F(z) = (2m)" / & — "2 (z — ) VF(y)dy
Q

thus

F(2)] < (2m)! / o — 4|~ [V F(y)|dy
Q

Therefore, in order to prove the assertion (%) it suffices to show that for any function F'
with the representation

Fx) = / e =y f )y, f=bd)TVE >0, 1 @) =1, (3-3)

Q

the following inequality is valid

/ F(@)du(z) < emg(u() + Gl (e)) (3.4)

First, we introduce the notation. For any integer j we denote D; = {z € 02 : 277 < d(z) <
2-9+1}. Obviously
Q= U D;,  for an integer n .

Inequality (3.2) along with the identity hy = b yields

/ F(2)du() < cu(® / £ / bl — y)du(z))dy . (3.5)
Q

INRIA



On shape optimization for compressible isothermal Navier-Stokes equations 23

The second integral in the right-hand side of (3.5) can be represented by the series
[ ([t - vhdut) s = 3 135 (36)
Q Q h,j=n

g = [ ([ 02 = shidute) 2wy
D; D;

Now our task is to obtain the estimates for the terms I; ;. Let j be a fixed integer and
choosey € D;. Set K = D;_1UD;UD,;1 and R = 27772, Since dist(K,0Q) > 2R =2"7"1,
we have B(y, R) C K. Applying inequality (2.20) from Lemma 2.3 with m =1 and noting
that h; = b we obtain

bl — yl)du(z) < (27 2)u(9) + cl|Gll 1,0 - (3.7)

D]'_1 UD]' UD]'+1

Using the property of b(-), namely the second inequality in (1.15) yields b(2%!s) < cb(s),
which combined with (3.6) leads to

L+ 1+ T <c(0@27)u() + 1GlL, @) /D f2(y)dy . (3.8)

On the other hand , |z —y| > 27772 for all y € D; and = € D; with |i — j| > 2. Since b
decreases, we get

Ly < b2 (D) [ £y for fi=j]>2.
D;
Combining the latter estimate with (3.8) results in the inequality
[ 2@ ([ o= uhdute))dy =31, < (39)
D; Q i=n
(b u(®) + 1Glm) [ Fw)ay
D;

Since b(s) decreases, we have
b(277)b(d(y)) ™ < b(277)b(27I )T < eb(27I (27 ) T = ¢

for all y € D;, hence

b277) [ FPy)dy <c | f*(y)dy .
Jroms]
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Using the above estimate and (3.9), in view of the inequality f < f*, we obtain

[P = span@)as =3 [ ([0~ viau))a <
Q Q i=np, Q

[ee]

(1) + 16l ) Y- [ £720) = () + IGz,@) -

—
J D;

which implies (3.4) and the assertion (i) follows. To complete the proof we note that the
assertion (#i4) of Theorem 1.9 obviously follows from Lemma 2.2. O

4 A priori estimates and compactness of solutions to
momentum equation for ideal isothermal flow

In this section the compactness of the set of generalized solutions to the momentum equation

div(pu®u) + Vp =divG + pf , (4.1)

is shown and the following result which plays the key role in the proof of Theorems 1.6-1.8
is established.

Theorem 4.1. Let 0 € G(T,Cq), f€ C(2)?, G e L,V 1 <g<2and u—u™ €

H&’Q(Q)Q. Suppose that the tensor field u ® u is integrable with respect to a non-negative
Borel measure p1, in Q0 and satisfies the integral identity

/V(p:(u®u+I)dup:/ch:de—/ap-fdup (4.2)
Q Q Q

for all ¢ € C3()*. Then there exists a constant ¢ depending only on Cq, T, |fllci),
lu>llc1(q) and q such that :
(o) The inequality

[ del@) < o)1+ D)) + Gl 0) (43)
Q(t)

holds for any t € (0,Ty), where Ty is a positive constant which depends only on the function
w giwen by (1.12). We recall that p. is the Borel measure defined by the equality due =
(|11|2 + 2)dﬂp-
(B)
E+2M = p.(Q) < |Gllz, ) + M1+ D)+ (4.4)
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where £, M, D are given by (1.4) and k is exponent from (1.18). Furthermore, for any
compact set K € Q and oll F € HJ"*(Q) with m > ¢~ ",

[ 1Fldne < en() (I, 0) + M1+ D) [Pl - (4.9
K

Proof. We start with the observation that the tensor measure A = (p; ;) with du,;; =
(uwiu; + 26; ;)dp, satisfies condition (1.24) and

W= 11+ p2,2 = e -

On the other hand, the vector measure dp = fdy, obviously satisfies the inequality |o| <
ctp < cpte. Hence the measure p. meets all requirements of Theorem 1.9. Applying inequal-
ity (1.29) from Theorem 1.9 we can conclude that

[ F @ @) < o (b (B + G0 )1 o (46)

for all F € HJ"*(9) with 1/¢ < m < 1 and for all compact sets K € Q such that
dist (K,09Q) > 2R. Inequality (1.30) shows that

[ F@au(@) < () + 161z, 0) IVHDT Fl1.00) (47)

Q
for all F € Hy*(Q) such that \/b(d)VF € Ly(9). Finally, noting that
dpo = Vd(x) ® Vd(z) : dA = [(Vd(x) - u)? + 2]dp, > 2du,
and applying inequality (1.31) we get
[ iy < co) (1l + 161,09 <7 (48)
Q(t)

The remaining part of the proof is divided into two steps. First, we prove inequality (4.3).
Since |u|? < n|u|® + 472 /27 for every positive 7, it is easy to see that the inequality

[ul* +2 < n(luf® + 2)(Jju —u™| + [u®)) +en™?,  c=58/27 (4.9)
holds for all € (0,1). Since b > 1 we can replace 7 by nb(d)~'/? in (4.9). Integrating

the resulting inequality over €(t) with respect to the measure p, and taking into account
nb(d)~1/? < 1 leads to

(1 = nllulleg) / dpe <1 / F(@)dpe(z) + o™ / bd)du, ,  (4.10)

Q(t) Q(t) Q(t)
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where F = b(d)~'/?|u — u™|. Since |Vd| = 1, we have
1
b(d)'2|VF| < 5b(d)—1|b'(d)||u —u®| + |[Vu - Vu®™|.

We combine the above inequality with the inequality |b'(d)|/b(d) < cd=! following from
(1.15) to obtain
/ bd)|VFP < c / |

By our assumptions the admissible domain Q uniformly satisfies the cone condition and
u—u® € Hy*(Q) which implies, [9],

/ |

From the latter inequality we can conclude that

V() V| y0) < e(1+D)> .

| dar+/|Vu—Vu°°|2dx.
Q

|2dx < c/|Vu Vu®|?dz < c¢(1+D) .

Now, inequality (4.7) yields

[ F@)dun(o) < () + |Gz, o)1+ D)2 (411)

On the other hand, we have

]

/ b(d)du, = / b(s)dN,(s), where N,(s)= / du, .
() 0 als)

Note that, by relation (1.17), b(s)o(s) \, 0 which along with (4.8), gives b(s)N,(s) \, 0 with
s\, 0. Integrating the integral in the right-hand side by parts we obtain

/b )dp, = b(t) /b’

(1)

Recalling that b'(s) < 0 and noting that, by estimate (4.8),

N,(t) < co(t) <Me(Q> + ”GHLq(Q))
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we arrive at the inequality

i

/ b(d)du, < c (b(t)a(t) _ / b’(s)a(s)ds) (ue(ﬂ) + ||G||Lq(g)) = (4.12)

0) 0
cw(t) (he() + Gl -
Substituting inequalities (4.11)-(4.12) into the right side of (4.10) we obtain that for any
n € (0,1]

(1 =nlullow@) [ due < (4.13)
Q(t)

e(n2w(t) + 01 + D)%) (4e() + |Gllz,0)) -

By relation (1.17) we can choose the positive number Tj such that w(¢) < 1 for any ¢ € [0, Tp].
Fix an arbitrary ¢ € (0,1) and set = Cw(t)/3(1 + D)~'/¢. Note that n < ¢ < 1 for
t € [0,Tp]. Substituting n in (4.13) gives

(1= Glullow) [ due < o)1+ D + O (@) + G2y @) -
Q(t)

Choosing ¢ = 1/(2[[u*||¢(q)) we obtain the required inequality (4.3).

In the last step of the proof inequality (4.4) is obtained. Choose an arbitrary ¢ € (0, 7))
and set K = cl (2 \ Q(¢t)). Since dist (K,99) = 2R = ¢ and hq(t/2) = b(t/2) < cb(t),
inequality (4.6) implies

[ F@dne(o) < e, (4010) + G0 1Pz (414)
K

for all F € Hé 2(Q). On the other hand, integrating both sides of (4.9) over K with respect
to the measure p1, gives

(1- n||u°°||cm>)/due < n/que +en M, (4.15)
K K

where F = |u — u®| € Hy*(Q) and 5 € (0,1] is an arbitrary number. Noting that
I1F | g2 () < (1 + D)'/2? and applying inequality (4.14) we obtain

(1= lullo) [ du < con(6(One(@) + IGlzy@) 1+ D)2 +con *M, (.10
K
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where ¢y > 1 depends only on Cq, T, [[u®|c1(q), [Ifllc) and g. Denote

. 1 1
= min , .
7 {2||11°°||c(9) 4cob(t)(1 +D>1/2}

Substituting 7 in (4.16) and noting that b > 1 we arrive at

[ e <5 () + 161,10 + (1 + DY
K

Combining this inequality with (4.3) and noting that pe(Q) < pe(K) + pe(2(t)) we get the
estimate

[ e < (5 + w1+ DY) () + Gl ) + MO+ DGR . (417)
Q

where the constant ¢; > 1 depends only on the constants Cq, T, ||[u*||c1(a), [Ifllc(e) and g.
Set
k = min{wy,64-1(1 + D)1 3,1},

where wy is the constant from condition £. Recall that by this condition the function w
transforms homeomorphically the interval (0, §] onto the interval (0,wg]. Hence, there exists
t* such that w(t*) = k. Since k < 1, we have t* < Ty. For such a choice of t* we have
c1w(t*)/3(1 + D)'/3 < 1/4 which combined with (4.17) leads to

[ b < 5080) + Gz, 09) + M1+ DYb(e')? (4.18)

Noting that by (1.18)
b(t*)2 Sw(t*)—Qm S k—2n Sc(l—l—D)2” .

>From this and (4.18) we finally obtain

/ dpie < 4|Gll 1) + M1+ D)1+2%
Q

which implies (4.4) and the proof of Theorem 4.1 is completed. O
The following result establishes the required compactness properties of the solution set
to equation (4.1). Let us fix f € C(B)? and the sequence G,, € L,(Q,)* which converges
weakly in L,(B)* to the limit G.
In Theorem 4.2 below we assume that there is given a sequence of domains Q,, = B\ Sy,
n > 1, and a domain €, in the class &(T, Cq), with some positive T', Cq, such that the
sequence (2,, converges to 2 in the Hausdorff metric.
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Theorem 4.2. Suppose that, under the above assumptions on the data, the sequence of
pairs (fp,n, Wn), n > 1, where u, —u™ € Hé’Q(Q) and [, n are non-negative Borel measures
in Q,, satisfy the integral identity

/ch : (un @u, +Ddu, ., = /V(p : G dx —/(p Adpyn, for all ¢ € C3(Q,)? . (4.19)
Q Q Q

Assume that for the sequence the total mass and the energy dissipation are uniformly bounded
supM,, +supD, <C <o . (4.20)

Furthermore, let u,» and u, denote the measures and functions extended by zero over the
obstacles S, € B. Suppose that the functions u;,u;n are integrable with respect to the
measures fi,., and the measures fie, are defined by dpen = (|un|® + 2)dp, .. Then there
exists a subsequence still denoted by (Qn, fp,n, ), the Borel measure p, in Q and the
velocity field u € HY?(Q2), such that p,n, — p, *-weakly on every open set K € Q and
u, — u weakly in H“?(B). Moreover u—u® € Hy”(Q) and

/wui,nuj,ndup,n — /wuiujdup with n — oo , (4.21)
Qn Q

/wui,ndﬂp,n - /¢uidﬂp7 /wdup,n - /"pd/«"pv as n— oo, (4-22)
Qn Q Qn Q

for all ¢ € C(B) and i,j = 1,2. In particular,
My, = M= p,(Q),  pen(Qn) = (), (4.23)

where the measure . is defined by du. = (|u|®> + 2)du,. The pair (u,,u) is a generalized
solution of equation (4.1) in Q and satisfies integral identity (4.2).

Proof. We start with the observation that, since the sequence (2, satisfies uniformly the
cone condition, the limit of the sequence ) is an open set with one connected component.
Hence the sequence of spaces H,*(f,,) converges to the space H,"*(9) in the sense of Mosco,
[10]. Therefore, there exists a subsequence of the velocity fields, still denoted by u,,, which
converges weakly in H2(B)? to the vector field u € H2(B)? with u — u™ e Hy?(Q)2.

Next, note that Q,,, G, and the pairs (y,n,u,) meet all requirements of Theorem 4.1.
Thus, inequalities (4.4) along with (4.20) imply that the total variations g, (€,) of the
measures p., are uniformly bounded from above. Applying inequality (4.3) with Q, pue,
D and G replaced by Q,,pen, D, and G, respectively, we conclude that there exists a
sequence t; \, 0 with [ /" oo such that

ten(Qn(2t)) <1/l forall n>1. (4.24)
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Denote K; = Q\ Q(t;) and observe that dist (K7, 9) = ¢;. Since §2,, converge to  in the
Hausdorff metric, then for any ! there is N; such that

Q. \ Qn(2tl) C K;CQ, \ Qn(tl/2) for n > Nj . (4.25)

Since the total variations of the measures p,, and p., are uniformly bounded for
n = 1,2,..., we can assume, after passing to a subsequence if necessary, that the mea-
sures [, n and [ie , converge weakly with n / 0o on each K; to non-negative measures fi,,
w*, respectively, defined on the Borel subsets of 2. Moreover, the measures p;;, defined
by dptijn = UinUjnditpn, 4,7 = 1,2, converge weakly on each K; to some measures ,u;-kj.
Obviously

2up S B, piy Tt Hy + 20, = 0t

Inclusion (4.25) along with inequality (4.5) from Theorem 4.1 imply that for [ > 1 and
¢! <m < 1, the inequality

/|F(a:)|duen(a:) < c(l,m,C)||F||H6n,,z(B) for m>q'. (4.26)

holds for all n > N; and F € C}(Q) with supp F € Q,. After passing to the limit with
n /" oo we obtain

/|F o)|dp, (2 /|F )d* () < e(lym, C)|Fll gy for m>q™ . (427)

and for all smooth compactly supported in K; functions F. Hence the quasicontinuous
representative of a function F' € Hj" ?(K;) with m > ¢~! is integrable with respect to the
measures f,, p* over every set Kj.

Let us prove that p* = . and du;; = w;ujdpu,. Note that in view of (4.20) the sequence
u,, is bounded in H''?(B) thus, it is bounded in all spaces L,(B) for r < co. Therefore, the
sequences u;,,uj,, are bounded in the Sobolev spaces H"?(B) for all p < 2. By the Sobolev
embedding theorem, the sequences are relatively compact sets in H™?2(B) for all m < 1.

Fix an arbitrary [ > 1, m € (¢g7', 1] and let the test function x € C}(K;41) be such that

0<x<1 and y(z)=1 in K, . (4.28)

Obviously the functions xu;u; belong to H m*Q(KH_l). Hence the functions u;u; are in-
tegrable with respect to the measures p*, p, over K;. Choose an arbitrary test function
¢ € C}(K,)) and introduce the set

Ci,j =c {£Ui,nu]‘7n}n21 C H(;n’Q(Kl) .

The set C; ; is relatively compact and has the unique limit u,u;. Therefore, for any positive
e there exists a finite collection of functions ;; € Hy" ?(K;), 1 < k < N(e), such that

. k
}éﬁ 135 = Suimttimll o2y <€ -
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Without loss of the generality we can suppose that wfj belong to C}(K;). In particular,
there exists a sequence wfj(") and an element @ij(oo) such that

k k
1™ = Gusmtsnll gz gy < & 5 = Eusuy]

ey <€ - (4.29)

We can assume that the sequence qpff") converges in C1(K;) to wfj(m), after passing to a

subsequence if necessary. In fact, the functions wfj(”) coincide with the functions wfj(m) for
sufficiently large n. Thus, we get

Jim [0V, = [, (4.30)
K; K;
On the other hand, under our assumptions,
lIm [ &uintjnditpn = /{d,u,f,j . (4.31)
K; K,

Inequality pip,n < pe,n along with (4.26) implies

k(n k(n
[~ [ sl < et O™ = Eusmtsllgpsgry < s - (@32
Kl Kl
By inequality (4.27) we have
[, [ cwusunl < ot m O™ - vl gy S (@33)
K[ Kl
Combining (4.30) and (4.31) with (4.32) and (4.33) we obtain

|/§uiujdup — /fdu;j| <ece.
Kl Kl

Since e and [ are arbitrary numbers and £ is an arbitrary element of C§° (K;) we can conclude
that du; ; = wiujdu, and p* = pe. The repeating of the same arguments implies that the
measures u;dfi, , converge to u;dp, weakly on every set Kj.

In order to prove (4.21) note that if x € Cg(K;41) satisfies (4.28), then

A, = /wui,nuj,ndpp’n — /tpuiujdup =
Qn Q

/qui,nuj,nd,up,n— / XYuiujdp,+

K1+1 Kl+1
/ (1 = X)¥ui,ntjndpp,n — / (1 = x)Yu;udp,
Q. \ K1 Q\K;
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for all n > Nj;1. Noting that p; ;. converge weakly in K1, to u;ujdu, and passing to the
limit with n — oo we obtain

limsup |A,| < limsup | / (1 = X)Vuintjndpspn| + | / (1 = x)pusu;dp,|.
Qu\K; Q\K,
Inclusion (4.24) along with inequality (4.25) imply
1
| [ Q= Xusntiaditgn] < Wl [ dien < o7
2\ K 2\ K
On the other hand, we have
| / (1 = x)puiujdpy| < [[¥llc(s) / dte.
Qn\K, 92¥:¢]
Thus we get
. 1 .
limsup [An| < [¥lles) 7 + [V llosme(2\ Ki). (4.34)

Recall that the sequence K; C Kjy; and U;K; =  which implies llim we(Q\ K;) = 0.
Passing to the limits in (4.34) with [ — oo leads to the equality lim A, = 0 which implies

(4.21). The same arguments give (4.22). From (4.21), and (4.19) we can conclude that
(u, p,) is a generalized solution to (4.1), which completes the proof. O

5 Proofs of Theorem 1.6 and Theorem 1.7

Proof of Theorems 1.6. First, we show that under the assumptions of the theorem, the
sequence D,, is bounded from above. Note that p,, and u, are generalized solutions to
problem (1.1)-(1.2) and hence satisfy inequality (1.7). Next, observe that formula (1.11) for
the cost functional J implies

/(un Q@ up, +1I): Vu>du,, =
[92%

— J(ppn>n, Qp) + /En : Vu®dz + /(U°° —u®)-fdu, , .
Qn

n
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Substituting this expressions into (1.7) with u, 3 , u,, and Q replaced by u,, X, , fp,n,
and ,,, respectively, leads to

1

2£)d:c+

D, < /(g|divun|2 +

Qn

/f- (u, —U®)dpp,n — /poo log(1 + poo)U™ -nds + J(fip,n, Un, Qn) .

Qp Fi

We have also

D, — / g|divun|2da: = /(VIVunI2 + gldiv u,[*)dz > 5D, .

n Qn

1
2
Thus, by combining the above inequalities we can conclude that

Drn < 2J(lp,n, Un, Qp) + 2 / f-(u, —U®)dppn+c. (5.1)

Qn

The integral identity (1.8a) from the definition of generalized solutions implies that i, n, un
satisfy integral identity (4.19) with

G,=%, in Q, and G, =0 on S, . (5.2)

Obviously [|Zn||z,) < c(D,lw/2 +1). Now, estimate (4.4) from Theorem 4.1 with ¢ = 2
implies

/d,ue,n < (Mn(L4Dp) > + |Gl (2.) < c(Ma(l+Dp) 2" + D241y, (5.3)
Qn

On the other hand,

/f. (up, —UP)dppn < c/ |un|dppn + M, . (5.4)

n 1924

Noting that
tn| < (1+Dp) 2% 4 Jup P (1 4+ D) /277

we find

/|un|dﬂpm <1+ Dn)_l/Q_n / |un|2dﬂp,n +(1 ‘*‘,Dn)l/z-l—rC /dl‘p,n .
Qn Qn Qn
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Substituting this inequality into (5.4) leads to

/f' (up — Uoo)dup,n <c(l+ Dn)il/zinﬂe,n(gn) +eMa(1+ ,Dn)l/z_wc >
Qn
which along with (5.3) yields

/f- (ttn = US)dptyn < c(1 4+ Do) /25 (1 + M,) -

Qn
Finally, substituting this inequality into (5.1) we obtain

Dy < 2J(Hpyny Uny Qn) + c(1+ D) 2451+ M,,) . (5.5)
By the hypotheses, k < 1/2 and sup M,, + sup J(fp n, un,2,) < 00, which along with

(5.5) implies the boundedness of the sequence D,,. Moreover, it follows from (5.5) that the
sequence J(fp,n, Un, 2y) is bounded from below.

By Lemma 1.4, we can choose a subsequence, still denoted by Q,, € &(T, Cq), such that
the sequence of obstacles S, converges in the Hausdorff metric to a compact subset S € B
and the limit @ = B\ S € &(T, Cq). In addition, it follows from the convergence of 2, to
that the sequence of Sobolev spaces Hy™*(f,) converges to Hy*(f) in the sense of Mosco.
Therefore, after passing to a subsequence we can assume that the sequence of functions u,,
extended by u™ outside of Q, converges weakly in H%2(B)? to the function u such that
u—u*® € Hé ’2(0)2. In particular, the sequence of tensors G,,, defined by (5.2), converges
weakly in Lo(B)* to the limit

G=X in Q and G=0 on S .

Hence for the sequence (u,,n, uy) all requirements of Theorem 4.2 are satisfied with G, = X,
and ¢ = 2 . By the hypotheses, the pair (un, u,,») satisfies the integral identities

[ ©u+ s Vot + [ £ oy = [ 02 Vo,
Q, Q, Qn

T+

n

Passing to the limit with n — oo and using relations (4.21)-(4.22) from Theorem 4.2 we can
conclude that u and p, satisfy the integral identities (1.8).
Furthermore, the pair (u,, y,,») satisfies the energy inequality

2¢

n n

1
D, — / g|div u, 2dz < /(zzn L VU™ + —)dx - /(un ®u, +1): Vudy, .+
Qn

/f- (w, —u™)dp,n — /poo log(1 4+ poo)U -nds . (5.6)
O T+
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Since Vu,, converges weakly in Lo(B) to Vu and vanishes on S,

D - / §|div ul’dz = /(V|Vu|2 + g|div u?)dr <
Q B
lim in1"/(1/|Vun|2 + g|div u,|*)dz = liminf | D,, — / g|div u,|*dr

B Qn

On the other hand, relations (4.21) and (4.22) yields

/(un ®u, +1I): Vu®du,, — /(u @u+1I): Vu™du,, (5.7)
Qn Q
/f~(un—u°°)d,upm—>/f~(u—u°°)d,up as n — 0o . (5.8)
o Q

Passing to the limits in (5.6) we can conclude that the pair (u, u,) satisfies inequality (1.7)
and hence it is a generalized solution to problem (1.1)-(1.2).
It remains to note that formula (1.11) along with the relations (4.21)-(4.22) and (5.7)-
(5.8) implies
lim J(pp,n, un, On) = J(pp, 1, Q)

which completes the proof. O
Proof of Theorem 1.7 It suffices to note that Theorem 1.7 is a particular case of
Theorem 1.6 for the choice U™ = 0. O

6 Proof of Theorem 1.8

6.1 Positivity of density. Proof of Lemma 1.10

Denote by K C Ly(f2) the cone of all functions which are non-negative a.e. in Q. Obviously
L2(Q) is a linear hull of K. Recall that the linear operator A : Ly(2) — Lo(R2) is positive if
and only if A(K) C K Let us consider boundary value problem (1.32b)-(1.32c). Choose a
positive number k > sup |divu(z)| and introduce the linear operator

Q

Lp=—eAp+div(pu) + kp=—Lgp , (6.1)

where
Lop=ecAp—Vp-u+cp, c¢=-divu—k<0.

It follows from the general theory of boundary value problems for the second order elliptic
differential equations [8] that the Neumann problem

Lp=f€Ly(), Vp-n=0 on N (6.2)
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admits a unique solution p € H?2(Q) for any f € Ly(Q). Note that by the embedding
theorem p € H?2(Q) belongs to any space C*(f2) with the index « € [0,1). By the maximum
principle for strong solutions p is non-negative if f is non-negative. Hence the bounded
positive operator is defined by

A=L1: Ly(Q) — H22(Q) . (6.3)

Note that a solution to problem (6.2) satisfies the relation Lyp < 0. Since dim Q = 2 we
can apply the strong maximum principle for strong solutions ([8], Theorem 9.6) to obtain
that p does not attain the non-positive minimum in 2. Hence a solution to problem (6.2)
is strictly positive inside Q for all f € K\ {0}. Moreover, the solution is strictly positive in
clQ = Q. In order to prove the last statement we choose a compact K € € such that f > 0
a.e. on K and we denote fx = xxf, where xi is the characteristic function of K. Since
fx < f, we have Afx < Af and it suffices to prove that Afk is strictly positive in cl .
Note that Afx is strictly positive in  and hence in Q \ K. Suppose, on the contrary to our
claim, that Afx(xo) = 0 at some point 2o € 9. Observe that the function v = —Afg is
negative and satisfies the equation Lov = 0 in the open set Q2 \ K. Furthermore, the second
order derivatives of v are continuous in an open neighbourhood of the boundary of 2 and
takes the zero value for the maximum at 9. By Lemma 3.4 in [8] we have n - Vv(zo) > 0
which is in contradiction with the boundary condition n - Vv = 0 at 012.

Set pg = A1, where 1 = xq is the characteristic function of Q. Since Af is continuous
and strictly positive, for every f € K\ {0} there exist positive constants a, 3 depending on
f such that

apy < Af < Bpo .
Hence A : Ly(Q) — Ly(Q) is a compact po-positive operator, [11]. Classical results from
theory of positive operators, see Theorems 2.8, 2.10 and 2.13 from [11] for example, imply
that A has a positive simple eigenvalue )y such that the corresponding eigenfunction is
strictly positive and A\g > |A| for any eigenvalue A # Ag.

We observe that main problem (1.32b)-(1.32c¢) is equivalent to the operator equation

Elp=Ap, peLyQ). (6.4)

Hence the proof of Lemma 6.1 is completed if we prove that 1/k is the maximal eigenvalue
of the operator A. First, we note that the operator equation k~'p — Ap = 1 is equivalent to
the boundary value problem

—eAp+div(pu) =k in Q, Vp-n=0 on 90Q. (6.5)

If a solution exists, then it belongs to C2(2). Integrating both the sides of this equation
over () we obtain k = 0. Hence this problem has no solution. Therefore, by the Fredholm
alternative, k! is an eigenvalue of the operator A.

Let us prove that k! is the maximal eigenvalue. If this assertion is false, then there exists
the positive eigenvalue \g > k~!. By the definition of A4, the eigenfunction py € H??()
satisfying the equation Agpy — Apy = 0 is a solution to the boundary value problem

—eApy +div (pgu) = —vpg in Q, Vpy-n=0 on 90, (6.6)
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where v =k — Ay 1> 0. Let us consider the parabolic boundary value problem

%—sAv—i—div(vu):O in @x(0,00), Vo-n=0 on 902 x (0,00) ,

v(z,0) =vo(x) in Q.

For any vy € C(Q) this problem has the unique smooth solution, which is positive if vg is
non-negative. Introduce the operator V(t) : vo(-) — v(-,t). Obviously V(t) preserves the
order and the charge i.e.,

V(t)vy > V(t)vy for any vy > vy and /V(t)vg(x)dx = /vodx )
Q Q

Since for every u,v € C(Q) the function max{u,v} € C(2) we can apply the Crandall-
Tartar Theorem [12] which implies that V (¢) is a non-expansive operator in the metric of
Li($2). In particular, we have ||V (t)vollz,(0) = llvollz,(0)- On the other hand, equations
(6.6) imply that for v9 = pg the solution of the parabolic problem is given by V (t)vg = €”*vg
and ||V (t)vo|lz,(0) / o0 ast / oo. Hence v = 0 which gives A\ = k! and the lemma
follows.

o

6.2 Proof of Theorem 1.8

We start with consideration of the regularised problem depending on the parameters ¢, s €
(0,1),

vAu + ¢Vdivu = div](pu —eVp) @ u] + Vp — (1 + sp) 'pf, in Q (6.7a)
eAp=div(pu), in Q (6.7b)
u=0, Vp-n=0, on 900 (6.7¢)
/ p(a)dz = M . (6.7d)
Q

Introduce the function v : Q — RT defined by

v=1v/e(1+p), ep=2v>—c. (6.8)

Our first task is the proving of the existence of a classical solution to this problem. The
result is given by

Lemma 6.1. Let, under the assumptions of Theorem 1.8, £ € C*(Q)?, a € (0,1) and
M > 0. Then problem (6.7) has a solution (p,u) € C*t*(Q) which satisfies the inequality

1olrnagy + 1l gy < elifllogo / [ulpda + cc(1+ M) . (6.9)
Q
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The constant ¢ depends on the constants T, Cq from Definition 1.3 and does not depend on
f, M and s,¢.

Proof. Let us consider the family of boundary value problems depending on the parameter
te€[0,1]:

vAu + £Vdivu = tdiv [(tpu — eVp) @ u] +tVp —t(1 + sp) " 'pf, on Q (6.10a)
eAp =tdiv(pu) , on Q (6.10b)
u=0, Vp-n=0 on 900, (6.10c)
/ p(@)dz = M . (6.10d)

Q

First we prove that a solution to problem (6.10) satisfies inequality (6.9). Suppose that
(u, p) € C?*+2(Q) satisfies (6.10). Multiplying both the sides of (6.10a) by u, integrating
over ) and noting that div (tpu — eVp) = 0 we obtain

tt /(V|Vu|2 + £|divul?)dz = / 1 —fs f- udx—}—/pdivudx . (6.11)
Q Q g Q
It follows from (6.10b) that the identity
—eAa(p) + t(pa'(p) — a(p))divu + ea” (p)|Vp[* = 0 (6.12)

holds for any smooth function a. Choosing a(p) = pln(1 + p) gives

' B . _ . . 14 .
(pa'(p) — a(p))divu = pdivu T plell .

Integrating this equality over Q and using identity (6.12) leads to

/pdiv udr = / i ipdiv udzx — t_la/a”(p)|Vp|2dx <
Q Q Q

/|divu|da: —tile/a”(p)|Vp|2da: .

Q )
Substituting this inequality into (6.11) we arrive at
41 /(V|Vu|2 + £|divul?)dz + t_la/a"(p)|Vp|2dx < (6.13)
Q Q

/ P f~udx+/|divu|d:c.
1+ sp
Q Q
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It is easy to see that

1
" 2 _ 2 > 9 2
ea” (p)|Vpl 6(1+p+ (1+p)2> [Vol® > 2[Vo]”,
which along with (6.13) gives
-1 2 2 -1 2
t /(V|Vu| + &|divul|®)dx + t /|Vv| dx < (6.14)

Q Q
/ﬁf~udw+/|divu|dm.
Q Q

By the definition of v we have ||v||%2(9) = (M + meas Q) thus
[0l %.2(0) = VN7, 0) + 10I17,0) S 1VOIZ ) +eM +c.

On the other hand, |divu| < ¢|divul? + ¢, Substituting these inequalities into (6.14) we
get

2 2 p
I// |Vu| dx + ||v||H1,2(Q) S t/ m|f||ll|d.’l) +eM+c.
Q
Furthermore, by the Poincaré inequality |[ul|gz1.2(q) < ¢||Vul[z,(q) therefore

p
14+ sp

”11”%_11,2(9) + ||1)||?q1,2(9) < ct”f“C(Q)/ |u|dm + C(EM + 1) s (6.15)
Q

where ¢ depends only on 2 which yields inequality (6.9).
Our next ask is to obtain the strong estimates depending on s and ¢. Since

[0 tlulds < (o) ulmago)
Q
inequality (6.15) implies the estimate
ullZ 2 ) + l0llEn2) < Co(2,M, lifllowe), s.€) (6.16)

where the constant Cy is independent of u, v and ¢. Recall that the embedding H!:?(Q) —
L,,,(Q) is bounded for all m < co. Hence

Lm(Q) S C()(Q, M, ”f”c(g), S, E). (617)

Noting that |pu| < e 'v?|u| we can conclude that

||p|u|||Lm(Q) < CO(Qa M7 ”f”C(Q)7 575)

l[allz,.() + [l0]
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for each m < oo. From this and a priori estimates for solutions to boundary value problem
(6.10b)-(6.10d) we obtain

lollo) < c(@)llpllarm @) < Co(@ M, [floe), s,e) for all m € (2,00). (6.18)

In order to obtain the same estimate for the velocity field note that (6.17)-(6.18) imply
the inequalities

I(tpu —eVp) @ ullL,,(2) + IVollL,.(2) < Co(2, M, [fllc(a), s,6) forall m < oo.
Standard estimates for solutions to elliptic problem (6.10a),(6.10c) now imply
||u||C(Q) < c(Q)||u||H1.m(Q) < Co(Q, M, ||f||c(g),s,a) for all m € (2,00). (6.19)

Equations (6.10) can be rewritten formally as the boundary value problem

vAu+EVdivu=tFy in 2, u=0 on 90, (6.20a)
eAp=tF, in Q, Vp-n=0 on 00, (6.20b)
/p(x)dx =M, (6.20c)
Q

where

Fy = (tpu — eVp)Vu+ Vp — (1 + sp) ' pf,
Fi =Vp-u+pdivu

We recall that, by construction, the mean value of F; over {2 is equal to zero. It follows
from (6.18)-(6.19) that the right-hand sides of equations (6.20a)-(6.20b) admit the bounds

”E”Lm(ﬂ) < CO(Qv M7 ||fI|C(Q)757€) for all m < oo )

which along with the classical a priori estimates for the solutions to elliptic boundary value
problems yields the estimates

[all g2.m (@) + ol z2m @) < Co(, M, [Ifllc(a),s,¢) for all m < oo

Now choose a number m > 2 so that & < 1 —2/m, where « € (0,1) is the index from the
conditions of Theorem 1.8. Since the embedding operator H2™(Q) — C1*%(Q) is bounded,
we finally obtain the a priori estimate for solutions to problem (6.10)

lullgr+e () + llollor+e() < Cala, M, [[fllc), s, €) - (6.21)
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Let us consider the family of the mappings (u, p) = ¥(t,u*, p*) defined as a solution to the
boundary value problem

vAu + £Vdivu = tdiv [(pu* — eVp*) @ u*] + tVp* —t(1 +sp*) " 'p*f in Q,

u=0 on 00, (6.22a)

eAp =tdiv(pu®) in Q, (6.22b)

Vp-n=0 on 990, /p(a:)dx =M. (6.22c)
Q

Here the existence of the positive solution to problem (6.22b)-(6.22c) is guaranteed by
Lemma 1.10. Denote by G the subset of C1T%(Q2)? defined by the inequalities (6.21). Ob-
viously the mapping ¥ : [0,1] x G — C?*t*(Q)3 is continuous. Therefore the operator
U(t,-) : G — C1T(0)3 is continuous and compact. It is easy to see that ¥(0,-) = 0. On the
other hand, inequality (6.21) and Lemma 1.10 imply that ¥(¢,-) has no fixed point at the
boundary of G for any ¢t € [0,1]. Applying the Leray-Schauder Theorem we conclude that
the equation (u, p) = ¥(1,u, p) has a solution (u,p) € G N C?+*(Q)3. It remains to note
that by (6.15) this solution satisfies inequality (6.9) and the lemma follows. O
The next lemma gives the bounds for solutions to problem (6.7). Introduce the tensor

G=eVpou+3X, where ¥ =vy(Vu+Vu')+ (£ —v)divul . (6.23)

Lemma 6.2. Under the assumptions of Lemma 6.1,
[0lFr1.200) + l1ull i gy < CO Iflee), M) (6.24)
IG = Zllz,,.(0) < £/°C(Q, [Ifllogay, M) , (6.25)

where C(, ||fllc(q), M) does not depend on s and .

Proof. Choose an arbitrary ) from the interval max{2~! 2k} < A < 1. Noting that

/|u|pdx <@ +D)’\M+(1+D)_A/|u|2pda:
Q Q

we can rewrite inequality (6.9) in the form

ol g0y + 1l oy < o @+ D) [ fufpda+
Q

(1+|Ifllo))e(l + M)(1+D)* . (6.26)
Since u vanishes at the boundary 2, we have

¢l <D < dulffe

2
Hy*(Q) @)
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which along with (6.26) implies the inequality

||1)||H1 2(Q) + ||11||H1 2(Q) < Co(l + Hu”%{lﬂ(ﬂ))i)\ / |11|2pdl' + 61(1 + ||11||%_11,2(Q)))\ . (627)
Here, and below, the constants c;, i = 0,..,5, depend on [|f]|¢(q), © and M and are inde-
pendent of s and . Furthermore, the functions u, p satisfy the equation

div (pu ® u) = div (G) + (1 + sp) 1pf ,

which meets all requirements of Theorem 4.1. Noting that in this case du, = pdz, dp. =
(lu]? + 2)pdx and applying the inequality (4.4) from this theorem we get the estimate

/ [u?pde < c(1G 12, 00 + MO+ [z )
Q
where ¢ depends on Q and |[|f]|¢(q) only. Substituting the inequality into the right-hand side
of (6.27) we have
[0ll%2.2(q) + ||u||H1 2y S e2(l+ lullZr2(0) MGz, p@) + e+ lullfnzo))?
where 8 = max{1 + 2k — A\, A} € (0,1). Next note that
”G“L3/2(Q) < ”G - 2“Ls/z(Q) + ”2||L3/2(Q) < “G - 2”L3/2(Q) + C||u”H1‘2(Q) ’
which along with the previous inequality yields
oMoy + 12200 < €21+ lnzg) G = ey e
+ea(1+ ullfneg)’ - (6.28)
It remains to estimate |G — X[, ,(0)- It is easy to see that
G-Y¥=eVpeu=2vVo®u.
Applying the Hélder inequality combined with [|ul|z, ) < ¢(9)|lul|g1.2(q), we obtain

IG = ZlLy2(2) < DNVl 0]l oo ullLo(@) <
cOllullzrz@lloll g @llvllze) -

The interpolation inequality and the identity v? = £(1 + p) imply

1/3 2/3
”v”LG(Q) < C( )”U”H1 2(Q) ||v||L/2(Q ( )||v||1-1/1.2(9)51/6(1 + M)I/G -
Substituting this estimate into the right-hand side of the previous inequality we obtain

IG = 2ll1,,0) < eseC0ll3Es o lullaraa - (6.29)
/ ()
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By the choice of A\ we have
(L + lullage) lulmee) <1

so by substitution of (6.29) into the right-hand side of (6.28) we get the inequality

5/3
lolfne@y + lullpsg, < ecseloliiag + ca + lulfneg)’ . (6.30)

which implies the required estimate (6.24). It remains to note that estimate (6.25) is a
consequence of (6.24) and (6.28) and the proof is completed. O

Now, we are in position to complete the proof of Theorem 1.8. Choose the sequence of
the functions f; € C'*t%(Q2)2 which converges in C(2)? to f as s \, 0 and consider problem
(6.7) with f replaced by f;. By Lemma 6.1 this problem admits a solution (ucs,pes) €
C?*+2(Q)3 satisfying inequalities (6.25). Multiplying both the sides of equations (6.7a),(6.7b)
by arbitrary functions ¢ € C§° ()2, ¢ € C§°(f), respectively, and integrating the result
over () we get the integral identities

/((ugs ® ug, : Vo + div cp) PesdT = /Gss : Vdx + /(1 + pes) M - pdx (6.31)
Q

Q Q
/uss - Vppesdr + e/pssAwdx =0. (6.32)
Q Q

The identity Vp = 2¢~'vVv along with the estimate (6.24) imply that for fixed £ > 0 the
sequence (U, pes), 0 < s < 1, is bounded in Hy**(Q)? x H»™(9) for any m < 2. Therefore
after passing to a subsequence we can assume that there are (u., p.) € Hy*(2)? x HL™(Q)
such that
Pes — Pey, Ues — U in any L.(Q), LT(Q)z, respectively
Vpes = Vp. weakly in  L,,(Q)*, Vu., — Vu, weaklyin Lo(0)*

with s \, 0. Hence, passing to the limits in (6.31),(6.32), we obtain

/((uE ®@u, : Vo + div cp) pedx = /GE : Vdz + /f~ pdx (6.33)
Q Q Q

/us -Vip.dz + 5/p5Awdx =0. (6.34)
Q Q

Lemma 6.2 implies that the sequence u. is bounded in H;*(Q)2. Introduce the Borel
measures fi,. defined by du,. = p.dz. By construction the total variation of p,. equals to
M. Hence, after extraction of a subsequence if necessary, we can assume that there are
ue€ H(}’2(Q)2 and the Borel measure pu, in Q2 such that

u, —u weakly in Hy*(Q)? and p,. — p, *-weaklyin C3(Q) .
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Recall that
G.=eVp. @u. + 3, T.=v(Vu, +Vu])+ (£ —v)diveT.

It follows from Lemma 2.27 that the sequence G; is bounded in L; /2(9)4 and converges to
3.

Obviously the sequences (u., f1,-) and G, satisfy all conditions of Theorem 4.2. Applying
this theorem and passing to the limit in (6.33)-(6.34) we conclude that the pair which consists
of the vector field u and the measure p, is a generalized solution to problem (1.1)-(1.3) and
the theorem follows. O

A Appendix

Proof of equality (1.5). Suppose that a smooth vector field u and a function p satisfies
equations (1.1)-(1.2). Since u vanishes at the boundary of the obstacle, we have

J(p,u,Q):—UOO-/(E—pu@)u—pI)-ndS‘
as

Using the Green formula we get the equality

J(p,u,Q)=U>. /(E —pu®u—pl)-ndS —-U” ~/div(E—pu®u—pI)dw . (A

oB Q
Since u = u® = U on dB we hayve,
U°°~/(E—pu®u—p1)~nd5: /(E—pu@u—pl):u“@nds.
oB oB
Applying the Green formula to the left side of this equality, taking into account that u® =0
on the boundary of S we obtain
U°°-/(2—pu®u—p1)-ndS:
aB

/div(E—pu@u—pI)~u°°dx+/(2—pu®u—p1):Vu°°dx.
Q Q

Substituting this equality into the right-hand side of (A.1) leads to

J(p,u,ﬂ):/div(E—pu@u—pI)-(u"o—U°°)dx+/(2—pu®u—pl):Vu°°d:c.
Q Q
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It remains to note that
div(X¥ — pu®u —pI) = —pf

and (1.5) follows.

Proof of Lemma 1.4 We start with the proof of assertion (7). Choose an arbitrary sequence
Q, € 6(T,Cq). Then there exists a subsequence, still denoted by ,,, such that the sequence
of obstacles S,, converges in the Hausdorff metric to some compact S € B. Since the sequence
2, uniformly satisfies the cone condition from Definition 1.3, the limit 2 = B\ S satisfies
the cone condition with the same constants T', Cq. Let us prove that Q C &(T,Cq). It is
sufficient to show that the distance function satisfies inequality (1.19). Choose an arbitrary
disk B(a,r) C Q such that
0 < dist (09, B(a,r)) < T .

It is clear that for all sufficiently large n the disk B(a,r) is included strictly inside of
the sets 2,,(T") and hence the second order derivatives of the distance functions d,,(x) are
uniformly bounded on the disk. Since the sequence d,, — d converges uniformly on B(a,r),
the sequence of the second order derivatives D2d, converges to D2?d weakly in any space
L,(B(a,r)) with p € [1, 00), which provides the lower bound in (1.19). Since the determinant
|D%d,| is a convex function of the matrix D?d,, we obtain

d(z)|D?*d(z)| < w — lim d,(z)|D?*d,(z)| < Cq

which implies upper bound in (1.19). Therefore, the limit Q € &(T, Cq) and the proof of
assertion (4) is completed.

Let us prove that if S C By is a convex set with the nonempty interior, then @ = B\ S
belongs to some class G(T,Cq). Here By is the compact set from Definition 1.17. Note
that for any convex set S such that B(xg,7) C .S C By there exist a sequence of convex Cc?
domains S,,, B(zg,r) C S, C By which converges to S in the Hausdorff metric. Therefore,
it is sufficient to prove that for any C? convex set S, B(zg,r) C S C By, the domain B\ S
belongs to a class (T, Cq) with the constants T', C, depending only on By and 7.

Note that there exist T > 0 and Cq > 0, depending only on r and the diameter of S,
such that S satisfies the cone condition 3 from Definition 1.3. Without loss of the generality
we can assume that 7' < 271dist (S,0B). Next, for any point z € Q with dist (z,S5) < T
there exists the unique y € 95 such that |z — y| = d(x). Moreover, z = y + d(z)v(y) where
v(y) is the unit normal vector to 95 at the point y directed into 2. It is known, [8], that

tr D2d(z) = Ad(z) = k(y)(1 + d(z)k(y)) 1 . (A.2)
Here k(y) is the curvature of the boundary 95 at the point y with the sign chosen in such a

way that the curvature & is positive if S is a ball. Since S is convex, we have k(y) > 0 and
D2d(x) > 0. From this property and (A.2) we can conclude that

%I > tr D?d(x)I > D*(z) >0 .
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Hence for dist (x,S) < T the function d(z) satisfies inequalities (1.19) with Cq = 1, which
completes the proof.

Let us consider the case of the boundary 9§ in the form of a C? curvilinear polygon,
and with the values of interior angles in the interval (0,7). Without loss of the generality
we can assume that the boundary is given by

0S={yeB: y=Y(s), s €[0,I], Y(0) = Y(L)}
with the vertexes
Yi=Y(sk), $0=0<81<...<8p<8ny1=0L. (A.3)

We identify Yy with Y;,.1. By the hypothesis, the function Y (s) belongs to the class

C?(s, sk+1) for k € [0,n], and |Y'(s)] = 1 for s # si. For all points y = Y (s) # Vi we

denote by v(y) = Y’(s)* the unit normal vector directed into Q. Set v;F = limio v(Y(s)).
S— Sk

Now, we choose an arbitrary positive T such that

Ty < 27 Ndist (S,0B d T inf R
0 < ist (S,0B) an °<as€3{yk} (v)

where R(y) = |v(Y(s))’| ! is the inverse of the absolute value of the curvature of S at the
point y =Y (s).

For each integer k € [0,n] and T' < Ty we introduce the mapping Xy, : (s,t) — z which
is defined by

x=Y(s)+tv(Y(s)) for (s,t) € (Sk,Skt+1) % (0,77,
z=Y,+tv} for s=s; and t€ (0,7 (A.4)
=Y +ty,, for s=s,41 and t€(0,7].

. A . . . .
Since the arc Yy, Yi,1 belongs to the class C2, this mapping transforms diffeomorphically
the rectangle [sg, sg+1] X (0,7 onto curvilinear rectangular domain Q (7). It is easy to see

——
that if (s,t) = X, '(z), then t = dist (z,Y}, Yi11). Moreover, since the interior angles of the
polygon S are smaller than 7, there is a positive T1 < Tp such that Q;(T7) N Q;(T1)\ S =0
for i # j and t = dist (z,S) = d(z) and for all z € Q4 (T1). Therefore, d € C?(Q(T1)).
By construction, the set Og(Ty) = {z € 2 : dist (x,05) < T1} has the representation
Os(Ty) = | J (u(Ty) Uok(Ty)) ,
k=0

where oy (T1) is the sector bounded by the segments z = Yy + tz/,f, t € (0,71] and the arc
|z—Y%| = Ti. It is obvious that d(z) = |r—Y%| in 01 (T1). Hence the function d € C*(O4(T1))
has the bounded second order derivatives in Q(T7) and satisfies the inequalities
1 .
ml 2 DQd(Z') 2 0 in Uk(Tl) . (A5)

Therefore, we can conclude that d satisfies inequalities (1.19) and the proof is completed. O
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