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Abstract

Projection methods are the most widely used methods for computing a few of the extreme
eigenvalues of large sparse matrices. Many of those algorithms have been turned out to
solve linear systems of equations. In this paper we present an unsymmetric linear system
solver based on projection techniques. We call this method adaptive because unlike usual
Krylov subspace approximations which when receiving in entry an initial vector, they con-
struct in a steady way a basis for the polynomial subspace where the approximated solution
is sought, our approach follows up the construction process in order to enrich the basis with
informations on the direction of the solution. Moreover it allows ad hoc actions to handle
breakdowns internally. The convergence of the method is established when the symmetric
part of the coeflicient matrix is positive definite. Finally we illustrate the usefulness of the
method using a number of representative PDE problems run on a CRAY-2.

Key words. Krylov subspaces, iterative refinement, Arnoldi’s method, GMRES, precondi-
tioning.

Un solveur adaptatif pour la résolution de systemes linéaires
creux non symeétriques de grande taille

Résumé

Nous étudions une méthode itérative pour la résolution de systémes linéaires non symétriques
creux de grande taille. A chaque pas, cette méthode minimise le résidu dans un sous-espace
construit a partir des solutions approchées obtenues d’abord de maniére similaire aux méth-
odes de sous-espaces et corrigées ensuite par un procéde du type raffinement itératif. Nous
établissons la convergence de cette approche pour les matrices dont la partie symétrique
est définie positive et comparons ses performances, sur un CRAY-2, i ceux de la méthode
GMRES sur un ensemble varié de problemes d’EDP.

Mots clés. Espaces de Krylov, raffinement iteratif, méthode d’Arnoldi, GMRES, précondi-
tionnement.
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1 Introduction

Consider the linear system

Az = f (1)

where A is a real square non singular matrix of order n. There are several strategies for ap-
proximating the solution of (1) with respect to order, structure and properties of the coefficient
matrix A. If the order n of the system is reasonable i.e. if the dense matrix can fit in the
main memory without performance overhead, one may certainly use direct methods for which
efficient and reliable codes adapted to nowadays parallel anl vector supercompnters are world-
wide available on high quality software packages [3]. When A is large and sparse, among a wide
variety of iterative algorithms one can obtain a splitting A = M — N and then apply a classical
iterative method of the form

g1 = (M7IN)z, + M7 f. (2)

The recurrence scheme (2) leads to the solution of (1) if and only if the spectral radius or M-IN
(p(M~!N))is less than one. In such case (2) is said to be consistent. Unfortunately a consis-

tent and straightforward (i.e analytic) splitting is known for some special classes of matrices only.




Galerkin type methods, i.e. projection methods onto a subspace K; having an orthonormal

basis V; = {v1, va, ..., v;} consist of looking for z; belonging to K; such that
Pi(Az; - f)=0 (3)

where P; is a projection onto K either orthonormal (P; = V}ViT with V}TV; = I) or oblique.
Usually K; is a Krylov subspace i.e. K; = {v;,Avy,..., A" 'v;} and V; results from the well
known Lanczos or Arnoldi process depending on whether or not the matrix is symmetric (8, 5].
Projection approximations are suitable for large sparse matrices and are now used in various

matrix computation other than eigenvalue or linear system problems [9].

The Generalized Minimum Residual method (GMRES) [10] for solving the linear system (1)
is one of the most versatile subspace projection algorithm for nonsymmetric matrices. It is de-
rived from the Arnoldi process for constructing an /;-orthogonal basis of Krylov subspaces and
instead of solving the weak form (3), it minimizes the residual norm over the current Krylov

subspace and presents the rare quality of avoiding any breakdown.

We propose two algorithms based on projection techniques : the first algorithm is derived
in the same spirit as in Arnoldi’s method in the sense that it builds gradually a small matrix H
using projection techniques and replaces the linear system (1) by the small one Hy = 2. The
second algorithm minimizes the residual on some subspace and therefore can be viewed as a
GMRES like method. We discuss both theoretical and practical aspects of these two versions
and show the connection between them. We present numerical experiments on some elliptic
PDE problems run on a CRAY-2. We illustrate a major advantage of those approaches over

GMRES on the convergence test when preconditioning is used.

In the sequel we denote by § = ﬁt{ﬁ and by N = 5“—,;‘3- the symmetric part and the skew-
symmetric part of A respectively. We demote by z the exact solution of (1) and by M an
appropriated preconditioning matrix. MGS stands for the Modified Gram-Schmidt procedure

[5]. The integer m fixes the maximum attainable size for the basis.

2 Algorithm SASLU

Choose an initial guess-vector v; and set Vi = [v;]
fori=1,2,...

W; = AV,

H;=VIW, 2z =VIf

solve H;y; = 2;



compute z; = Viy; and r; = f — Wy,
if convergence stop
Dig1 = M~ 1r;
if dim(V;) < m
Vis1 = MGS[V;, 9i4a]
else
Vier = MGS[zi, biy1]
restart
endif

endfor

The main idea behind the algorithm is that at each step an approximate solution is computed
cheaply using the weak form (3), and this approximate solution is then corrected by one step
of a splitting type method. Indeed, if z; = V;y; denotes an approximate solution obtained from
the small system H,;y; = 2;, then a natural idea for improving the accuracy of z; is to look for
an &; satisfying M2; = (M — A)z; + f (Jacobi, Gauss-Seidel, SOR, SSOR fall in this class of
iterative scheme with special choices of M). The new approximate solution is then given by

£; = zi + M~ 'r; where r; = f — Az;.

Another argument which motivates the algorithm relies upon the iterative refinement (7] which
is based on the principle that giving z; approximating the true solution Z, if we denote by éz;

the deviation vector between z and z;,i.e T = z; + §z;, we have
0=f—AZ = f — A(z; + éz;) = r; — Abz; = bz; = A7 'y

Therefore z;4; = z; + 6z; = z; + A~!r; is an improvement over z; provided that éz; is obtained

accurately. This gives raise to the following algorithm known as iterative refinement scheme :

Ty =A"lf ! in low accuracy
2. fori=1,2,..

21. r; = f— Az, ! in high accuracy

2.2. 241 = z; + A™'r; ! in low accuracy

endfor

By using M ™! in place of A~! in statement 2.2 of this algorithm, we have considered V4, =
Vi, M~1r;] as a relatively low costly improved basis (z; € span(V;)). In [6], it is shown that if an

iterative method is used in conjunction with iterative refinement, it is possible to prove under




certain conditions that after some steps of iterative refinement, the solution will be accurate
to machine precision. Practically, for avoiding excessive growth in storage, we need to restart
periodically. A natural choice of the new initial basis is V;4; = [z], but it is easy to show
that the next resulting residual will remain the same as the previous one. Hence by choosing

Vis1 = [zi, M~ 1r;] at restart, we gather those two steps into one and thus skip the stagnant step.

We finally note that solving the projected system H;y; = z; is equivalent to the Galerkin condi-
tion : V; and r; are orthogonal (i.e. VIr; = 0).

2.1 Programming Considerations

We stress on the fact that the algorithm evolves almost entirely by means of updatings. We
mention also that the solution z; = Vy; is carried out only when convergence is reached or at

restart since the residual is obtained independently.

2.1.1 Updating Details

A step, among many others, where an update is involved is the Modified Gram-Schmidt or-
thonormalization of [V;, M~1r;]. Since V; was already orthonormalized, we just have to correct
the last column. If we let V41 = [V, vi41] after the orthonormalization, the following formulas
hold.

Wi = (Wi, Avi) (4)
. — z'.
Ziy1 = [valf} (5)
H; VT Avi4q
Hi = t ioonE 6
+1 [ valAV; valAv;H J (6)

The coefficient matrix is accessed only through matrix vector products, hence the algorithm is
independent of the matrix data structure and it allows the user to design a high efficient matrix

vector product with respect to the structure, the sparsity and the features of the system matrix.

At each iteration, the algorithm needs to solve the projected system H;y; = 2z;. If the ma-
trix A was symmetric positive definite then H; would have the same property and the derived
projected system would have been solved by means of Choleski updating {5]. For the general case
where A is unsymmetric, we perform an LU updating. If H; = L;U; denotes the factorization
at iteration ¢, we make use of it to obtain H;;y = L;4+,1U;41 with

L; 0 Ui v
Li+1=[1i /\i], Ui+1=[0 #i] (7)



and

L = oL AVU!
U, = Li_l‘/iTA'UH_] . (8)
/\i/t,' = v,~T+1Av,~+1 - l,'u,‘

As long as we assume that the system matrix A is positive definite, i.e., the symmetric matrix S
is positive definite, the interaction matrix H; is also positive definite and therefore non singular.
Observe that

Aitti = v APy (9)

where
P=1-VH'VTA.

Normally J; is set to 1 in the standard LU factorization.

2.1.2 Complexity Analysis

Concerning the storage, let us remind that m is the maximum size for the basis. We need
extra space to keep the basis V; whose maximum order is (n,m), the work array Wi(n, m), the
interaction matrix H;(m,m) and the projected right hand side vector z; whose maximum length
is m. This gives the total increase of m(2n + m + 1) which is of common order to projection
methods. We will see further that a good choice of m should not exceed 21/n. Thus the storage

requirement is at most of order 4n/n.

Concerning the floating point operations, let M ATV EC denotes the complexity of evaluating
the matrix A times a vector, M SOLV E the complexity of solving M 9,41 = r; and HSOLV E(3)

the cost for solving the projected system at iteration . We have the following complexity results.

W; = AV, by (4) :1MATVEC
zi=VIf by (8) :2n

H; = L;U; by (8) :2i% 4+ (2n—1)(2i-1)
yi = H7 'z : HSOLVE(3) in O(i%)
z; = Viys : 2m

ri=f-Wy 4 2n:

Dip1 = M7 1ry :1MSOLVE

Vit1 = MGS[V,, 9i41] :4ni+ 3n .

Therefore we infer that the overall complexity per iteration in SASLU is about

2i2 4+ 2(6n — 1)i +4n + 1+ HSOLVE(i)+ 1 MATVEC + 1 MSOLVE




2.2 Convergence analysis

Without loss of generality we can assume here that M is the identity matrix I (see remark
2.1). We assume also that S, the symmetric part of A, is positive definite. The following simple

lemma is needed to analyze the convergence of SASLU.

Lemma 2.1 The matriz P; = I — V;H7'VT A introduced in (9) satisfies :

P} = P
PV, = 0
AP, = PTAPR
VIAP, = 0
PiTr; = r;
P(I-VVY) = P
(I -viVP = 1-VVT

R” = A‘I[Vil] @ Vi and F; is the projection associated to this decomposition, i.e., P; is a
projection onto A~'[V] along V; where VA denotes the orthogonal complement of V;, i.e.,
Vit = span(I - ViVT).

Proposition 2.1 The iterates generated by SASLU are related by the recurrence scheme
Tiv1 = Ti+ o B (10)

where

rire _ i3

rTPTAPr; || Pimil

(11)

Proof. From (7) we derive

L:l 0 -1 [ U,'_l _I-‘i—lU,‘_iui ]

Lx_+11 = [ —A"_ll"lr_] )“_—1 ] and Ui+1 = 0 /‘i—l

thus using (5), (8) and (9) we obtain

Yit1 = H¢_+112i+1 = Uilll L;Llﬂiﬂ
[ H7 4 Q) T VT Ao o AVHTY — () TV Av | | 2
- "(/\i#i)—lv.'j;lAViH,‘- (i) ™! ] [ viT-;-l.f:l
_ [y ] + (up)? [ H;'"IV.‘TAU.'HU,'T«FAViyi - Hg;l‘ﬁTAvi+1U£1f ]
| 0 -0 AViyi + vl f
= %’ ] + (z\i#i)—‘v:ﬂlr;[ - H; lvliTA”iH ]




therefore

Tiv1 = Vipvisr = Vi vialvigr = 2o+ Q) 0l mi[-ViH'WVT Avigy + vig]
= ;4 ’U?_;_l'l‘,' P:v; 1
' v?_;_IPiTAP,'v,'+1 Pt
. T
Assuming that M = I we have v;;; = —— and the announced result follows. a
T Il
1

Remark 2.1 The use of the preconditioner M in SASLU leads to the following relation
Tiyr = zi+ BiPM ™'

r,-TM"Ir.'
T?‘M_TI)‘-TAI){M-IT" )

where §; =

Lemma 2.2 If we denote by Py . the restriction of P; to V2 then we have

1< o<1+ || HTWTA|Z <1+ Imaz(A) )" (12)
Umin(Hi)

for any singular value o of P,-lV‘J.

Proof. Consider the eigenvalue problem P'.Tv._l_Pﬂv.Lw = o?w with w € V1. Taking into

account that V7w = 0 we have
PlyiPyyiw =w— VH'VT Aw+ ATVHTHT WV Aw = 0w
hence
ATVH TH'WT Aw - VHTWT Aw = (02 - Dw
which gives

_ T ATV(EHT) WV Aw (| H VT Al

2
‘-1
wlw llwli3

therefore
0< o 1< |H VT Al

and finally

1< o <14+ | HTWVTAIE < 1+ 1HTZIALR.




Proposition 2.2 Let T be the true solution and e; = T — x; be the error at iteration i, if we
assume that the restriction of AP;A on A™1[Vt] is positive definite, then there exists 0 < w; < 1
such that

leially < (1= willeills (13)
where ||z||s denotes the S-norm of  which is define as

llz||s = VzT Sz.

Proof. We first note that

Ae; = r; (ri € V,J')
€iy1 = € — a;P,-r,-.
Using (11) and lemma 2.1 we have
e?_‘*_lSe,'.;.] = 6?56; - 2(1,’6?51’,‘7‘,’ + a?r,-TPiTSP{r,'

eiTSe; -~ a;e,-TAP;m

e?‘Sei (1 f.‘_ﬂ) .

= T 7"~TA_11‘,'
with
o = ———~—T?T‘ >0
YT (Pir)TA(Piry)
and

eT AP;r; = el AP Ae; > 0

since AP;A is assumed to be positive definite on A™![V;}] and e; € A7 [V1].

Therefore

Iri TA-T AP,
leivills = Heill |1 - AL Ty
(Pir)TA(Piry) rTA-lr
rfA"T APy,
< lells |1~ T
”A”2”A 1”203710_;(1){"/})
wTA-TAPu

If we let p; = min
u

i T, then p; > 0 and using lemma (2.2)

leirrll: < llelid | 1-

Pi
2
) (14 245



Remark 2.2 We notice that if A is symmetric, then for every u € A7'[V}]
wT AP Au = uT A%u — (A)TVH VT A%u = wT A% > 0
which means that AP;A is positive definite.

The relation exhibited in proposition 2.1 above is a way to compute the undergoing solution
of SASLU. At first glance, it seems to require a large amount of calculations although we have
in mind the re-use of data. This gives emergence to the question of deciding if we must use
that recurrence formula or the more regular and straightforward forward-elimination/backward-

substitution induced by LU decomposition which in our case is already available.

Proposition 2.3 In order to compute the nezt iterate x4y, if t < /4n + 3-2, it is less costly to

proceed directly by forward-elimination/backward-substitution than to use the updating formula

(10).
Proof.

e On one hand suppose that we use the formula z;4; = V,~+1U,~'+l1 L;_:lzi.{,l to compute the
next iterate. Since the complexity of a triangular system of order p is p2, we infer that the
cost of computing z;4; is 2n(i + 1) + 2(¢ + 1)2.

e On the other hand suppose now that we use the update formula (10) :

.Tr" — 277,

® = rpiap. — available see (9) et
Pri = 1 [lr;HzViU,'—lui see (8) * 4+ 2ni+2n

therefore the cost for computing ;41 = z; + a; P;7; is now % + 2ni 4 6n + 1.

Consider the function (i) = (2n(i + 1)+ 2(: +1)?) — (6n+1+2ni+i%) =i +4i+1—4n
which is a second degree polynomial in i. We can check that in the range [1,\/4n +3 - 2] the
so defined ¢(¢) is negative. o

If we take /4n + 3 — 2 ~ 2,/n, the above proposition shows that depending on the size of the
basis, we must switch from LU to the update formula (10) at a certain iteration. In practice, the
maximum size m is less than 24/n and such a switch is not necessary. The value of HSOLV E(3)
is then 2:%.

We now discuss another algorithm for solving the linear system (1). Unless otherwise men-
tioned, we keep the same notations m, MGS, S = iZLAT—, N = A—’;i as before.




3 Algorithm SASMIN

Choose a norm one start-vector v, and set V] = [v;]
for:=1,2,...
W; = AV,
find y; € R* such that ||f — W;yi||, is minimal.
compute z; = Viy; and r; = f — Wiy,
if convergence stop
dig1 = M~
ifdim(V;) <m
Vit1 = MGS[V;, diga]
else
Vis1 = MGS(zi, Diy1)
restart
endif

endfor

The main difference between SASLU and SASMIN is that in SASLU we solve a projected system
at each step while in SASMIN we minimize the residual norm in the projected subspace. Both

algorithms increase the basis in the same way, however in SASMIN, orthogonality of V; is not
primordial and MGS operates for scaling only. It may be partial.

3.1 Convergence

First note that after the orthonormalization sfep, the assignment 9;,; = M ~!r; is equivalent to
solve the system M (9;41 — Viyi) = r; and this can be viewed as a correction of the approximate
solution V;y; which would be obtained by one step of iterative refinement provided that the
spectral radius of M~1(M — A) is less than one. This step is therefore crucial to the success of

the method. The following proposition is easy to prove.

Proposition 3.1 If we start SASLU or SASMIN with v, = WM—:TI—AB, and if no restart is used,
then the basis V; generates the Krylov subspace K; = {v;, M~ Av, ..., (M'lA)'_lvl}.

The following theorem gives sufficient conditions under which SASMIN converges.

Theorem 3.1 Assume that the symmetric part S sps-1 of AM ™! is positive definite and that we
-1

start SASMIN with vy = AA;_ i if no restart is used, then the residual r; = f - W,;y; computed
2

i/2
’\72nin(SAM_’) “f” )
Amaz ((AM-1)T(AM-1)) ’

at step 1 satisfies ||f -~ Wiyill, < |1 -

10



Proof. At step i, the residual r; satisfies the minimization problem

ILf — Wiuill, min I|f = Avla

min ||f = Api-1(M ™ A)ui |,
Pi—1€Pi1

where P;_; stands for the set of polynomial of degree not exceeding i — 1.
If, on the other hand ith v, = M7 h
, on the other hand we start with v; = I]F‘ﬁ; we have

- Waill, = min ~ Apio(MTTA)M!
I f ¥ill s Ilf — Api_x( ML,
= i — AM7'piy(AMT!
. pi-1(AM )],
= min J(AM™!
{9i€P; ; qi(0)=1} llgi( )f”2
2 if2
< |1o—pmalac) 151
’\ma:: ((AM‘I) (AM—l))
The last inequality is derived in the same way as in [4]. -

Even when restart is used, the residual norm decrease because the previous best estimate is

incorporated in the new initial basis and the minimization still goes on.

3.2 Practical Details and Complexity Analysis

As in SASLU, we intensively use updatings. However the drawback here seems more heavier

since the resolution of the small linear system is replaced by the linear least square (LLS)
problem :

find y; € R’ such that ||f — Wiy, = min [|f — Wiylle.
veR"
Nevertheless it is a full rank LLS problem and if we consider the QR decomposition of W;
W; = Q:R;, with Q; € R*** and R; € R,

the unique solution is

wIw)'wlf
R7'QT 1. (14)

Yi

It is easy to prove that Wi,y = (W;, Aviyy] = Qiy1 Ripy with

R, m
Qi+l = [Qn Qi+1], Ri+1 = [ 0 + ] )

9it+1

11




where

T = Qf Avip
gisr = |l = QiQ1)Avip]l2
_ (I -Qi@)Aviy
¢i+1 =
Jit+1

In a similar way as in proposition 2.1, we can derive the following result.

Proposition 3.2 The iterates generated by SASMIN are related by the recurrence scheme
Tiy1 = Tit o PMT'n;

where

P, = I-V,R7'QTA
r?AM’lr;
rTM-TPTATAP,M-1r;

P; is the projection onto A™![Q}] along V; and satisfies :

Qi

P} = P,
RV, = 0
PTATAP, = ATAP
(I-Q«QNHA = AP.

Our implementation of SASMIN does not make use of the above recurrence relation. It is based
on Householder transformations [5]. Let Hy,..., H;—1 be the available Householder elementary
reflectors at completion of iteration i — 1. Iteration ¢ needs the application of previous reflectors
on the new appended column of W; = [W;_;, w;] followed by the computation of the new
reflector. If we let w() = H;_;---Hyw; be the resulting column vector after premultiplying
previous Householder transformations on the new appended column, then the new reflector is

constructed in the following manner :

o = —sign(zi)'('))||11)(i)(i:n)[lg
n = (of - o))
H = I-ruuf
0 ]

0
u; = 'II)!(')—U,

-(0)

1+1

0




The premultiplication of the so defined reflector on @) does not affect its first (i — 1) st compo-
nents but zeroes the last (n — i) th ones. Moreover the (i — 1) st components of w(*) constitutes
the z-th column of the triangular factor R; of the QR decomposition of W; with o; being on the
diagonal. On the other hand the orthogonal factor Q; is the first i-th columns of the product
of the elementary reflectors Q; = H,-.--H;., ie., Q; = [(Qi, -]. However, neither the applica-
tion of H; on %), nor the computation of Q; is done. We just compute %)), ¢; and 7;. The
upper triangular part of W; contains R; while the lower part contains non null components of
Householder vectors u;’s which can be used to generate Q;. Observe that the first non null
component of u; may be saved, thus overwriting o; the i-th diagonal element of R;. Indeed, R;
is needed to compute the approximate solution at convergence or at restart only and the o;’s
can be recovered at the right time since lb'(i) — 0; = —(0;7)”!. Hence there can be only one

auxiliary vector for keeping the 7;’s.
Another point of interest is the computation of the residual which is done without knowing
explicitly the actual approximate solution. Recall that Q; is not available and that we can only

apply Q; = H, - H; or Q,T = H;---H, on a vector, if we let 3() = Q?f, then we make use of
the equalities

to obtain

ri=f-QQTf=f-Qi| &

From this analysis we can see that the storage is limited to the basis V(n, m), the work array
W(n,m), and two auxiliary vectors 7(m) and %(n). Therefore the overall extra space here is

2mn + m + n. We can also derive the following complexity costs per iteration.

W; = [Wi_1, Av;] . 1 MATVEC

) = H; -+ Hyw; :(An+7)i-22—4n -5
H;ie. o;, 7, u; 1 2n4+6-2:

300 = QT f = H36-Y c4n 45— 44

¥ = R71a0(1:9) ;12

zi = Viyi P 2na

ri=f—Hy---H[20)(1:4),0,..,0]7 : (4n+3)i—2i® 4 n

13



Bip1 = M~1r : 1 MSOLVE
Vigr = MGS[V;, 941 . dni + 3n

Therefore we infer that the overall complexity per iteration in SASMIN is about

2n+ 6+ (12n 4+ 4)i — 324+ 1 MATVEC +1 MSOLVE

Let denote by cplx;(SASLU) the complexity of SASLU at iteration : whithout counting the cost
for computing z; and by cplx;(SASMIN) the one of SASMIN whithout counting the cost for
computing y; and z;. We have cplx;(SASLU)~cplx;(SASMIN) = 8:2 +(2n — 12)i 4+ 2n — 3 which
is greater than zero. Hence we notice that although solving a least square problem in its own
right is more expensive than solving a linear system by LU-factorisation, the implementation
of SASMIN is less costly per iteration than SASLU. This is due to the fact that in SASLU the

factors L and U are explicitly constructed.

4 Numerical Experiments

This section presents timing results and numerical behaviour of SASLU and SASMIN compared
to GMRES. The test matrices come from the application of the seven point centered difference

operator on the elliptic partial differential equation of the form
auzr + buyy + cu,, + du, + €Uy + fuz +gu = F

on the unit cube. The true solution is analytically known and is used to generate the right hand

side of the system. a,b,¢,e, f, g are functions of z, y, z.

Problem Solution
(a) Urr + Uyy T Uzt u=zt+yt+z
10%e%¥*(up + uy — u,) = F

(b) (€% uz)y + (e7™ ¥ uy )y + (7% u,), —

250(x + y + 2)ug — 250[(z + y + 2)u); u = e*¥sin(wz)sin(ry)sin(rz)

—uf(l+z+y+2)=F
(¢) Uzr + Uyy + Uz — u = e*V?sin(wz)sin(ry)sin(rz)
103(1 + z2)u, + 10%(uy + u,) = F
(d) Uzz + Uyy + Uz — u = eV sin(wz)sin(ry)sin(rz)
10%[(1 - 2z)uz 4+ (1 — 2y)uy + (1 = 22)u,] = F

Table 1. The test problems.

The number of interior grids in each direction have been set to 12 and the obtained matrices are
all of order n = 123 = 1728 with nz = 11232 non zero elements. Some of their characteristics

are outlined in the tables describing the results; for more details on these problems see [1] and

14



references therein.

All the methods are carried out on one processor of a CRAY-2 in dedicated mode. The GMRES
code is the one in the official release version 2 of the Sparse Linear Algebra Package (SLAP)
available via netl{ib. Two common preconditioners for sparse unsymmetric matrices are used :
ILUO and ILUTH. ILUTH(to!) means that the drop tolerance parameter is tol || A||, and there-
fore elements appearing in LU decomposition whose magnitude are less than this drop tolerance

are ignored. We denote by nzilu the fill-in created during the incomplete decomposition.

4.1 GMRES : the shortcoming of the convergence test

When dealing with left preconditioning in GMRES, we solve the system

Ai = f (15)

where A= M~'A and f = M~1f.

By construction GMRES will compute without extra work the residual norm of (15) [10, 2]
=1, - - .« .

which is somewhat the preconditioned residual M = “Mﬂ%é'_;ﬂ?ﬂh of the original system.

Therefore a stopping test based upon this cheaply computed residual can be misleading. Indeed

if M is nearly singular the preconditioned residual may be small while the relative error “?n%ﬁ‘;“l

is still large. Moreover, note that since one works with the modified system (15) the approximate

iterate z; can also be worstly computed. Let us consider the two following convergence function

checkers :
logical function cvge() ! convergence checker
1"'
o = (B <
end
logical function mcvge() ! modified convergence checker

mcvge = (HM—],QH-’- < e)
if (mcvge) mevge = (HLWI—‘UZ < e)

end

The execution of cvge which corresponds to the execution of the first statement of mcvge does
not require extra cost but the execution of the second statement of mcvge requires to obtain
z; explicitly and to do one more matrix-vector multiplication. However mcvge is more reliable

than cvge as it is illustrated in the following example.
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Problem (a)
Re(A(A)) all positive, A not definite, |[Alloo = 428.95

IM~Trilla | Iz — zill2 .
SOLVER M NMULT — starts | time
M- 1)l IEIP
GMRES B | 927 1.0E-10 0.4E-09 12 6.97
(cvge) ILUO 1601 0.1E-07 0.1E409 21 31.12
ILUTH (10_3) 151 1.0E-10 0.3E-03 2 4.30
[ir:]l2
ILA1l2
GMRES I 927 1.0E-10 0.4E-09 12 -
(mcvge) ILUG 1601 0.9E+08 0.1E+409 21 -
ILUTH (10_3) 3052 0.2E-03 0.1E-03 21 -
I 1262 0.9E-10 0.1E-09 16 21.50
SASLU ILUO 1600 0.6E-03 0.1E-02 20 47,92
ILUTH (10_3) 396 0.9E-10 0.1E-09 5 15.21
1 1555 1.0E-10 0.3E-09 20 16.86
SASMIN ILUO 1600 0.2E-01 0.8E-01 20 35.88
ILUTH (10:") 712 0.9E-10 0.1E-09 9 21.95
M = ILUTH(1.0E-3)
1013 ,
1010 |
107 |
104 ]
100} 4
103 E il
103
residual
10 preconditioned residual
long 200 400 600 800 1000 1200 1400 1600 1800
Iteration

Problem (a)
Misleading of preconditioned GMRES

|| M1 Ae]|2
llell2

g

GMRES succeeds when no preconditioner is used i.e.

converges very poorly when M = ILUTH(1073).

singular. If we denote by e = (1,...,1)7 then we have
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1.81E +11 for M = ILUO
8.75E + 05 for M = ILUTH(1073).

M = I, fails when M = ILUO and
However the use of the stopping checker

cvge does not lead to this conclusion. The explanation is that both preconditioners are nearly




Therefore to prevent this shortcoming we base the convergence test on mevge rather than on
cvge and the speed of convegence is not really affected since this test is done only periodically.
This drawback does not occur in SASLU and SASMIN since the original residual must be
computed. We refer to theratioy = “%’—:3“3 as an indicator of the quality of the preconditioner
M. We will say that the preconditioning matrix M is of good quality if this ratio is not far from
1.

4.2 Comparisons between SASLU, SASMIN and GMRES

For all tests, the convergence criterion is

— Az

1712
The prespecified € is 1071°; itmaz, the maximum number of outer iterations i.c. the number of
restarts is set to 20 and m, the maximum size for the basis is set to 80. Entries in tables contain

for each algorithm :
¢ the type of preconditioner denoted by "M”

o the number of matrix-vector multiplications denoted by "NAULT™
IS = Azl
112
Iz = zill2
1z]l2

e the number of restarts denoted by “starts”

o the relative residual denoted by "residual”

e the relative error denoted by error”

¢ the execution time in seconds denoted by "time”
o the exit completion code denoted by "code” which is "F” for failure or ”S” for success :

— F/LU means that failure was due to ILU decomposition which has failed or was nearly
singular
— the symbol @ means that if the stopping test was based on the convergence function

checker cvge, then the mentionned misleading of GMRES would have occurred (see
problem (d)).

Globally we observe that SASLU and SASMIN converge or fail both together and when they

fail GMRES also do. But the converse is not always true. We particularly observe that :

o positive definite property of A ensure convergence and if it is the case, GMRES reaches the
desire accuracy always the first when no preconditioner is used. But when a preconditioner
is used SASMIN performs slightly better. SASLU is a little slow since it oscillates as one

can see on the curves
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o if Ais not definite but Re(A(A)) are all positive (or all negative), then convergence can also

be achieved. It can be slow when no preconditioning is used and is not always guaranteed

o if A is not definite and the spectrum of A lies on both sides of the complex plane, then all

the methods need a good preconditioner.

| (n=1728 and nz = 11232 for all problems) |

Problem M nzilu | v = M—:':e 2

(a) ILUO 1.81E+11
ILUTH(10~%) | 209620 8.75D+05

(b) ILUO 1.20
ILUTH(107%) | 25752 1.04

() ILUO 28.50
ILUTH(107°) | 43280 22.96

(d) ILUO 2.58D+05
ILUTH(1073) { 91393 1.642

Table 2. Fill-in and quality of preconditioners.

Problem (b)
Re(A(A)) all positive, A definite, ||A]lo = 111.96
L§()I.VER. [] M | NMULT | residual | error | starts | time | cod?}
1 384 0.86E-10 | 0.52E-10 5 6.47 S
SASLU ILUO 13 0.69E-10 | 0.67E-10 1 0.26 S
ILUTH (107%) 13 0.29E-10 | 0.24E-10 1 0.26 | S
I 593 0.97E-10 | 0.15E-09 3 6.38 S
SASMIN ILUO 13 0.51E-10 | 0.51E-10 1 024 | S
ILUTH (107°) 12 0.78E-10 | 0.13E-09 1 0.23 S
1 367 0.98E-10 | 0.18E-09 5 2.75 S
GMRES ILUO 14 0.57E-10 | 0.45E-10 1 0.25 S
ILUTH (10™%) 15 0.13E-10 | 0.12E-10 1 026 | S

Problem (b) is such that the coefficient matrix is positive definite. The three methods converge.
Moreover the preconditioners are of good quality and this explain the significant gain when
they are used. With M = I SASLU has a small number of matrix-vector multiplication than

SASMIN but it has much more expensive complexity so its execution time is the highest.



Problem (c)
Re(A(A)) all positive, A not definite, [|Allc = 153.38
[ SOLVER | M | NMULT | residual | error [ starts | time [ code |
I 631 0.85E-10 | 0.71E-10 | 8 10.76 | S
SASLU ILUO 49 0.68E-10 | 0.54E-10 | 1 127 | S
ILUTH (1079) 45 0.63E-10 | 0.13E-09 1 1.18 S
1 896 0.94E-10 | 0.31E-09| 12 | 9.70 | S
SASMIN ILUO 47 0.87E-10 | 0.15E-09 | 1 097 [ S
ILUTH (1079) 44 0.96E-10 | 0.21E-09 1 0.95 S
I 608 0.98E-10 | 0.38E-09 | 8 4.58 | S
GMRES ILUO 54 0.95E-10 | 0.13E-09 | 1 094 | S
ILUTH (1073) [ 46 0.60E-10 [ 0.12E-09 | 1 090 [ S
Problem (d)
Re(A(A)) all positive, A not definite, ||Allo = 165.76
l SOLVER ” M l NMULT ] residuau error I starts l time [ co@
I 435 0.91E-10 | 0.14E-09 | 6 724 | S
SASLU ILUO 239 0.74E-10 | 0.91E-10 | 3 715 [ S
ILUTH (107%) 27 0.40E-10 | 0.49E-10 1 069 | S
I 410 0.97E-10 | 0.33E-09 | 6 443 | S
SASMIN ILUO 310 0.97E-10 | 0.25E-09 | 4 6.92 [ S
ILUTH (107°) 26 0.99E-10 | 0.14E-09 | 1 058 | S
I 433 0.99E-10 | 0.39E-09 | 6 3.25 | S
GMRES ILUO 3086 [ 0.72E-04 | 0.48E-04 | 21 [41.45] ©
L ILUTH (1073) 29 0.38E-10 | 0.49E-10 1 0.60 S

For problems (¢) and (d) the coefficient matrices are not definite but their eigenvalues lie on the
same side of the complex plane. SASLU and SASMIN converge even in problem (d) using the
preconditioner ILUOQ which is not of good quality and is nearly singular. GMRES would have
end up with the convergence flag set on if the stopping checker was the function cvge although

it is not the case.

5 Conclusion

In this paper we have presented a new projection approach based on a gradually improved basis.
We have proposed two variants of this approach, the first one is linear system oriented while the
second one is least square oriented. Both variants increase the basis in the same idea : the new
basis vector is the improved solution over the current subspace. Convergence and complexity
have been studied in the case where the symmetric part of the matrix is positive definite. The

two strategies are of practical value and implementation details can still be improved. In case
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of multiple right hand sides for example, a block version can be designed and we have tested
numerically that it has a significant acceleration on the global convergence with respect to the
size of the blocks. Theoritically when the coefficient matrix is positive definite break-down
cannot occur. However special care should be taken to handle it. The processes fail when
the new basis vector can be generated by the previous ones i.e viy1 € span(V;). But since
calculations do not exploit any mathematical property related to this new vector, another one
can be incorporated in place of it in order to avoid to restart. The methods succeed in solving
a variety of PDE problems, including some problems where the matrix is not positive definite.
The original residual is always available and in case of nearly singular preconditioners, contrary

to GMRES, the methods do not render unrealistic solutions.
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