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Existence d'un attracteur pour l'approximation
quasi-géostrophique des équations de Navier-Stokes et
estimation de sa dimension

Christine BERNIER *

Laboratoire de Mathématiques, B.P. 239
Université de Nancy 1
54506 Vandoeuvre-les-Nancy Cedex, FRANCE.

Résumé : On étudie 1'approximation quasi-géostrophique des équations de Navier-
Stokes. Cette approximation est couramment utilisée pour la modélisation des circulations
océaniques. On suppose que l'océan est divisé€ en N couches. On démontre 'existence et
l'unicité de la solution et ensuite I'existence d'un attracteur maximal qui décrit le
comportement a long terme des solutions et on déduit des estimations de ses dimensions
fractal et de Hausdorff en fonctions des données.

Existence of attractor for the quasi-geostrophic
approximation of the Navier-Stokes equations and estimate of
its dimension

Abstract : In this paper, we study the quasi-geostrophic approximation of the Navier-
Stokes equations. This approximation is usually used in modelisation of oceanic
circulations. First, we consider the barotropic modelisation, and in a second part, we
supposed that the ocean is divided in N layers. For the both modelisations, we prove the
existence and uniqueness of the solution, and then the existence of a maximal attractor
which describes the long time behaviour of the solutions and we derive estimates of its
Hausdorff and fractal dimensions in terms of the data.
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Introduction :

The important role played by attractors in the study of the large time behaviour of
the solutions of partial differential equations is now well known. The existence of a
maximal attractor which attracts all trajectories as time goes to infinity has been already
proved for the Navier-Stokes equations (Babin-Vishik [1], Constantin-Foias-Temam
[6)). In this work, we consider the quasi-geostrophic approximation of these equations,
when the unknown functions are stream function and vorticity, with Dirichlet boundary
conditions (Pedloski [14], Le Provost [10]).

This paper is divided in four parts. First, we consider the barotropic modelisation,
and in parts 3 and 4, the muitilayer problem. For both modelisations, we prove -parts 1
and 3- existence and uniqueness of the solution of these equations, using classical
arguments (Lions [11]), and then -parts 2 and 4- study the existence of a maximal
attractor, and also derive the estimates of the Hausdorff and fractal dimensions (Temam
[15], Marion [13]).

Notation :
Let Q be an open bounded set of R with boundary T". For p € [1, + o], we

denote by LP (£2) the space of measurable scalar functions on £ for which
lul =( Jlu(x)lp)”p <+o0o forl<p<+oo
Lp(Q) - p ¢

lu lLoo(Q)= isz sapl u(x) | < + oo,

We denote by Hk(Q) the Sobolev space of scalar functions which are in Lz(Q) together
with their derivatives of order less than or equal to k. As usual H(l)(Q) is the Hilbert

subspace of HI(Q) made of functions vanishingonI'. Wenote lul=1u IL2 @° (u,v) is

the scalar product in L2(Q) and <u,v> is the duality pairing in H'I(Q)xH(l)(Q). Letlbea

bounded interval of R and X a Banach space. We denote by LP(I,X), 1 < p<+ee,the
space of measurable functions f from I into X such that Il f lI x € LP(I). This is a Banach

=10 fil 1

space for the norm Il f il 1Pa.x) x ' LPay

We denote by A the first eigenvalue of the Laplacian operator on Q and for £2
regular, by cy the constant depending on € given by the Youdovitch inequality (Lions

[10)) for f in HA(Q)NH] (@) :

PEl 20 Syl AFLL
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THE. BAROTROPIC MODELISATION.

PART 1. EXISTENCE AND UNIQUENESS OF THE SOLUTION,
L.1. Equations and Theorem.
Let Q denote a regular enough open bounded set of R2 with boundary I, We

consider the following initial boundary value problem involving a scalar function E(x,0);
€ satisfies :

9§ oy

(1.1) §+e§+§;-AA§+J(\y,§)=v inQx R¥,
(1.2) Ay =& inQx R+,
(1.3) £(..0) =&0 () in Q,
(1.4) y=0 on 0QQ,
(1.5) £E=0 on Q)

f
where J(f,g) = g{ gs - g—y— ax .

We recall that § is the vorticity, y the stream function. The curl of the wind v is supposed
independent of time and given in L2(Q). The coefficients of bottom friction € and of
lateral friction A are positive. The initial data &g is given in H-1(Q).

We equip H-! (Q) with the scalar product :
<<€, &>> =-<§), A1 5 >= IV‘VI-V\Vz

where ; are defined by Ay; = &, i€ Hy (). It defines a norm |, | .y , which is

equivalent to the usual norm on H-! (Q).

Theorem 1.1. 1) The problem (1.1) - (1.4) admits a unique solution § in
€ (0,11, H1 (@) ALAOTLAQ) A L2 (O.TH) (@) for all T> 0,

2) This solution verifies fort 20
t
@ A &lgﬂ <tiv2infl /g + | Vy(0) 12
tvi2 inf 1
@) 1Vy®12< 1 Vy(0) 12 exp(-€At) +TE_ (1-exp(-€AD))
1€A
andforO<t<T
() tIEOR <K Vy(0) 12 +Ky
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with inf1 = inf (1 , 1

E €A = (€ + A A}), Kj and K3 real constants depending on Q,
\J 1

A e v, T

3) The mapping Eo(.) = &(t,.) is continuous in H-1 (Q).

1.2, Proof of theorem.

This proof relies on classical arguments (Lions [11]) and we shall only give its
main steps. We implement a Galerkin method using the orthogonal basis {w;};of
H(l)(Q) defined by - Awj=A;jwjin Q. We denote by Vp, the space spanned by
{w1,...,Wwm}. For each integer m, we look for an approximate solution of the form :

m m m
wm<.,t)=z gim(®wiand Em(.t) = 2 - Aigim(W; =z hi, m()wi
i=l

i=1 i=1

satisfying in Q x R*:

(1.6) (ng Wj) + E(Em,wj) + (a-a“;—m » Wi) + A (VEm,VYwj) + J(Wm, &m), Wj) = (v,wj)
(1.7) (V¥m,Vwj) = - Em,w))

(1.8) Em(.0) = Emo () in Q.

and

(1.9) Em,o0— &oin H1(Q) when m — +oo, 1Em,ol-1 S1Eohg .

Observe that (1.7) is equivalent to AYm = Em.

The problem (1.6) - (1.8) has a unique solution in some interval (0,Ty,) (Berier [3]).The
following a priori estimates will give us that Ty, = +eo. So it admit a solution in any
interval (0,T).

(i) We multiply (1.6) by gjm(t), sum on j and integrate over Q. Using (1.7) and
the Green formula, we find

1
3 g—t IVYml2 + elVyml2 + AlEyl2 - J%’Ewm - IJ(wm, EmdVm < vl hyp!
Q Q

thanks to Holder inequality.

Notice that J%%w =0 and [J(f,g)f =0 when f and g are constants on I". Using
Poincare inequality, we find :

IV Wil < )2 V1 1Vl S 1 WIZ infl] + 5 IVyl2 + 5 162
2\

with inf1 = inf (l ; L) and then
€ A\

(1.10) % IVymli2 +€ IVypl2 + A €12 <ivi2infl/A, .

After integration in time and the use of (1.9), it follows that



t t
(1.11) IVym (D12 + € l[lemlz + A J;I&mﬂ < T V2 infl/Ag + [Vy (O)2.

Using the Poincare inequality in (1.10), we have
% IVyml2 +(€+A L)) IVyp2 < vI2infl/),
and integrating in time using the Gronwall lemma and (1.9), we obtain

Ivi2 inf1

(1.12) IV ()12 < IVy(0)12 exp( eAt)+ (1 - exp( -EAt))

where €5 = (E+ A A1).

(i) We multiply (1.6) by hj m(t), sum on j and integrate over 2. We have, thanks
to the Green formula

14
5_ & |§m|2 + €|§m|2 + A|A§ml2 - %m b JV gm .
Using the Holder inequality, we obtain

fve- ﬁ;‘f@s(lw +IVyl ) 1B < (Ivi2 + IVyi2 ) infl +§-|§I2+%IV§I2.
Finally
(1.13) % Emi2 + € Eml2 + A IVERI2 2 (IvI2 + V(2 ) inf] .

Using (1.11), we obtain that
% Emi2 <2infl IVy (0)12+ 212 infl (1 +tinfl/A;).
We now multiply this inequality by t and integrate by parts. We obtain, thanks to (1.11)
(1.14) tiEm (D2 < K IVy(0)2 + K)
with K1 =2infl T+1/A  and Ka= V2 infl T (2 + 2 T inf1/A) + 1/(A A1) .

Integrating now (1.13) between a and t, and using (1.11) and (1.14), we find two
constants K3 and K4 such that
t t

Em O+ [1Emi2+ A [IVER2 < K3 1Vy (0)2+ Ky
a a
These inequalities show us that, for all constant T >0 and all @ suchthat0<a < T:

& m is bounded independently of m in L* (0,T,H-1(Q2)) " L* (o, T,L2 (Q)).
&m is bounded independently of m in L2 (0,T,L2 (Q)) n L2 (a,T,H(l)(Q)).



We now shall prove that Qéym is bounded independently of m in L2 (0,T,H2 (Q)).

We consider Py, the orthogonal projector of L2(2) on V. So (1.6) means :

%m _ AMEm - €&m- P CED) - P O(Wim, Em)) + P ().

We have AAE&ny - € Em, Pm(a—\gxﬂ) and v bounded independently of m in

L2 (0,T,H-2 (Q)). Using Holder inequality and some properties of the operator J, we
have, for u in '€ ((0,T], H3 ()

(1.15) <IWm, Em) s u> =1 [I0,Ym) Eml < 1Emi2 Nuily2.
And so WJ(Wm, EmH2 <cl€mi2 which is bounded independently of m in L2 (0,T).

So Q?Ym is bounded independently of m in L2 (0,T,H-2 (Q)). Hence there exists a

subsequence, still denotes by &m such that

Em— & weakly in L2 (0,T,L2 (2)) N L2 (0, TH(Q)),
aé_xm_ 5 %% weakly in L2 (0,T,H-2 (Q)).

(o), (B), and (y) follow from (1.11), (1.12), (1.14).

We now prove : < J(¥m, &m) , u> - <J(y,E)u> Y ue €O,TH: Q).
We have defined for all yy € L2 (0,T,H2 (Q) N H(l)(Q)).

< J(\Vm, ém) yu>= (J(U,Wm)vém) thm gm = A\Vm-

As Em— & weakly in L2 (0,T,L2 (@), ym—> ¥ in L2 (0,T,H(®)). Since

J(u,ym) = J(u, ¥) in L2 (0,T,L2 ()), so J(u,¥m).Em) = J(u,y),E). Passing to the
limit in (1.6)-(1.8), we find

%}é = AAE - E - %‘)‘(—’ -J(y, &) + v in L2 (0,T,H-2 (Q)).

Since £ € L2 (0,T,L2 (Q)) and % e L2 (0,T,H-2 (Q)), £ e €(0,T,H-1(Q)). Hence
£(.,0) makes sense and (1.3) follows from (1.9).
f of in

Let (y,£) and (y*,£*) be two solutions of the problem (1.1) - (1.4) corresponding to the
initial values &g and §*g in H-1(Q). Then w = - £* and ® = - y* satisfy

(1.16) %w +ew+%% -AAw +J(y,8) - J(y* &%) =0
where A =w, ®=00n9Q.



(1.17) w(.,0) = €0 () - E*0 ().
We notice that J(,&) - Jy*,E%) =J(@,E) + Joy*,w).

Multiplying (1.16) by ®, and integrating on €2, we obtain that
1 9 \ver2 2 2
35 VDI < + € IVODI 2 + A lwl4 S| <J(y*,w), D> fort>0

thanks to the Green formula. An integration by parts gives us that
| <Iy*w), ©> 1 S VDI, IAyH-

We use the Holder inequality and we denote by c any constant depending on Q.
| <Iy*w), @>1 ScleH Ve, 1aels .

Thanks to the Young inequality, we obtain

| I(y*w), D>1 SCIERIVOL, +AADE, .

So
IVDI2+eIVDI2 + Alwi2 <c 1E*l IVOIZ + A Iwi2 .

v

1
2

Then
% %IVQI2 < c|§*l VDI 2,

Whence, integrating in time between a and t,0 <a <t<T
VOO 2 € IVD(ax)l 2 exp(2 cK)

T
where K 2 ll@*l. Since IVO()l € € ([0,T]), we obtain

(1.18) VO 2 < IVD0) 2 exp(2cK) for0<St<T.

This result gives us the continuous dependance on the initial value and the
uniqueness of the solution. The proof of theorem 1.1 is completed.
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PART 2 : THE MAXIMAL ATTRACTOR.

2.1. Existence.

In this section, we first recall general definitions and a sufficient condition
ensuring the existence of an attractor (Marion [12], Temam [14]). We then prove the
existence of absorbing sets and of a maximal attractor for the problem (1.1) - (1.4) .

2.1.1. General results and definitions.

Let H be a metric space and let S(t), t 2 0 be a semi-group of operators from H
into itself.

Definition 2.1, The w-limit set of subset & of H is defined by :

H
(&)= nNn USH)E
s20 t2s
Definition 2.2, A functional invariant set for the semi-group S(t) is a subset # of H such

that S(t) F = & forall t> 0.

A functional invariant set @ is said to be an attractor, if it possesses an
open neighborhood € such that, for every uin %

dist(S(t) u,&) 5> 0ast— + oo,

The largest open set which contains € and enjoys the same property as %
is called the basin of attraction of &

Definition 2.3. A subset 8 of H is said to be absorbing in H for the semi-group S(t) if,

for every bounded set Bg of H, there exists T = T(Bg) such that S(t) B < 8 forall t 2
T(Bg).

We assume that
2.1 S(t) is continuous from H into itself for all t 2 0.

(2.2) The operators S(t) are uniformly compact in the following sense :
for every bounded set B, there exist t ¢ 2 0 such that

U S(t) B is relatively compact in H .
t21tp

Theorem 2.4.(Temam [14]) Under the assumptions (2.1) and (2.2), and if there exists a

bounded absorbing set B, then the w-limit set of 8 : @ = w(B) is a compact attractor
which attracts the bounded sets of H. It is the maximal bounded attractor in H and if H is
a convex subset in a Banach space, then @is connected.
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2.1.2. Existence of absorbing sets and of a maximal attractor.

Theorem 2.5. The semi-group S(t) from H-! (Q) to H-! (Q) : £(.,0) — E(,,t) associated
to (1.1) -(1.4) is such that :

(i)  there exist absorbing sets in H-! (2), bounded in H-! (Q),
(ii) S(t) is (H! (Q),L2 () - bounded for t > 0, ie
SBe B(L2(Q),VBe BH!1(Q)t>0
with B(V) = {set B of H-! (Q), B bounded in V},
(iii)  there exists a maximal attractor & which is bounded in L2 (Q), compact
and connected in H-1 (). Its basin of attraction is the whole space H-1 (Q).

Proof of theorem 2.5.
(i) Absorbing set in H-1 (Q).

In section 1, we obtained the inequality (8) that we recall

2 .
(2.3) IVy(t)l 2 < IVy(0)l 2 exp(-ea t) +lvl inf1
Al €A

We deduce from (2.3) that any ball of H-! (Q) centered at 0 of radius

(2.4) 2 >11 = vl A /—Eﬂ—
11 €A

is an absorbing set in H-! (). Indeed, if Bis a bounded set of H-1 (Q) included in a ball
B(0,R) of H-1 (Q) centered at 0 of radius R, then S(t) 8 € B(0,r9) for t 2 Tg = To( B.r2)

1 R2
To=-Llo .
0 € g(f22 - rlz)

(I-exp(-eA 1))

)  S@)is (H! (Q), LA(Q)) -bounded fort> 0.

This result follows from the inequality (y) obtained in part 1
tIE®I2 <Ky IVy(0) 2+ K.

(iii)  Absorbing set in LX(Q).

Let rp > ry be fixed. We infer from (1.10) after integrating in time that, forr » 0
andt20,

t+r t+r
2.5) e [IVy(s)2ds +A [IE@)2ds<rinfl M2/ + V(o) 2,
t {
Whence, for§ge 8< B(OR)andt2Tp,V r>0,
t+r t+r
(2.6) e IVyo)2ds +A [IEE2ds<rinfl V2/h +22.
t t

We will use this inequality later.
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In section 1, we obtain the inequality (1.13) which is available for t > 0 thanks to (ii),
% 1E12+€lE12+ A IVEI2Z <2 (vI2+ IVl 2)infl

we rewrite

.7) gt_ 112 <2 (vi2+ IVl 2) infl

and recall the uniform Gronwall lemma :

Lemma 2,6, Let g, h, y three locally integrable functions on ] tg, +e<[, which satisfy

% € Llloc(]O,m[)and% Sgy+hfort2tp.

t+1 t+r t4r

fg(s) ds < ay, Jh(s) ds < a3, [y(s)ds S a3 fort2t.
t t t

where r, a), a2, a3 are positive constants. Then
2.8) y@+r) € (‘4‘3 + az)exp (a1)

The proof of this lemma can be find in Foias-Manley-Temam [7].

Letr >0 be fixed, y=1I2,g=0,h= 2 (vi2 + IVyi2 ). We infer from (2.6) that, for
_ - €
Eoe 8< B(O,R)andt2Ty

_ A 2.2 _ 2 2 2
a1 =0, aa=2inflr(lvli +r2), a3-(rcllvl infl +5 )A.

We can apply Lemma 2.6 to (2.7). We derive from (2.8) the existence of a constant
r2> 0 such that, if o€ B C BOOR) and fort2To+r

2.9) B2 <.

We obtain from (2.9) that the ball 8; of L2(Q), centered at 0 of radius r3 is absorbing in
L2 (Q). At the same time, this result provides the uniform compactness of S(t) in H-1(Q).
IfEge B < B(O,R) and t > T +r1, E(.,t) belongs to B; which is bounded in L2(R2) and
relatively compact in H'! (Q).

To conclude, the assumptions (2.1) and (2.2) are satisfied and we have proved

the existence of a bounded absorbing set in H-! (Q2). Hence, theorem 2.4 applies and
gives theorem 2.5 (iii).
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Our aim is now to estimate in terms of the data the dimension of the attractor

introduced before. We start by recalling a few results (Constantin-Foias-Temam [6],
Temam [14], Marion [12]). We then derive estimates of the dimension of the attractor.

2.2.1. General results.

Let H be an Hilbert space (norm ! I) and # be a functional invariant set compact in
H for a semi-group (S(t))>0 .

We assume that forall t > 0,

(2.10) S(t) is uniformly differentiable in #, i.c. for every u € #, there exists a
linear operator in H, L = L(t,u) in & (H) such that

IS(t) v - S(t)u - L(t,u) (v-u)l

Sup —0ase—>0.
uve § v - ul
O<lv-ul<eg
(2.11) Sup |L(tu)l o <+ee.

ue

ForallL e & (H)and N e N*, we denote by wp(L) the norm of exterior product
ANL in ANH :
2.12) wNL) = Sup H ILE; A...ALENI.

SlbN s

We introduce @y () = Sup @y (L(t,ug)) for t 20, Ne N*

ug €

and My = lim __ @ N(DVL. This limit exists since the mapping t = ©(1) is
subexponential.

We define the uniform Lyapunov numbers i by

p1 =Log I} and uyN=Log IlN - Log IIN.1 for N2 2.

Theorem 2.7. Under assumptions (2.10) - (2.11), if for some integer N 2 1,
jf1+...+UN < O, then the Hausdorff dimension of # is less than or equal to N and the
fractal dimension of # is less than or equal to

2.13) N max {1 P Tt ”“)"}
1<I<N 1 + ... + uN!

(Constantin-Foias-Temam [6]).
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Let us recall the definition of the Hausdorff and fractal dimensions :

the d-dimensional Hausdorff measure of & is the number
(2.14) HH (&.d)= lim py (#.d,€)

e—0
where

uH (£.d.€) = inf(zl‘, r‘i’)

the infimum being taken for all the covering of # by balls of radii r; <e. There exists
dy (&) such that py (F.d) =0 for d > dy(F) and = +eo for d < dg(F). du(F) is the
Hausdorff dimension of &.

The fractal dimension of # is

(2.15) d(#) = inf {d > 0, pp(#,d) = 0}

where
£.4) =lim sup edn «(e)
HF(#.d) lim sup €71 &
andn og(e) is the minimum numbers of balls of radius € which is necessary to cover #. It

" is clear that the fractal dimension of a set is larger than or equal to its Hausdorff
dimension.

2.2.2 Estimate of the dimension of the attractor.

We now intend to apply Theorem 2.7 to the maximal attractor defined in theorem 2.5.

Theorem 2.8, The fractal and Hausdorff dimensions of the maximal attractor @ defined in
theorem 2.5 are finite.

Proof ; We need the following lemma (the proof is in Appendix A) :

Lemma 2.9, For every tg > 0, S(tg) is uniformly differentiable on @. Its differential at

& is the linear operator on H-1(Q) : Ug — L(to, &o) Up = U(tg) where U(tp) is the value
at time t = tg of the solution U (t) of the linearized problem :

2.16) W o eu- L AMU- Iy U)-J(VAY)  inQxR*
2.17) AV =U in QxR+
(2.18) AV=0and V=0 onl
(2.19) Ut=0)=Ug

where (y,£) is the solution of (1.1) - (1.4). Moreover, we have

(2.20) Sup | L(t0,&0) |$(H'1) < 4oo,
Ebe @



-14 -

We now intend to estimate |1 + ... + ln = Log I'lh for n € N. We introduce
FEU=-¢eU- %¥ + A AU - J(y,U) - J(V,Ay)

where AV=U,Ve H(l) () and (y, &) is the solution of (1.1) - (1.4). According to

definition (2.12), we have

oN LtED)=  Sup  1Up (1) A...AUN O
jeH'l(Q)

IU?I <1

where Uj satisfies
oU.

x “FOU,
, =119
U, (.0)=U;()

It can be shown (Constantin-Foias-Temam [6], Temam [14]) that
t
oN (L(tEo) S  Sup [exp t[Tr(F'(!:(s»oQN (s) ds]
1<jSN
|U§’| <1

where QN(t) denotes the orthogonal projector in H-1(Q2) onto the space spanned by
{(U1(), ..., UN(1t)}. We introduce

t
qN() = Sup oSup [;1‘ t[Tr(F'(é(S))OQN (s)) dS]

Eoe @ UJ € H
) <1
and
qn = limsup qN()
t— +oo
and we obtain that
TN < exp(qy) -

Then, if qy < 0 for some N, the Hausdorff dimension of @is less than or equal to N and
the fractal dimension is majorised by

2.13) N {1 +('T‘—‘1)—|?- }
1<1 <N IN
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So, let us consider m solutions Uy, ..., Uy of (2.16) - (2.18) corresponding to m

initial conditions U(l) y ey U?n. We introduce Qmu (1) = Qm(t.80, U?. . U?n_) the

orthogonal projector in H-1 (Q) onto the space spanned by U (1), ..., Un(%).

We fixe 7. We consider ¢; (1), j = 1, ..., m an orthogonal basis of Qm(t)H-}(Q)
for the new scalar product << ., . >>. We denote by y;j(t) the functions defined by

Ayj(t) = ¢j(T) in , yj(t) =0 on I'. We now try to estimate

m
Tr(F'<s<r)§o>on(r))=2 <<F'E®))0j(1), dj(T) >> .

1
We have

<<F'(§)¢;j, §; >> = -& << ¢j, ¢j >> - << %‘{J 0j>> + A << Ad;, ¢5>>

- << J(y,9p, ¢ >> - << J(yj, §).05 >> .

By definition of <<, >>, we obtain

<<F(£)9;, ¢j>> = - € IVy;j2 + (%\'f. Vi) - A LAY2 + < (w0, ¥j > + < J(¥;.8), vy >

<<F (&), 0 >> = - € IVyj2 - A 1Aw;12 + < J(y;.¥),Ay; > as in part (1.1.2),

Integrating by parts, we have

<Towway>=- [3 (G5 - e + [FE% (32 2y )d(o_.
We introduce pj(x,y) = (%\;—")2 + (%‘) 2, and p(x,y) = i pj(x,y) and then

m

Y <Swiway> s fl 3—%1 p(xy) do + = Ip(x,y) (@—-Z‘Ei +1 —Yi)dm ,
p=
Using Schwartz inequality, we obtain

m

(2.21) Z <J(yj¥).Ay; > S liyll2 Ipl .
j=1

Therefore

m

m m
(2.22) Y, <<FE) 4, 0;>>S-e D, Vw2 -A Z 1AW + Ihghyy2 Ipl ,
1 Fl =l
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oy;
a*
oy
¥ 2
scalar product <<, >>, {uj) is an orthonormal family in (L%(Q))". Using the Sobolev-

Lieb-Thirring inequality (Temam [14]), we obtain that there exists a constant ¢(Q) such
that :

Let us introduce uj = j=1,..,m. As (yj} is an orthonormal family for the

m
Ipl2 < ¢2 (9)2 IVuji2 .
Fl

Using the Youdovitch inequality, we have
| 2 R 2
(2.23) p s c?c 2 Ay .

Combining (2. 22) and (2.23)
z << F(8)0;,0;>> S - € 2 IVy;2 - AZ A2 +

=1 =1

n 12

+ccythlH2 Z 1Ay ;2
=l
2.2

m m AD “%
z << F(§)0;:0j>> < - ez V12 - iz AW+~ il
=1 =1 j=1

As {q>,-}' is orthonormal for <<, >>, we have

m
Z IVyijl2=m
)

and, since the eigenvalues of -A satisfy A; ~ cAjj as j — oo, we obtain (Teman { 14))

m
Z IAWji22 ce Aym2.

Fl
Then '
m c2 c2
z << F'(§)¢j,¢j >><-Em-Ce A %— m2 + A Il\yllflz .
=1

Ny

We deduce that



t
A y 1 2
am(S-5 cehm2+—z=  Sup |7 fll\y(t)ﬂuz dt
0

Using (), it follows that

t
1 w2 1 IVy(0)12
(2.24) n {IA\v(t)lZ dt ] < Xx’l infl + ¢ —l‘i—)— ;

So we obtain

t
1 2 vi2gy . c 1
Sup |+ Juw)n ,dt | < YESY infl +SX Sup  + IVyOR
gealty Ay Ageat
and finally

vi2¢2c

—— infl=-Ksm? +
2A22 sme + Ke.

Gm< lim qm (t)s-%cehmz«f
t—r+oo

Let now m' be the integer such that

m'-l<‘\/ (ITE—(SQ)Sm'.

Then qm < 0. As observe before, the Hausdorff dimension is majorized by m' and
(2.13) gives us that the fractal dimension is majorized by m' (1 + Kg/Kg) =2 * m'.
The expression of the bound of m' is :

m <1+ +[(3%)

3 .
2c; Ivi2 c2 inf1 12 2

with inf1 = inf(+ ; ——) and C depend on 2.
e A\j
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THE MULTILAYER PROBLEM.

In these parts, we consider the baroclinic problem, when the ocean is divided in
layers. For each layer k of thickness Hk, we have two unknown functions : the stream

function yy and the vorticity Ex. The layer k is coupled with the layersk + 1 and k - 1 by
a non linear term. The energy is given by the curl of the wind on the upper layer and
dissipated by bottom and lateral frictions (Chow-Holland [5], Le Provost [9]). We first
prove the existence and uniqueness of the solution and then we study the existence of a
maximal attractor and estimate its Hausdorff and fractal dimensions.

PART 3. EXISTENCE AND UNIQUENESS OF THE SOLUTION.

3.1 Equations and theorem.

Let Q denote a regular enough open bounded set of R2 with boundary I'. We
consider the following initial boundary value problem involving scalar funcfions &y,
k=1,..,N,withNe N*

) f
(3.1x) —% +J(yi, Ex + ) + ﬁ% (wk - wk-1) - A A& = Sk + Fx on Qx(0,T), k=1...N

(3-2x) wk =§% (% (Vk+1 - ¥k) + I(yk, Vk+1)) on Qx(0,T), k=1...N-1
(3.3k) Ayg =&k on Qx(0,T), k=1...N

where the unknown functions are the vorticity &y and the stream function yy. The layer k
is caracterized by its thickness Hx and by its reduced gravity gx. The forcing S infers

only on the upper layer : Sy =0 fork # 1 and S} = Hll where v is the curl of the wind and

is supposed independent of time and in L2 (Q). The energy is dissipated in each layer by
the lateral friction A A&, and for the bottom layer by the bottom friction Fy = -g EN
( Fx =0 for k # N). All the constants A, €, etc are positive. We consider the linear
approximation of the parameter of Coriolis f : f = fo + fo y with fo the parameter of

Coriolis in the middle of the ocean, Bg a physical constant. The layer k is coupled with
the layer k+1 [resp. k-1] by the term wy [resp. wk.1 ] which represents the vertical
velocity of the interface between the layers k and k+1 [resp. k-1 and k]. For simplicity,
we introduce the terms wg and wN which are equal to zero. The non-linear terms are due
to the Jacobian operator.

The initial condition is

(3.4%) E(.0)=E)) & isgiven in H1(Q),
(3.5) [w(.,0)do =0  where Ay(.0) = AYO() = EO().
Q

The boundary conditions are the following
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(3.6x) Ay =0 on 0%,
(3.7%) yi(.,t) = Ck(t) ondQ, Cyk(He R. N

For each layer, we write the mass conservative law

(3.81) Jwkdo=0  for1sksN
Q

We note by y the vector Y1, ..., ¥N), and by H:) the space (H(l) (Q)N, H2nH(l) =

(H2(Q) N Hy(@)N, etc and introduce the NxN matrix W defined by
Wij=0if 1k-jI>1

2 2
19 weeo 41y o oo

(3.9) kk =H, (gk gk-l) P Wikl =g 5 Wikel = o -
We rewrite the equation on the following form :

99 )
(3.10) 5= 0wk 6k + D) +AA2y +S +F
(3.11) Ay -Wy =9
(3.12) 8 (.,0) = 69(.)
(3.13) [w.0) do =0

Q
(3.14) Ay =0 on 3Q
(3.15) y(.,.t) =C(t) on aQ2
(3.5)-(3.8) give us
(3.16) fvido = fyxdo =..= [yndo for1<ksN

Q Q Q
Obviously, the two problems (3.1) - (3.8) and (3.10) - (3.16) are formally equivalent.

Let now A be the diagonal matrix of eigenvalues of W, and 8 and 8-! the two
matrices such that A = 8-1 W 8. The matrix W has positive or nul eigenvalues. We

introduce WM = B-ly, CM(t) = $:1C(1) etc...We normelize y by the condition C}| = 0
which is equivalent to (3.17)

(3.17) Db, Ce() =0
k

where the coefficient bl}, are the coefficients of the matrix 8-1. Notice that the system
(3.11), (3.15) and (3.16) is equivalent to the system
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AyM - AyM - gM in Q.

J'\u[f do =0 for k = 2,...,.N
(]

yM =CM on oQ

which admits a unique solution in H! for 8M in H-1,

Let us introduce
(3.18) ¥' € Hy such thaty =y +C.
BI9H! = (y +C, v e H), Ce RN CM = O,J\n da =ka do for 1 <k S N)

For @ and 8 in H-!, we introduce (y,§) € (H})2 , (y',§) € (Hp? and (C, T) e (RN)?,
such that
v=y +C, y=y+C
and
0=Ay-Wy=Ay-Wy' -WC T=Ay-Wy=Ay-Wy -WC
We equip H-! with the scalar product
<<0,8>>=-<0,Hy")>

with the notation (Hy')x = Hyy'x . So

<<0,§>>= 2 Hy IV\Vk-V\T’k + 2 Pk J(\Vk - Wie 1)-(W'k - V'ka1)
k k
where px = f(z)/ gk . Thanks to (1.16), we have

(1.20) <<6, 8 >> = 2 Hg JV\I’k-V\T'k + Z Pk J(\Vk - Wi+ 1)-(Wk - Wke1).
k k
We denote by 16l.1 the norm I()I_z1 = <<0,0>> which is equivalent to the usual norm on

H-1(Q2). We equip L2 with the norm |l . Il defined by
(1.21) nei2 = Z Hy E12 + Z Pk (VWie1 - V2
K k

It is easy to prove that neu§ 2¢c(Q) IBI% .

Theorem 1.1. 1) The problem (3.10) - (3.17) admits a unique solution (Bk)k=1,. N=9
6 € (OTLHY N L2 OTLA) ALY (0.T], HY).
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2) 'I‘his solution verifies for0<t<T

(3.00) JXHk Ay 12 ey T+18(0)
2H, X
(3.B) 8%, < 18(0)I% exp(-A c1t) + ——""33— (1 - exp(-A cjt))
A2H; ll c1
and forT>0
(3 TIOT)IZ < C(T, @, A, H, px, 18(0)1%))

The mapping eg — 0x(.,1) is continuous in H-! (Q).

2 f T

As in (1.2), we implement a Galerkin method, and start with a priori estimates on 6.
We recall that

(3.22) J(f.g).f) = 0 for f, g constant on IQ

and integrating by parts, using Holder inequality and Sobolev imbeddings
(3.23) IJ(f.Ah),h)l =1(J(Ah,h),HI < clifll,2 IVh

Asin part 1 and 2, we introduce & = Ay.

(i) We multiply (3.10k) by Hywyy, integrate over 2 and sum on k. Using (3.11) -
(3.17) and the Green formula, we find :

(3.24) 5{ 0%, + 2 A Hi |Awgl2 + € HN IVyyl2 < W
A HyA2
It follows after integrating in time that
Ivi2 2

(3.25) Y Hylayp2 § ———T +10(0)1*, .

. J X A2H; X% !
Notice that
0%, < % Hy IAyi2/A + % 2px (yil? + lyge112) .

2 .

01, < g Hy IAyyI2/A; +2p % lwyl2 with p = sup (px + px-1) -

0% < % Hy lAil2A; +2p Y, Hldwil2 /A3 H)  with H' = inf (Hy) .

k
So, there exists a constant ¢y such that

c1iei? < Z Hy Ay 2
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and (3.24) give us

Ivi2

Jd .2 2
82 +Acy 102 &« ——
o "1 T oAl

We can apply the Gronwall lemma to obtain

Ivi2

(3.26) (1), <18(0)7 exp(-Acit) + ————
A2H, ll c1

(1 - exp(-A cyt)) .

(ii) We multiply (3.10x) by HxAwyy, integrate over Q and sum on k. Using
(3.11), (3.17) and the Green formula, we find :

1 ) 0
z f(Hk 3 IAyki2 + px 3IV\V1{+1 - V\I’klz)"'z Hg A IVE2 + e HN IENR <
k k
sz HyBo IVl & + vl |§,|+Z Pk 1Vl el (VER41 - VEL) +
k k

d 0
+ Ek: Pk 3 (Ck+1 -Co Ijav (Vk+1 - k) do
Let E denote the left-hand side of this inequality. Using (3.25), it follows

E< z Hy Bo My 1l + VI 1Byl + z M; %&flﬁhll (IVExs1 - VEL) +
k k

+ Z Pk %(Cku -Co) J(A\Vku - Ayy) do

k
and then there exist two constants c3 and c4 such that

E<cavcs Y K2 +Y Al vey2+ Y ok (@—%ﬂi + ﬁ%‘—‘u) (IAykar! + 1Ayl
k k k
hence , with the notation pg = 0,
(3.27) E<c3 +c42 |§kl2+2 (pk+pk-1)a:—§ka 2 Ayl
k k j
To majorize the derivative in time of C(t), we need the following lemma (Bernier [3]).

Lemma 1, The solution ¥ =y' + C, y'(.,t) € H(l), C(t) € RN of the equations (3.10)-
(3.17) verifies

LQ%I < akz IAyjl + ax

J
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where ag, ox € R depend on the data.
The proof of this lemma is given in Appendix C.

Let p = sup (pk + pk-1), @ = sup (ak), the suprema are takenonk = 1, N.

2 (P + Pk- ‘)'?(z IA\v,)SpaNz Ay vl + Y ok 0 1Ayl
k i
2 (Px + Pk-1) |7| (2 |Aw,)5c2 A2 + ¢ aj (1)2

and finally (3.27) gives

2
(3.28) : g—t e + 3 Ak \9g 2 + ebin 2 < o5+ c6 IS
k

We now multiply this inequality by t and integrate by parts, we have
‘3{ (t nen§) + z AHit IVyi2 < cst+cot 2 1Exl2 + ueu§ .
k k

Integrating in time between 0 and T and using (3.25), we obtain

(3.29) TR <C (T,Q, A, Hy, px, 19(0)1?,) for T > 0.
Integrating now (3.28) between o > 0 and T, and using (3.29), it follows
T
(3.30) Jz HilVE 2 < C (T,Q, A, Hy, px. |9(0)|?l).
k

We implement a Galerkin method using orthogonal basis {wj}; of
H(l) () defined by -Aw; = Ajw;. We denote by Vi, the space spanned by {wj,...,Wm}.

For each integer m, we look for an approximate solution {6]"" } of the form
Vl=yl+ QG oF =0 + (WCm)y with 07,0, v in Hy (Q)
YEGD =Y g 0w and 0T =Y 150w

k k

satisfying in Q2 x ] 0,T [

90’y
[T, WJJ + (J(\":‘,e': + f), WJ) -A (Agrkn, WJ) = skl (Sls wj) +
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0 .
roene i G- B & (G- ) + (%( cr - c';'_,))
(where 8j=0ifi#j and §jj=1ifi=j).

(Vyy, Vwi) = - (& wk)
6T (.0) =0m%) inQ

and 67" > 6) inH1(Q) whenm —+oo, 18mO; < 1601,

This system has a solution in any interval [0,T] (Bernier [3]).

Obviously, the solution verifies (3.25), (3.26), (3.29), (3.30) and so 6'™ is bounded
independently of m in L2 (0,T, L2) N L2 (., T, H(l)) for > 0. As in part 1, we can prove

'm
that—a-?r is bounded in L2 (0,T, H-2) independently of m, and the lemma 1 of Appendix

oCy'
k
C gives that > is bounded in L2 (0,T) independently of m. So, we can extract
subsequences such that

e'm @' inL2 (0T, L2 N L2 (o, T, Hy () weakly.

a—?'rm - %?—' in L2 (0,T, H-2) weakly.

0
-;F— - aC in L2 (0,T) weakly.
(3.25), (3.26), (3.29) give (3.a), (3.B) and (3.9).

The same arguments as in part 1 allow us to conclude that
0'c € (0T, H) L2 OT,LY ALY (0TLHY, Ce € (0.T),

so  0e € (0T, H)NL2OT,L)nLE (0,T], H)

and that
< J(G:', \y;"),w> - < J(Ok, yi), w> for w in € ([0,T], W(l)'4 Q)).

Let (y.0), (y*,0*) denote two solutions of the problem (1.10) - (1.17), corresponding
to the initial values 8, and 8y, We set'¥, =, -y, E, =6, - 8.

(i) (¥, &) satisfies
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(331) - AARY, =3, eHy AY, -J(y,, 0, +D - (v, 0] + )

AY - WY =2

(3.32) E 0 =800- 8, (.0)
(3.33) A¥Y, =0 on dQ.

We notice that J(y,0) - J(y*,0%) = J(¥,0) +J(y*.E).

Multiplying (3’31k) by Hk‘l‘k, integrating over Q and summing on k, we find

= 2 2
E= 2§'~|1 ZAHIA\PI +eH V¥ 12 <

CO
<y ZCIVqlkIL4'A\Pk'+§ AR AL 2 IV 12

k
thanks to the Green formula, the Holder inequality and (3.23), where C' is thc constant
of (3.30) and we denote by c any constant depending on 2.

26 A -
ESCZ 10 IV, 17, 1AW, 177 +5 Z AP 12+cl...| 2.
k
Thanks to the Young inequality, we obtain

A * A -2
E<% z AW, 12 + cz 107 IV, 12+5 2 AW 12 + cIE)%, .
k k k

Since 16, | < C by the a priori estimate (3.29), there exists a constant K depending on T,

Q, A, H‘k’ Py IE)(O)I_l such that
% = < K= .
Integrating in time between 0 and T, we conclude with

IE@ <IEO) exp (Kt).
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PART 4. THE MAXIMAL ATTRACTOR.

rem 4.1, The semi-group S(t) from H-1to H-1, S(1)89(.) = 8(.,1), © = (01...., BN),
associated to (3.10) - (3.17) is such that

(i)  There exist bounded absorbing sets in H-! and L2.

(i)  There exists a maximal attractor @ which is bounded in L2, compact and
connected in H-1. Its basin of attraction is the whole space H-1.

f of rem 4.1
:.] ! ] l . . II'I.

In part 3, we have obtained an inequality that we rewrite

2 2 vi2
(3.B) 1B(VIY, S1B(0)7) exp (-Acit) +————— (1-exp(-Acyt))

A2 H, ll Ci
We deduce that any ball of H-! centered at 0 and of radius r% > r% = N is an
2 2
AZH, ll c1

absorbing set in H-!, Indeed, if 8 is a bounded set of H-! included in a ball B(O,R) of
H-1 centered at O of radius R, then S(t) 8 € B(0,r2) fort2 T; = T1(8, r2)

1 R2
T =% l°g[2 2}

N
Absorbing setin L2.
We first integrate (3.24)
d vi2
5 |9|_2l + Z A Hg 1Ay 12 + eHN IVyNIZ € m
k 144

between t and t + 1, r > O fixed. We obtain

t+r t+r

2
B+ + 3 A He [laye2 + eHn  [ioyniz s —
-l t t
k

——r+160)7 .
A Hi A
Then, fort2 T
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t+r

IvI2 .
Z A Hyg jIA\yklz Sr;ﬁ+r2 and since Z Hy IV yyl2 sl(-)(t)l?l Srg ,

K t 1A] k

and

+r t+r t+r

2

f o3 <Y He fawe? +§5 Y He [vye?

t k t k t
we have

+r
(4.2) f o2 < 'V' ’l s 2re 2
Hj l

Let us rewrite the inequality (3.28) we obtain in part 3.

10 2 AH
3 5 iy +2 —2i|vgk|2+eHN IENI2 < c5 + C6 2 & 12

k
SO

d 2

5 182 < c7+cgliel .
We apply the uniform Gronwall lemma with

y=101 ,g=cg,h=c7

and use (4.2). We conclude
y(t+1) < (c9 + c7 1) exp (cgr)

W2 pp2.m
where cg = A2H; Ap2 *H 2t Ar
that we rewrite
4.3) 1812 < £3 fort>Ty +r.

The ball B of L2 centered at 0 of radius r3 is absorbing in L2, As in part 2, this result
provides the uniform compactness of S(t) in H-1. If 6ge 8 < B(O,R) and t 2 T1 +T,
0(.,t) belongs to By which is bounded in L2 and relatively compact in H-1.

To conclude, the assumptions (2.1) and (2.2) are satisfied and the theorem 2.4
gives us theorem 4.1. (ii).

12 Di ion of 1 imal

It is easy to prove that we have the same lemma 2.9 as in part 2, written for a system of
equations. Let us introduce

4.4) FO) =A Az\vk +JO +f, yi) + Sk +Fy.
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We rewrite
20
4.5) 5 < F(8).
As in part 3, we now intend to estimate Tr(F'(8(1))oQm (1)).
We introduce
(4.6) g; U)=F@®U inQx Rt
where U is the vector of composant Uy such that :
4.7x) (F (8) Uk =A A2Vg +J(Uy, wi) + 30k +f, Vi) - SNk € AVN
(4.8) AV-WV=U inQxR*
(4.9%) Uk(.0) = U inQ

and (y,0) the solution of (4.5).

We consider {¢J (t)}j an orthonormal basis of Qm (1)H-1 = Vect [U}, ..., Um] for
the scalar product <<, >> and introduce @/ € H: defined by

(4.10) Ap-Wai=¢i @i =@i+C @i e Hy.
So

<< F0)¢J, ¢i >> = Z (-A < A%}, (HQ'W) > - < J(¢,y1), (Ho) >
k

- < J(Bk, cp{), (Hoi)k > + <3Nk E A(p{q , (He¥) >).

<<F@)¢), ¢/ >> =Z (-A Hi IAQL12 - < J(81, i), (H')> - SNk eHi IVq>{|2)
k
(4.11) <F(0)0), ¢i>>= Y (—A Hy IAQ)12 - Sk eHy VL2 +
k
+ < J(o}, vi), He Ag} > - < J(9], ¥k, Hk (Woi)k >).

As in part 2, we have the (2.23) inequality
1Y He (0w, Ag> 1 S 2l Ipi
i

where px = Hg 2 (aq,{]z + {MJZ We introduce p = Z px and then
= () & ”

(4.12) |Z z Hy < J(9}.wo), A(pji( >1<2 N iyliy2 ipl
k j



229 .

We now look for an estimate of 12 2 Hy < Jo}. ), We > |
k J
Let us consider the sum on bj=1 ., m: ' '
Y Hi < J@low). Wohi>1 = 13 pic< J@}owio Oy >!
) J

1Y pre1 < J@LVR, Gk >
j

As
Y Pt <I@W, e 21 = 1Y Pt <I@p @) >
j j
' ' 1 /1 1
1Y Pt <I@L w0, 0y > S ﬁ\vkl 3 (}Tk Pk + F Pk-1 ) Pk-1
j
then ]
(4.13) |z 2 Hy < J(@}.vi), (Wek> | Smt%lﬁ Iytiy2 1pl .
ko

We recall that p = sup (pk + px-1). Combining (4.11), (4.12), (4.13), we obtain

419 Y <F@, 6> = Y Y -AHAQR-SnxeHe Y IVol?
i i k j '

+QN+ ﬁtp_(H—k)) lyllg2 1p] .
Now, let us introduce two familics of vectors {uj}and {Vj} defined by
t Z)(p’1 _atp’l L a(p"N L a(pJN
uj= vH1 I VH, e VHN IR VHN By

t . . . .
Vi = (‘/FI (‘PJI - (sz),..., VPN-1 (‘PJN-l - (PJN))

and wj =t (uj, vj).
We notice that p(x) = )" (uj(x))? and introduce 6(x) = " (vj(x))2.
i i

As {¢;} is an orthonormal family for <<.,.>>, {w;} is an orthonormal family for
(L2(€))3N-1 and the {u;} family is suborthonormal, i.e.

2 z Cilk I ujuk Sz Czi forall§;, (xinR >
i k i

We can apply the generalization of the Sobolev-Lieb-Thirring inequality (Ghidaglia-
Marion-Temam {8] ) :
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Ip(x)z dx €< K Z I(Vu,’)z dx + Ko Ip(x) dx
J
where K K2 depend only on Q. As {w;} is orthonormal, fp(x) dx <m, and
(4.15) Jpx)2 dx < K3 Y Y He Agl2 +Kem.

j k
We now replace in (4.14) )

(4.16) Y <<F(O)), ¢ >> <Y Z A Hkm(p{(n-amenkz IV 2
: ,~ 1

2 A
+Kelylng + 5 3 S Holagh? + AFE mioralla>0
j k

where Kg =2EA3_ (2N+§%)2 .

@Y <«<FO0,05>2- 5T T HilAo2 +Kslwila+ A STm
. 2 2,

Let us now bound from below the Laplacian term. Since I(p(x) +0(x))dx =m, we
have

m2 <21Q (jp2(x) dx + o2 (x) dx )
The Sobolev-Lieb-Thirring inequality (Temam[14]) gives

m2SZIQIa:(Z Y cyHelag) (2 + puVel (0 - Vol 12)
j k
with & depending onlyjon Q.
m2 < 21Q & (cy + 2p/(MH") (2 Y Hilap} (x) 12 )
and then ) j j
Y Y He A9} (x) Pdx 2m2/21 & (cy + 2p/(L1H"))
ik
We now report in (4.17) and obtain

A
41Q!1 2 (cy + 2p/(AH")) '

(4.18) 2 <<F'(8)dJ, ¢i>> < - m2
j
+m A&- +Ks ||wH2

Let us now rewrite

tvi2

(3.24) %lel_zl + Z A Hy 1Ayy2 + eHy IVyNI2 <
lx]
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After integrating in time between 0 and t, we obtain
t t

2
007+ Y A Hy gmwh eHN t[:val?- s M tre0
. AH]ll
. . 2
and since ¢y z Ak(s)12 2 lhy'(s)liTp
k
X 2
limsup |~ j u\,r(s)uf‘z ds s—l"—ci'—2 =Ky
t— +oo [! " AZH' Hy Aj

Combining with (4.18),

A K4
+mA + K7.
41Q! & (cy + 2p/(A1 H")) 2K * K6 K1

4m <- m2

Let m' be an integer such that qm' < 0. The Hausdorff dimension is majorized by m'.

The expression of the bound of m'’ is :

m'S 14210 (cy + 2p/(H)) R+

+(2101 & (cy + 2p/(AHY) ¢y — 23— lﬂ( 2N + i’ﬁ‘)h%
H' Hj A} A

with &, K3, K4, A1, cy depending only on Q, p = sup (px + pk-1), H' = inf (Hy) and N
the number of layers.

' v
m<C;+C A
For the fractal dimension, we introduce f(m) = - a; m2 + agm + a3 with

A Xq
= =A =K¢ K
1Tl e (cy + 2p/(A1 HY)) 272K oKk

and S = sup (f(m)) = a% / (2a1) + a3. We choose m" such that qm* <- @ S, a > 0, then
dimp(@) <m" (1 + V).
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APPENDIX A,
We here prove the lemma 2.9.
1) S(t) is uniformly differentiable on & We note by

W(.,t) = V(.,t) - U(.,t) = S(t)VO - s(t)uo
U(t) = L(t,u) (vo - up).

Our aim is to prove that

Hw(t) - U®lly-!

w0 @ livo - uoll-1 0 2s€0
0<livg-uglly-l<e
w(.,t) verifies the equations
(A.1) _8% =-tzw-g?i + A Aw - J(®,v) - J(A-1 u,w)
dax
(A2) AD =w
(A3) wit=0)=vp -
(A.4) w=0and®=0 onT.

U(.,¢) verifies the equations (2.16) - (2.19) with & = u and Up =vg - ug.

(A.5) %‘% =-£U-%¥ +A AU - J(A'1 wU) - J(V,u) inQx R*
(A.6) AV =U inQx R+
(A7) U=0and V=0 onT.
(A.8) Ut=0)=vg-uy=w({t=0)

Let us introduce z(.,t) = ®(.,t) - V(.,t) and y(.,t) = w(.,t) - U(,1).

Then y and z are solutions of the equations :

(A9) %% =-gy- % +A Ay - J(A-l uy) - J(zu) - J(®,w)

(A.10) Az=y

(A.11) y=0andz=0 onT,
(A.12) zt=0)=0

We multiply the equation (A.9) by z and integrate on €2, using the same tools as in
part 1, we obtain :

(A.13) % % V212 + £ |VzI2 + A 1Az12 < I<J(A-] u,AzZ),2>! + I<J(@,AD), 2>

We have proved in (2.21) that I<J(f.Af),g>! < c ligly? IVﬂi., , SO
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I<J(A! 0225 S V2] 4 1A ullg?-

We use the Holder inequality and we denote by ¢ any constant depending on .
I w22l Sclul V2T, 1A275 .

Thanks to the Young inequality, we obtain

2 A 2
(A.14) I<IAT uAZ)2 SclullVzly +5 125

Since vg, ug € &, then v,u € & and, using (2.9), lul <r3. So,

(A.15) I<J(A-1 u,Az),z>| ScIVinz + %IAﬂiz .

Let us now bound from above I<J(®,AD), z>| . We recall thatl.l=1.1 4.
I<J(D,AD), 2>1 = I<J( z,0"),AD>| S 1Vzl] 4 IADI IVDI; 4.
Since AD = w, using Sobolev embeddings, we obtain

I<J(DAD), 251 S ¢ 1Azl Iwl (|A¢|‘L§’ IV(DIEz ) with0S o < 1/4.

I<J(®AD), 1 S ¢ 1Azl (|w|i§’ IVOIT,)  with0< o< 1/4,

Weseto'=1-6. So
I<J(D,AD), z>| < ¢ 1AZ (IWl1+0' [V DI1-0Y),
I<I(®,A®), 21 < 5 [Az2 + ¢ Iwi2 Iwi2e IVQi220,
Since v,u e @&, lul <rj3,, Ivl <r3 and then, Iwl = lu-vi < 2r3. The last inequality gives
(A.16) I<J(D,AD), 2> < % |AzI2 + ¢ Iwi2 (2r3)20" VD220,
Replacing (A.15) and (A.16) in (A.13), it results
-;- % IVzI2 + € |VzI2 + A 1AZI2 < cIVZI2 + A 1AZ12 + ¢ IwWi2 IVDI2-20,
So
(A.17) % IVzi2 <ciVz2 +c Iwi2 IVDI2-20,

Multiplying (A.1) by ® and integrating on €2, we obtain a result similar to (1.18)

3 g— IVOR + ¢ [VDI2 + A Iwi2 < I<I(A! u,AD),®>l.

Thanks to (A.14), we have

10 2 A, 2
X IVOI2 + e |[VDI2 + Alwi2 < Cl‘3|V0|L2+ -2"|W|L2

that we rewrite
% IVDI2 + Alwi2 € cIVOIZ,
Integrating in time, it follows for0 <t<T
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t
IVO®)I2 < IVO0)I2 exp(c T) and J lw(s)I2 ds < IV®(0)12 exp( ¢ T).

Then (A.17) becomes
% V212 < ¢1Vzi2 + ¢ Iwi2 IVAX0)12-20 exp( ¢ T (1-0) ).
Integrating (A.17) in time, we deduce that :

IVz(1)12 < ¢ IVD(0)12-20 exp(c T (1-6) ) IVA(0)2 exp(c T ) exp(c t)

then
l-g:;—((to)')% < ¢ IVO(O)2-20 exp(c' T) — 0 as IVD(O)! - 0.
ji) Proof of (2.20)

(2.20) é(S):p‘z ILGt0, S0)! Yy <+oo.

We multiply (A.5) by V and integrate on Q. We obtain thanks to (A.14)

% % IVVI2 +€|VVIZ + AIAVI2 S I<J(A] u,AZ),2>1 Sc ll IVVI2 + ‘-;- IAVI2 |

We rewrite
% IVVI2< cr3 IVVI2
Integrating in time
IVV®I2 S IVV(0)2exp (cr3t)

The proof is completed.
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APPENDIX B.

To prove that 1101l is a norm on L2, we prove that IVyl is a norm on H:,

equivalent to the usual norm. We recall that
H! = (y +C, v e Hy, Ce RN C)f = o,ﬂ[\yl do =J\yk do for 1 Sk <NJ,
A=81W BandyM= 8!ly, CM= B1C, etc.

From (3.16) and (3.17), we deduce that yM € Hid where
H;A=H(l)x{\y':‘{d + Clr, V| € H:) ), J'(\y’i" + Chkd) do =0 }N-l
i.e.

1
mes(€2)

N-1
H:.,ﬁH(l)"{‘V'r - fw'r do,y', € H:)(Q)} .

We have just to prove that the Poincare inequality is verified in H: Obviously,

2 = Mz - m‘(m ( [wit dm)2 < yMi2

and so WM < IyM|

Since g = 2 bk.j \lll;l[ , we have W SN Sklflp (bx 3D WMl =N b IyM|

j
S - l' .M ‘M -1 = -1
Vi Z by vy hy |SNSkl:’p(|kal) hy'l = N b1 hyl,
where b and b1 are the suprema for all k and j of Iy, and b\
These three inequalities proved that

W< NbiyMi< Nb lyMI< N2b bl iyl

Hence, since y' € H(l) (),

yl Scp Iyl €c2 IVl =cp IV,
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APPENDIX C.

Proof of Lemma 1.

We rewrite the system of equations :

€ 5=

with Gk =J (Wi, Ok + D) + A AZ yy + S + Fy

(C.2) Ay - Wy =8

(C.3) 8(.,0) = 60

(C.4) Ay =0 on oQ

(C.5) V(.0 = C() on 9Q

(C.6) [W(.0) dw =0 where Ay(.0) = AyO() = E0(.)
Q

(C.7D I\yl do = j\yk do =..= J‘VN do for1 £k €N,

Q Q
(C.8) 2 b™\ Ck =
and the Lemma 1 :

The solution y =y' + C, y'(.,t) € H! , C(t) € RN of the equations (C.1) - (C.8)

verifies

N
IQ%I Sag YAVl + ok
fa

where ag, ok € R depend on the data.

We first prove the following lemma

Lemma 2. The solution y of the equations (C.1) - (C.8) verifies

[Gr0pom do < qx 1Ayl + P, ¥ goe € (10.T1, H2 (@) AW ()
Q
where qx, Px € R depend only on Q, T, v, Ep and ¢y.

Proof, From (C.1), we have
Gk = A A& + Sk + Fi + J(Wi.&k - (Wy)y + ).

We multiply the equation by ¢g and integrate on 2. Let us bound each term from above.

[A Atxpodo = [AEcAgde <A 1&g 1Apg .
Q Q
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[s1.00de <Iviigol / Hy .
IFN-(PO do =-¢ f&N,(po dw <€ IEN ol .
jJ(Wk, k). 9o do = IJ(wo,\Vk).ik do < IVeolle IVt 1Ex!

< IVeglleo M7 14 thanks to (3.25).

J3wiDH.00 do =B |55 00 dw < B lgol IVyil < B M lgol

fJ(wk.wk+1)-<po do = IJ(%,\Vk)- Vie1 d® S IVQpllee VYKl IY'k41
< cIVQglleo 1AWK! VK41l S ¢ IVQplles 1B M

It follows

1[Gk-90 dol < 1E! (A 1Agol + elpol + IVl My (1 + (pk + Pr-1)c/H1)) +
M
+ (H_l + BMl) lpgl

As ¢o e € ([0,T}, H2(Q) r\'W(I)"’° (Q2)), we are allowed to introduce

a= sup (A 1a@o! + £ 19t + 1V @plle My (1 + (pk + Pk-1)c/H}))
te o,

Ivi
Py = ——+ BM1) logl ).
k tesﬁfn((Hl BM1) wo)

The Lemma 2 is proved.

Proof of Lemma 1, We recall that A = 8-1 W B is the diagonal matrix of cigenvalues of
W : A1 =0 <Az <...<AN, and that b;j [respectively b'i:i] are the coefficients of the

matrix B [resp. 8-1]. We have introduced
yM = Bly, EM= 815, CM = 81 C, ec
and from (C.7) and (C.8), we deduce that yM(.t) € H,, where
H]{fu},x{v{f + ¥ vl e Hy (@), J(w{‘- +c¥ydo = o}"’l
From (C.1), we obtain for k # 1

(C.90 & v movinch = Y, b6
i
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Let us introduce @0 = ((p?,...,(p?q) such that

(C.10) AQO- A ¢0=1 inQ
¢0=0 ' on 9Q.

Observe that (C.10) gives us

0 0
(C.11) fA(pk - Ak jqu = mes (Q).
It easy to prove (Bernier [3]) that

(C.12) szcpﬂl >0.
Now, we muitiply (C.9x) by (pg and integrate over 2. We obtain
d M M M, 0 R -1 0]

=1
We rewrite the left-hand side E on the following form :

E=% f(Avr- Ak w'hk‘ - Ak C}I':).tpgdm.

=§ J‘V'k (A(Pk - Ak (Pk) lkcr(Pk do.

E=3 U\y 1do -k CY [o) d(o) thanks to (C.10).
E=%( mes (@) CYf - Ax CY ) dco) sincc yM e Hl,.
E=%( c}! [agg do ) thanks to (C.11).
and then

d M 0 -1 0
_&(Cka(pkdm)=z kaij.(pkd(o .
j
We now use the result of the Lemma 2 to obtain

Iigl | Jmp;’l <)y byt (g 1Awjm)1 + P).
j

(C.12), C}' = 0 and the equality C = 8 CM allow us to conclude.
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