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Stochastic Scheduling in In-Forest Networks

Abstract

In this paper we study the extremal properties of several scheduling policies in a queueing
network consisting of multi-server queues where the topology is that of an in-forest. Associated
with each customer is a due date. We assume that service times at the different queues form
mutually independent sequences of independent and identically distributed random variables
independent of the arrival times and due dates. Furthermore, the network is assumed to consist
of a mixture of nodes, some of which only permit non-preemptive service policies whereas the 4
others permit preemptive resume policies. In the case of non-preemptive queues, service times
may be generally distributed provided there is only one server; otherwise the service times are
required to be increasing in likelihood ratio (ILR). In the case of preemptive queues, service
times are restricted to be exponentially distributed random variables.

Using stochastic majorization and a partial order on permutations, we establish that, within
the class of work conserving service policies, the smallest due date (SDD) and largest due date
(LDD) policies minimize and maximize, respectively, the vector of the customer latenesses of

the first n customers in the sense of the Schur-convex order. From this we conclude that the
first come first serve (FCFS) and last come first serve (LCFS) policies minimize and maximize,

respectively, the vector of the response times of the first n customers in the sense of the Schur-
convex order. 1f due dates are only known stochastically, then we establish that the stochastic
SDD and the stochastic LDD policies minimize and maximize the vector of latenesses according
to a weaker ordering. We also show that the FCFS and LCFS policies minimize and maximize,
respectively, the vector of customer end-to-end delays in the sense of the strong stochastic
order. When idling policies are under consideration, the FCFS policy is shown to be optimal
for various performance metrics in the case that all queues permit preemptive resume policies
and all service times are exponentially distributed. Extensions of these results to the stationary
regime are also given.

Keywords : Queueing System, Service Discipline, Stochastic Ordering, Sample Path Anal-
ysis, majorization, permutation ordering, Lateness, Response Time, End-to-End Delay. :.. .



Ordonnancement stochastique dans les réseaux arborescents

Résumé

Dans cet article nous étudions les propriétés extrémales de plusieurs politiques d’ordonnance-
ment dans un réseau de files constituées de multiples serveurs doat la topologie est une arbores-
cence (in-forest). Une date d’échéance est associée a chaque client. Nous supposons que les
durées de service sur les différentes files forment des suites mutuellement indépendantes des vari-
ables aléatoires indépendantes et identiquement distribuées, et qu’elles sont indépendantes des
dates d’arrivées et des dates d'échéance. Le réseau peut avoir différents types de nceuds. Cer-
tains d’entre eux sont limités a des disciplines de service non préemptives, tandis que d’autres
permettent la préemption de service. Dans le cas de service non préemptif, les temps de service
peuvent avoir une distribution générale s'il y a un seul serveur dans la file, et une distribution
ILR s’il y a plusieurs serveurs. Dans le cas de service préemptif, les temps de service sont
restreints a la distribution exponentielle.

En utilisant la Schur majoration et un ordre partiel sur les permutations, nous établissons
que dans la classe des politiques conservatives, la politique Premiere Echéance d’Abord (PEA)
(resp. la politique Derniere Echéance d’Abord (DEA)) minimise (resp. maximise) le vecteur
des retards des n premijers clients dans le sens de 1'ordre Schur convexe. Nous en concluons que
la politique Premier Arrivé Premier Servi (PAPS) (resp. la politique Dernier Arrivé Premier
Servi (DAPS)) minimise (resp. maximise) le vecteur des temps de réponses des n premiers
clients dans le sens de l'ordre Schur convexe. Nous prouvons aussi que la politique PAPS
(resp. DAPS) minimise (resp. maximise) le vecteur des délais de bout en bout dans le sens
de 'ordre stochastique fort. Quand les politiques sont non conservatives, mous démontrons
que la politique PAPS est optimale pour diveres mesures de performances, pourvu que les
temps de service soient exponentiellement distribués. Des extensions de ces résultats au régime
stationaire sont aussi données.

Mots-Clés : Files d'attente, Discipline de service, Ordre stochastique, Analyse trajectorielle,
Schur majoration. Retard. Temps de réponse, Délai de bout en bout.



-t

1 Introduction

Consider a network of -/GI/s queues having an in-forest topology. The arrival times of the
customers are arbitrary, whereas the service times at each queue are independent and identically
distributed (i.i.d.) random variables (r.v.’s). The sequences of service times are mutually
independent and are independent of the arrival times and due dates. At each queue, a customer
can be served by any of the servers. These servers are identical and have the same service rate,

say 1. Finally, there are due dates, also known as soft real-time deadlines, associated with the
customers.

In this paper we study the effect of different service policies on customer response time,
end-to-end delay (defined as the difference between the maximum completion time of the cus-
tomer and all customers that arrived prior to the customer in question and its arrival time),
and lateness (defined to be the difference between the customer completion time and its due .
date). Many papers have studied the effects that service policies have on the performance of a
single G/GI/s queue. It has been shown by various authors that the First Come First Serve
(FCFS) policy minimizes the stationary waiting times in the sense of convex ordering when
the scheduling policies are non-preemptive and use only the information on the distribution of
service times, see Kingman [14], Vasicek (26}, Foss {10, 11], Wolff [28, 29] and Daley [8]. When
service times have an Erlang distribution, preemptions are allowed and there is a single server
s = 1, Shantikumar and Sumita [21) showed that the FCFS policy minimizes the stationary
waiting times in the sense of increasing convex ordering. This last result was generalized by
Hirayama and Kijima [12] and Chang and Yao [6) to the case when the service time distribution
is of Increasing Failure Rate (IFR) type. .

Several papers have studied the effect that different scheduling policies have on the job
lateness. The optimality of the Shortest Due Date first (SDD) policy was first established in
(24] for queues in tandem in the sense of convex ordering. This result was then generalized to
a class of parallel processing systems [2]. Finally, the optimality of a stochastic version of SDD
has been established for the G/GI/s queue [17] and for the G/M/s queue when customers have
hard real-time deadlines [25]. '

Another important property of a queueing system is overtaking and resequencing (cf. Klein-
rock et al. [15], Whitt [27], Baccelli et al. [1, 3]). Whitt [27] analyzed the number of customers
overtaken by an arbitrary customer for GI/M /s and M /GI /s models with FCFS service pol-
icy. Dliadis and Lien [13] studied the resequencing delay for two heterogeneous servers under
threshold-type scheduling.

In this paper, we compare different scheduling policies in in-forest queueing networks con-



sisting of -/GI /s queues with delay dependent customer behavior. We assume that each node
falls into one of the following categories.

o the node has one server, does not allow service preemptions, and the associated service
times have an arbitrary distribution,

e the node has two or more servers, does not allow preemptions, and the associated service
times are increasing in likelihood ratio (ILR), and

e the node has one or more servers, allows service preemptions, and the service times are
exponentially distributed random variables.

Under these assumptions, we establish

e When due dates are known, the smallest due date (SDD) and largest due date (LDD)
policies minimize and maximize, respectively, the vector of customer latenesses in the
sense of the Schur-convex ordering. If the due dates are set to the arrival times, this
translates into the result that first come first serve (FCFS) and last come first serve
(LCFS) respectively minimize and maximize the vector of response times in the sense of
Schur-convex order.

o If due dates are only known stochastically, then we establish that the stochastic SDD
(SSDD) and the stochastic LDD (SLDD) policies minimize and maximize the vector.of
latenesses according to a weaker ordering that will be defined later.

e Last, we establish that FCFS and LCFS minimize and maximize, respectively, the vector
of end-to-end delays in the sense of stochastic ordering.

Here the FCFS, LCFS, SDD, LDD, SSDD, SLDD policies are nonpreemptive if preemptions

are prohibited. Otherwise, they are preemptive resume policies.

Our primary emphasis is on the class of non-idling policies. However, we desacribe extensions
to the larger class of idling policies, where the FCFS policy is shown to be optimal for various
performance metrics in the case that all queues permit preemptive resume policies and all
service times are exponentially distributed. All of these extremal properties are first analyzed
in the transient regime, and then extended to the stationary regime.

Our results are obtained through sample path analysis. We use notions of majorization
- and stochastic orders. We also develop some properties associated with permutation orderings
which were first introduced in Baccelli, Liu and Towsley (2]. These permutation orderings and
their properties turn out to be crucial in establishing the main results of the paper.



-)

T §>—:1:|:1:10

— TTT] 11110

I11]0O

O —

—»:D:D§>»~I|:Dg 1109

Figure 1: Example of an in-forest.

The paper is organized as follows. In the next section, we define in a more precise way
the model, as well as the notation and assumptions. Section 3 presents some preliminaries on
stochastic comparisons. The main results are formally stated in Section 4 and the proofs are
contained in Sections 5 and 6. A discussion of the stationary regime and other generalizations
as well as counterexamples are provided in Section 7.

2 Notation and Assumptions

2.1 Model Description

Consider an acyclic network KX with K > 1 nodes. Node ¢, 1 < i < K, consists of a waiting
queue of infinite capacity and one or more identical servers. The network (or more precisely,
its underlying graph) has an in-forest structure, viz., a node has at most one successor. The
nodes having no predecessors are referred to as the leaves of the in-forest, and those having
no successors as the roots. A job executed at a non-root node will later be executed at the
successor of the node. Without loss of generality, we assume that the nodes are labeled in such
a way that node 7 is a predecessor of node j implies that : < j. Figure 1 illustrates an example
of an in-forest.

We distinguish between three types of nodes.



e a type I node contains a single server which does not allow preemptions,
e a type 2 node which contains two or more servers which do not allow preemptions, and

e a type J node which contains one or more servers which do allow preemptions. Service is
always resumed from the point of preemption.

The n-th customer, also referred to as customer n, arrives in the system at time aq, n =
1,2,---,a1 < a3 < --- < a, <---. When a customer arrives in the system, it enters one of the
leaf queues. When a customer enters a queue, it waits for service at the queue. The service
time is a random variable whose distribution depends only on the identity of the queue. After
having been served by one of the servers associated with that queue, it is routed to the successor
queue.

There is a resequencing buffer wath infinite capacity in the system. When a customer leaves -
a root node, it enters the resequencing buffer. A customer, say n, can leave the resequencing
buffer (and, thus the system), if and only if all of the customers 1,2,---,n — 1 have already left
this buffer. The resequencing buffer is also assumed to be of infinite size.

In order to analyze the transient behavior of various scheduling policies, we arbitrarily fix
N > 1 as the number of total arrivals. Let N = {1,2,---, N} be the set of customers that
arrive to the system. Denote by N, C N the set of customers routing through node i, i € K.

We associate with customer n, n > 1, a due date, denoted by d,,. Let u, = d, — a,, be the
relative due date of customer n. Both d,, and u, are (not necessarily positive) real numbers.

2.2 Scheduling Policies

A scheduling policy determines the time at which a particular customer is to be served in a
queue. If the node is either of type 1 or 2, then the policy is restricted to be non-preemptive,
1.e., no customer is ever interrupted and removed from a server while it is in the middle of
service. If the node is of type 3, then the policy may be preemptive resume where the service of
a customer is resumed at the point at which it was preempted. The policy is called non-idling
or work conserving if no server is allowed to remain idle whenever there is a customer waiting
in the queue.

Throughout this paper we assume that the scheduling policies cannot use any service time
information other than that regarding the distribution of the service times. This assumption
implies that the Shortest Remaining Processing Time policy is not under consideration. - We
also assume that the scheduling policies are not anticipative in the sense that a decision can
never use information on future arrivals. -



Denote by ¥ the class of (possibly idling) policies that fulfill the above assumptions and
and ¥,; C ¥ the class of non-idling policies. Among the well-known extremal policies, there
are First Come First Serve (FCFS) and Last Come First Serve (LCFS) policies. Consider node
i. If it is either of type 1 or type 2, then FCFS (resp. LCFS) behaves in the following way.
When there is an available server in a queue, FCFS (resp. LCFS) schedules the oldest customer,
i.e., the customer with the smallest arrival time to the system (resp., the youngest customer,
i.e., the customer with the largest arrival time to the system). If the node is of type 3, then
preemptions are allowed. Thus, FCFS (resp. LCFS) ensures that the oldest (resp. youngest)
customers are always in service. Note that the FCFS and LCFS policies defined above:are
“global” in the sense that the times when the customers arrive in the system are used instead
of the times when the customers arrive at that queue. Note also that the FCFS and LCFS
policies thus defined are non-idling.

When the customers are associated with the known due dates, there exist the Smallest
Due Date first (SDD) and the Largest Due Date first (LDD) policies, which assign customers

according to their due dates. Whether or not these policies permit preemptions depends on the
type of node.

When the due dates are comparable in the stochastic ordering sense <, (see the definition
below), which is the case when they are known or when they are unknown but the relative due
dates are i.i.d. random variables, we define the Stochastically Smallest Due Date first (SSDD)
policies and Stochastically Largest Due Date first (SLDD) policies to be such that as soon as
there is an available server, the customer waiting in the queue with the stochastically smallest
and largest due dates, respectively, is assigned to the server. Again, by definition, SSDD and
SLDD policies are non-idling.

Observe that when the relative due dates are i.i.d. random variables and are independent of
the arrival and service times, and also are unknown a priori, then the SSDD and SLDD policies
coincide with the FCFS and LCFS policies, respectively. When the due date are known, the
SSDD and SLDD policies coincide with the SDD and LDD policies, respectively.

2.3 Statistical Assumptions

Throughput this paper, we will assume that
o The service times of the queues in the system form mutually independent r.v.’s. For each
queue, the service times are i.i.d. r.v.’s whose distribution may be:

— arbitrary if the queue is of type 1,

— increasing in likelihood ratio (cf. Section 3.2) if the queue is of type 2, and



— exponential if the queue is of type 3.

e The sequences of arrival times A = {an}3%, and of due dates D = {d,}3%, are inde-
pendent of the service times, but are otherwise arbitrary. In particular, they can be
deterministic sequences.

2.4 Performance Metrics

Let » € ¥ be an arbitrary scheduling policy. Denote by b,(n) the random variable (in JR*}of
the time of the service commencement of customer n at one of the leaf nodes, and c,(7) the

random variable (in IR*) of the completion time of customer n at one of the root nodes.

Denote by R,(7) and L,(7) the response time and the lateness of customer n under 7 € ¥,
-respectively, defined by

Rﬂ(") = cn(”)—am (21)
Lo(m) = cq(m) - dg. (2.2)

Denote by D,(r) the end-to-end delay of customer n under = € ¥, i.e.,

Dp(7) = max ci(7) — aq,. (2.3)

1<i<n
Let

R(m) = (R(7),---,Rn(7)),
L(z) = (Li(x),---,Ln(7)),
D("l’) = (Dl(ﬂ)v""DN(W))'

The purpose of this paper is to find extremal policies that minimize or maximize these
performance measures in some stochastic semi-partial ordering sense. Hence, we define the
partial orderings of interest to us in the next section.

3 Preliminaries on Stochastic Orderings

Throughout this paper, the inequality .< between two vectors.is understood to be componen-
twise. Increasingness and decreasingness stand for non-decreasingness and non-increasingness,
respectively.



The first two subsections review some concepts in stochastic orderings. The last subsec-
tion develops some properties associated with permutation orderings which will be crucial in
establishing the main results of the paper.

3.1 Integral Orderings
Let X,Y € IR" be two random vectors.

Definition 3.1 The random vector X is stochastically smaller than the random vector Y in
the sense of

strong stochastic ordering (X <, Y), if E[f(X)] < E[f(Y)], V increasing f:IR" — IR,
convez ordering (X <., Y), if E[f(X)] < E[f(Y)], V convezr f:IR" — IR,

increasing conver ordering (X <. Y), iff E[f(X)] < E[f(Y)], V increasing convez f: IR" — IR,
decreasing conver ordering (X <q4.. Y), iff E[f(X)] < E[f(Y)], V decreasing convez f : IR" — IR,

respectively, provided the expectations erist.

In what follows, =, denotes equality in distribution. The following lemma is due to Strassen
[23]:

Lemma 3.1 Two random vectors X and Y satisfy X <, Y if and only if there exist two
random vectors X and Y defined on a common probability space such that X =, 7(, Y =, 17,

and X <Y componentwise almost surely (a.s.).
Define now the notion of majorization. Let &,y € IR™ be two real vectors.

Definition 3.2 Vector x is said to be majorized by vector y (written « < y) iff

k . k
dorg £ Dy k=lrn—1 (3.1)
=]

=1
erm = Zlym, (3.2)

where the notation z;) is taken to be the i-th largest element of x.

Definition 3.3 A function f : IR® — IR is Schur-convez if for all x,y € IR,

z<y = f(z)< fly).



We define the following classes of functions

e () (C’lT ,Cll) — the class of (increasing, decreasing) Schur-convex functions,
e (2 (C;,C%) — the class of (increasing, decreasing) symmetric and convex functions,

° (3 (C:I,Cé) — the class of functions of the form f(X) = Y., f(z;) where f is (increasing,

decreasing) convex.

Definition 3.4 Let X and Y be two random vectors in IR". We define the following stochastic
orderings between these r.v.’s

X <e Y, ff Ef(X)<ES(Y), VfeC,i=123,
X< Y, if Ef(X)<E[f(Y), Vfe(l, i=1,23,

X <Y, iff Ef(X)<E[f(Y), Vfec! i=1,23,

provided the expectations ertst.

Various properties concerning these orderings can be found in {18]. From the definition of
these orderings and the fact that any symmetric and convex function is Schur-convex (cf. [18,

Proposition C.2, p. 67)), we can easily see that

Lemma 3.2 The following implication relations between the stochastic orderings hold:

2 & =4 = Sg
4 ¥ 4
Ssll <= <p = SE;

4 4
Sg} € Sm = Spg
4 4 4
-<-E§ < <g, = SE;

The relations still hold when <g,, <gts and <. ore replaced by <.r, <icx, and <4.. respec-
1 1

tively.

The following lemma is another application of Strassen’s Theorem (cf. [23]) to the semi-
partial ordering <. A proof was provided in [18, Theorem B.1, p. 483).

10



Lemma 3.3 Two random vectors X and Y satisfy X <g, Y if and only if there ezist two

random variables X and Y defined on a common probability space such that X =, X, Y =,
?, and X <Y a.s. -

3.2 Likelihood Ratio Ordering

A number of our results will require that service times have distributions with increasing like-
lihood ratio (ILR). Consequently, we briefly introduce this class of random variables before

presenting the main results of the paper. Let X,Y € IR* be two continuous nonnegative
random variables with density functions fx and fy respectively.

Definition 3.5 The random variable X 1is smealler than the random variable tin the sense of -
likelihood ratio (X <; Y') if

fy(z)/ fx(z) < fy(¥)/ fx(v), 0<zr<y.

One of the properties of the likelihood ratio ordering is that it implies the strong ordering, i.e.,
XY = X<a4Y.

Definition 3.6 The random variable X € IR* is said to be increasing in likelthood ratio (ILR)
if
a1+ X <irc2+ X, 0<c1<cy

or equivalently
XsZIrXt» 0$3St,

where X, is the remaining lifetime of X from t on, given that it exceeds t.

A random variable is increésing in likelihood ratio (ILR) iff its density function is log-
concave (or, Polya frequency of order 2). Examples of random variables that are ILR include
those with the following densities, i) Gamma: f(z) = Ae~*?*(Az)°"!/T(a), @ > 1 and ii)
Weibull: f(z) = aA(Az)*"1e" 27 o > 1.

The likelihood ratio ordering can also be defined for discrete random variables that are

defined over the same set of values. We say that X <;, Y if P(Y = z)/P(X = z) increases in
z.

11



3.3 Partial Orderings on Permutations

Let n > 1 be an arbitrary integer, and [' the set of permutations on {1,2,---,n}. For any

two real vectors z,y € IR™, denote by y, = (¥,(1)»"**1¥(n)) Where y € T, and y — = =
(vi—21y " Y — Tn)-

We define a partial ordering on I' which was first introduced in Baccelli, Liu and Towsley
[2]. Assume that {z;}"., is a sequence of mutually different real numbers. Define the binary
relation By, ) on the symmetric group I’ as: N

Definition 3.7 9'By, )7 if 7' = v or if there exist a pair of integers j, k, such that
2, <z, AG) > k), G =k), VK =70), Y@ =v6), i#j, ik (3.3) »
Define now a partial order <(, ) on I’ as the transitive closure of By, j:

1. o <{z) 7 ¥ 7'3{,.,}‘7.

2. 9’ <{(z,) 7 if there exists 7" such that 9/ <(; .} 7" and v" <z} 7-

Note that <, and <{z') define the same partial order provided
Vi,j:z, <z; iff zf <a:;.
Lemma 3.4 (Baccelli, Liu and Towsley [2]) Assume that y) < y2 < -+ < yn. If Y <z} 75

then
(yy —x) <(y,— ). (3.4)

Lemma 3.5 LetY € IR™ be a random vector such that

N<Y<:- <Yy, as

If, on @ common probability space, ' <{z;} 7» @.8., then

(Yy—2)<g, (Y, -=z). (3.5)

Proof. Apﬁlying Lemmas 3.4 and 3.3 immediately yields the desired inequality. o |

12



Lemma 3.6 Assume thatz) <22 <~ <zpandthatys Sy2 <  Syn- IfY <z} 1> then

iy < . <m<n. 3.6
23X Yy(i) DA 4ai), 1<m<n (3.6)

Proof. We need only consider the case that 4/ differs from v in two positiong. Specifically,
assume that

zj <zi, v(E) > k), Y@ =ak), V&) =), YE) =a6), i#5, iFq ko

Note that under the assumption of this lemma, z; < z4 iff j < k. Thus,

ViEsm<j-1: 132X V() = (TR Yali)s
Ve<m<n: yBEX Yr) = DX Yali)s
Vi<m<k-1: l?i?fn Yo(s) = max (y.,:(j),lsgxﬁ yﬂ‘»))

= max (y'r(k)’ lsgi’j# y‘v(i))

S max (y'r(j)’ 122 y.,m)

= lrsn,-?,‘“ LRTOR
a
Lemma 3.7 Assume that 21 <z < -+ < xp. Let Y € IR™ be a random vector such that
Y1<Y2<--- <Yy, as.
If, on a common probability space, v <{z:;} 7> a.s., then for alll1 <m < n,
{12'&5)5,. Yy tm=1 St {lgaé’fn Y. m=1- (3.7)
Proof. The result follows from Lemmas 3.6 and 3.1. s

Define now another partial ordering on I' with respect to a sequence of random variables.
Assume that {X,}I_, is a sequence of stochastically comparable random variables, i.e., for all

13



1<14,5 < n,either X; <4 X, or X; <« X;. Define the binary relation Bﬁ“} on the symmetric
group I as: 7'3'{:\.’}7 if there exist a pair of integers 7, k, such that

Xj Sot Xeo vG) > Ak), YG) =), YKR)=10G), Y@ =4G), i+, i#k (38)

Define now a partial order *?X.'} on I' as the transitive closure of B‘;‘X'}: e

1. 4/ -<‘{"X') v if 7'83“}7.

2. 7" <{x,) 7 if there exists 7" such that 7 <7y, 7" and 7" <{x ) 7.

Note that <‘I’x,} and <'{"x'} define the same partial order provided

Lemma 3.8 Let Y € IR be a random vector such that

}GS}”ZS”’SYna a.s.

Assume further that {X;}7_; is a sequence of stochastically comparable random variables, and

that {X;} is independent of Y and of the random permutations 7',y € . If 4/ *?Xx} v, then

(Y = X) <5y (Y = X). (3.9)
Proof. It suffices to consider the case 7'8{'){.}7. The general case can be shown using
transitivity of <g,. Let j, k be the pair of integers fulfilling (3.8):

X; <o X, G > k), YG)=ak), YK =vG), vY6E) =6), i#] iEk

Applying Strassen’s Theorem to the random variables X;, X entails that there are two
random variables .\7_, and X; on a probability space such that
XAJ' =gt Xj, Xk =5 X;, and 4?,‘ < Xk a.s.,
which implies that

(]
¥ B{X.-}'Y a.s.

14



Since X is independent of Y and v',7, we have on the same probability space that Y3 <
Y, <.--<Y,, a.s.. Owing to Lemma 3.4, we obtain that

Y,y -X)<(Y,-X), as,

which implies that for all convex function f : IR — IR,

n

Z":f (Y‘r'(i) - )?0) < Zf (Y-,(.') - X,) a.s.

=1 =1

Thus,

g;Ef (Yoo = X:) = ilEf (Yo = %) < En:Ef (Yoo - %) = Z"Z Ef (Yo = Xi).

=1 =1

Consider now the partial ordering on the “merging” of the permutations. Let N;, N2 be a
partition of {1,2,---,n}:

MJN={1,2,---,n},  Ni[|N2=0.

Denote by I'; and I'» the sets of permutations on N, and Ns, respectively. Let v € I'; and
72 € I'2. Define the merging of the permutations 41,72 as ¥ = (71,72) such that

5 _ ] (), 1€ Ny;
7("‘{ 12(i), i€ N,.

Lemma 3.9 Let {z,}}_, be a sequence of mutually different real numbers. Let 7,,v] € T,
2,73 € T2. If 9] <r ey, N and v, <{mhen, V20 then

7 = (M) <@y, (12) =17

Proof.
(71:72) <gzan, (1,72) <z, (1,72)-

=1 1=1

15



Lemma 3.10 Let {X,}|., be a sequence of stochastically comparable random variables. Let

150 € T 712072 € T2 If 71 <), M1 974 72 <{x,),cn, 720 then

7 =(72) <y, (r2) =17

Proof.
(1,72) <Pxye, (172) <{xpn, (r172)-

4 Main Results

In this section, we present the extremal properties of some scheduling policies in the multi-server
in-forest network X. The proofs of these results are provided in the next two sections. We focus
on two classes of policies, the class of non-idling policies and the class of idling policies. We

provide various extremal properties of the policies FCFS, LCFS, SDD, LDD, SSDD and SLDD
that are applied to all of the nodes in the network.

4.1 Results for Non-Idling Policies

Consider first the latenesses of the customers. Two cases will be investigated depending on the
information on due dates available to the scheduler:

1. Exact due dates are known;

2. Exact due dates are not necessarily known, but the due dates are stochastically compa-
rable in the sense of <4, viz., for any m,n > 1, either dy, <4 dy, or dyy <yt din.

Theorem 4.1 If the due dates are knoun, then the SDD (resp. LDD) policy applied to all the

nodes minimizes (resp. mazimizes) the vector of latenesses within the class W,, in the sense of
SE: 0"167""9’
Vr € Wa, : L(SDD) <g, L(r) <g, L(LDD). (4.1)

Theorem 4.2 If for any fized sequence of arrival times A = {a,})_,, the due dates are stochas-
tically comparable in the sense of <y, then the SSDD (resp. SLDD) policy applied to all of the
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nodes minimizes (resp. mazimizes) the vector of latenesses within the class W, in the sense of
<E, ordering.
Vr € ¥y, : L(SSDD) <g, L(n) <g, L(SLDD). 4.2)

Remark: Ifthe due dates are unknown a priori, and if the relative due dates are stochastically
increasing random variables (i.e., un <st un+1, for all n > 1), independent of the arrival times
(e.g., the relative due dates are i.i.d.), then the SSDD and SLDD policies coincide with the
FCFS and LCFS policies. Consequently, relation (4.2) still holds when SSDD and SLDD are
replaced by FCFS and LCFS, respectively. .

Setting the due dates to the arrival times in Theorem 4.1 implies the follov#ing extremal
properties of the FCFS and LCFS policies on response times.

Corollary 4.1 The FCFS (resp. LCFS) policy applied to all the nodes minimizes (resp. maz-

imizes) the vector of response times within the class Wq; in the sense of <g, ordering,

Vr € ¥, :  R(FCFS)<pg, R(r) <p, R(LCFS). (4.3)

Owing to Corollary 4.1, a stronger relation than (4.2) can be obtained in the case that
the relative due dates are i.i.d. random variables which are independent of the arrival times.
Indeed, L(7) can be rewritten as

L(m) = (Ri(7) — uy, Ra(m) — ug, -+, Rn(7) — un),

where u;,--+,uy are i.i.d random relative due dates being independent of the response times.
Appealing to the closure (under convolution) property of the <g, ordering [18, Proposition F.6,
p. 314] and making use of Lemma 3.2 and Corollary 4.1 readily yield the following:

Corollary 4.2 If the due dates are unknown a priori, and if the relative due dates are t.i.d.
random variables which are tndependent of the arrival times, then the FCFS (resp. LCFS)
policy applied to all the nodes riinimizes (resp. mazimizes) the vector of latenesses within the
class ¥,; in the sense of <p, ordering,

Vr € W, ¢ L(FCFS)<g, L(r) <g, L(LCFS). (4.4)
Consider now the end-to-end delays in the network. -

Theorem 4.3 The FCFS (resp. LCFS) policy applied to all of the nodes minimizes (resp.
mazimizes) the end-to-end delays within the class Wo; in the sense of stochastic ordering <,

V1 € Wy D(FCFS) <q D(7) <o D(LCFS). (4.5)
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4.2 Results for Idling Policies

If we consider the class of idling policies, then we have the following results analogous to those
corresponding to the class of non-idling policies. However, they are limited to in-forests that
consist exclusively of type 3 nodes whose service times are exponential r.v.’s.

Theorem 4.4 Assume that K is an in-forest consisting of type 8 nodes. If the due dates are
known, then the SDD and LDD policies are eztremal with respect to the latenesses:

vie¥:  L(SDD)<g L(r) g L(LDD).

Theorem 4.5 Assume that K is an in-forest consisting ezclusively of type $ nodes. If for any
fized sequence of arrival times A = {an}).,, the due dates are stochastically comparable in the
sense of <, then the SSDD and SLDD policies are extremal with respect to the latenesses:

Vie¥:  L(SSDD)<,y L(r) <y L(SLDD).
3 3

Corollary 4.3 Assume that K s an in-forest consisting solely of type § nodes. Then the FCFS
and LCFS policies are extremal with respect to the response times:

Vre¥:  R(FCFS)<g R(r) <p R(LCFS).
1

Corollary 4.4 Assume that K is an in-forest consisting solely of type 3 nodes. If the due
dates are unknouwn a priori, and if the relative due dates are i.i.d. random variables which are
independent of the arrival times, Then the FCFS and LCFS policies are extremal with respect
to the latenesses:

Vrew:  L(FCFS)<p L(r) <z L(LCFS).

Theorem 4.6 Assume that K is an in-forest consisting of type 3 nodes alone. Then the FCFS
policy is ertremal with respect to the end-to-end delays:

Vre ¥: D(FCFS) <4 D(r).

5 Proofs of the Results for Non-Idling Policies

We begin this section by considering the scheduling problem at a single node. We derive
properties that allow us to propagate permutation orderings from an input mapping to an
output mapping for each of the three types of nodes defined earlier. These properties are then
used at the end of the section to prove the main results for non-idling policies.
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5.1 Scheduling in a Single Node

Consider a single-queue multi-server model. The customers of this queue form a subset A of
the set of customers in the network Ny, i.e., Ng C N. Customer ¢ € A arrives at the queue at
(random) time &,. The sequence of arrival times {&;}ien; is disordered, i.e., it is not necessarily
increasing in i. For any fixed {a;}ien;, there is a permutation v on Aj such that the sequence
{@,()}ien, is increasing in i. The permutation 7 is referred to as the input mapping of-the
queue.

Let 7 be an arbitrary scheduling policy applied to that queue. Denote by oF the service
time of customer ¢ € Ay under policy #. The random variables o7, i € N, are i.i.d. having
distribution B which is independent of 7. Let s¥ and tT be the times when customer i € N
starts and completes its service at one of the servers under «, respectively. Let ¢7 and 67
be the permutations on Ay such that {s7: ) hien. and {t;;(‘.)},‘gNo are increasing in 7. The

permutation Y] and 6] are referred to as the scheduling mapping and the output mapping of
the queue under policy =, respectively.

In order to establish these properties in the case of a type 3 node, we rely on the following
lemma.

Lemma 5.1 Consider a type & node with i.i.d service times with an exponential distribution.
For any function of the random variables R, L, and D, there exists an optimal policy that
minimizes or mazimizes the ezpectation of this function whose decision points at each node
occur only at the arrival times of that node and all but the last service completion time of that
node.

In other words, preemptions and new customer assignments at each type 3 node occur only
at the instants of customer arrivals to that node and at the instants of all but the last service
completion of that node. This fact results from the memoryless property of the exponential
distribution. Indeed, between these instants the state represented by the existing customers
and their remaining service times does not change. The formal proof is left to the interested
reader. Throughout this section, we will confine ourselves to scheduling policies exhibiting the
property stated in Lemma 5.1.

Lemma 5.2 Let the arrival times {@;}ien, and the due dates {d;}ien, be fized. Assume there

are two input mappings ¥ and 7'. Assume further that the service times are i.i.d. random
variables having a distribution that depends on the type of node,

o arbitrary distribution for a type 1 node,
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e an ILR distribution for a type 2 node,

® an ezxponential distribution for a type 3 node.
If v <. evo Vs then, for all # € U,,;, there exists a probability space such that

{t;;'oo‘*)}'ENu = {tg i hiense  a-s. and 6ipp <{dihieny 67 a.s. (5.1)

There also ezists a probability space such that

{fé';,,,,(f,}sexo = {t;;'m}ieNo a.s. and 6 ~<{dhens ¢lpp a.s. (5.2)

Proof. We consider a type 2 node first. We will focus on relation (5.1). The proof of (5.2)
can be shown in an analogous way.

For notational simplification, we assume, without loss of generality, that Ny = N =
{1,2,--+,N}. Thus the mapping 7(z) (resp. %¥73(¢), 63(i)) can be interpreted as the index
of the 4(7)-th arrived (resp. ¥'J(7)-th scheduled, 67(i)-th completed) customer.

The proof is based on a sample path interchange argument. From an arbitrary policy =
defined on v, we will construct a (finite) series of policies such that the final policy is SDD
defined on 4’ and that each new policy improves the previous one in the sense of output
mapping. Each policy defines a system with customer arrival times, service times, scheduling
times and completion times. We will construct these systems on a common probability space
in such a way that the arrival times in all these systems are coupled. The service times of a

system will be defined as a function of the scheduling decisions and service times in the previous
system.

More precisely, given the arrival times and the input mapping v, we fix the service times and
compute the completion times of the customers under policy . We will describe a procedure of
assigning service times to the customers under SDD so that i) they are the same in law as under

x, i1) they generate the same completion times for this sample path, and iii) 0}'0 D <{di}ien b7

This will be done in two steps.

Claim 1: For the given tnput mapping v, there exists a service time assignment such that -

{t;—s,DDh-,},-eN = {tg: ;) lien  a-s. and 03pD <{d}en O3 @.5. (5.3

Proof of Claim 1. We use an interchange argument to prove (5.3) where we modify 7 one
scheduling decision at a time until SDD is produced. '
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Consider the first scheduling point at which 7 deviates from SDD. Let this be scheduling
decision m. Suppose that = schedules customer j whereas there is another customer k in the
queue such that ¥7(m) = j and ¥J(n) = k, m < n and d; > di. We will construct a new policy
p which differs from 7 only in that the scheduling of j and k are switched:

vpm)=k, ¥,(n)=3, Y (1) =¥3(1), Vi#m,n

Assign the same service times of customers ¢, t # j,k, under p as under =:
of =07, Vi#jk

Let us focus on the service times that customers j and k will be assigned under p. We will
use the property that the service time distribution is ILR to construct the setvice times a;’ and

o} in such a way that the completion times of j and k are either switched or not. Thus, the

sequences of scheduling times and completion times under p, {t:-, (‘.)},'e » and {szja(‘.)};ey, are
(4 P

identical to those of =, {t;;“)}‘g/ and {s;;(i)},-e,v. Moreover, the completion times of j and

k will never be switched if this will create a situation where k departs after j under p and j
departs after k under 7. In order to do so, the two customers may not receive the same amount
of service times under p as under .

Assume that under m, customers j and k are scheduled at times s; and s; and that they

complete at times ¢; and t;. Let A = 53 —s; > 0. Figure 2 illustrates several possibilities.

Assume that the service times are continuous random variables (the discrete case can be
analyzed analogously). Denote by f,(z) the density function of service time o at point z. We
define the service times for j and k under p as follows,

(af,a;’) = l(tJ < sk)(a;rsa;cr)
+1(sp <t; < tk).[U(o;',oI,A)(q;',a{) +(1-U(oj,07. M)A + 0}, 0] — A)]
+1(tx < 4)(A +0f,0] ~ A) | (5.4)

where U(a,b,A) is a Bernoulli r.v. with probability distribution Pr{U(a,b,A) = 0] = p(a, b, A),
Pr[U(a,b,A) =1] =1 - p(a,b,A) where

Jolo>a(b+A)fs(a—A)
folo)A(a)fa(b) ’

_ fo(b+A)fo(a—A)
= T LG (5:5)

p(a,b, A)
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This is defined only for the case that a > A > 0. Furthermore the ILR assumption guarantees
0<p<l.

It is easy to see that this construction either switches the completion times of 7 and k or
not. Therefore. the sequences of the scheduling times and of the completion times of p are
unchanged. Moreover, customer k departs after j under p only if k departs after j under =.
Hence, if the order of the completions of the j and k under p is the same as under =, then
63 = 8. Otherwise, 6](j) = 8](k) and 6] (k) = 67(j). In any case, we have

6 <(d.}ien On-

€N X

We now need to show that the random variables in {0f};en are i.i.d. This is done by
evaluating the joint density function for the service times (o]",a,‘:). In the case that z < A

for ot (z,y) = fo(2)fo(y).
In the case that A < z < y+ A we have

fa;.vf(r’y) = jd(r)fﬂ(y)(l -P(yrzaA)) + fd(A + y)fd(z - A)a

fo(A +y)fol(z —A)
fe(z)fe(y)

fa(x)fa(y) 1-
= fo(z)fo(y)

Finally, in the case of y + A < z,

] +£o(B + V) folz - A),

Jo(A+y)fo(z—A)
Jo(2)fo(¥) '

I

fo(B+y)fo(x - D)

= fo(z)fe(y)

The necessity that the service times have a distribution with ILR should be obvious from this
construction.

fo)".a:’(za y)

Therefore we conclude that for all (z,y) € IR*?,
fc;.or(xay) = fa(z)fc(y) = fv;.c:(z’y)'

The i.i.d. assumption on the random variables in {o]},ex readily implies that the random
variables in {07},ea are i.id.

This interchange argument can be repeated until SDD is produced for which we have rela-
tion (5.3). .
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Claim 2. Given two input mappings v’ and v with v/ <{di}iew 7» then, there erists o service

time assignment such that

{tSDD

}tGN { 9’
8:pplit)

SDD(.)}sEN a.s. and 9}00 <{d\}ien 0}00 a.s. (5.6)

Proof of Claim 2. If the input mappings 4 and 4’ are the same, then we are done. We
assume that 4 and 4’ differ only in two positions. The general case can be shown by iterating the
interchange procedure that will be performed later in the proof. Let j and & be the customers
whose arrival times are switched in the inputs 4 and v:

d; > di, G <k), VG =2k), YR =0G), YO =16), i#h iEk
Fix the service times of policy SDD for the input mapping v and determine the seqdences
of scheduling times and completion times of the SDD policy associated with 4: {siffb('.)}.-ey ‘
and {tfii(;,}.‘e/v-
Let p be a policy associated with input mapping v'. Assume first that ¥%,,(5) > ¥ipp(k).

Define 1[)2' = Ylpp- The service times under p are defined to be identical to that of SDD
associated with v: ¢ = 07PP for all i € N. It is easy to see that p is a feasible policy (in the

sense that a customer is never served before its arrival) with respect to the input mapping +’.
Moreover,

{s* Yiew = {s ‘LSDD("}'G'V’ {

\bp (1) }fGN { 07DD(1)}l€N7 07 = 0500 ‘ (5.7)

63’ (i)

Assume now that ¥{p,5(5) < ¥lpp(k). Define

Y3 () =v3op(k), ¥ (k) =%Ippl), ¥] () =vIppl) VieN -{jk}.
The service times under p are defined to identical to that of SDD associated with v for those

customers that are different from j and k: ¢f = 670D for all i € N — {j, k}. The service times
of customers j and k under p is defined analogously to (5.4):

(0:,6;?) =
1(t; < si)(o3 PP, o FDD)
+1(se < tj < ;) [U(ajsno’oknb A)(aSDD oSPD)
1-U(o3PP 530D A A + 02PP,05DD - A)]

+1(tk < ,;)(A + 0fPP 6700 ~ A)
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where s,, 34,1}, are the scheduling times and completion times of customers j, k, respectively,
under policy SDD associated with input mapping 7, and where A = s; — s;. The symbol
U(a,b,A) denotes a Bernoulli r.v. with probability distribution Pr[U(a,b,A) = 0] = p(a,d,A),
Pr{U(a,b,A) =1] =1 - p(a,b,A) defined as in (5.5).

As seen in the proof of Claim 1, under such a construction, p is a feasible policy with respect
to the input mapping ', and that

{ }tGN {s VSDD(')}'EN’ { }nEN { oD (,)}:ENa 0;' <{di}een oZ'DD' (5.8)

v (i) 6 (3)

Consequently, in both cases, policy p is a feasible with respect to input mapping 7/, and the
following relation holds,

{s” bien = {si“s-D:D(.')}ieNs {8, Ytien= { 0pp (.)}ceN, 02’ <{d:}ren OZ‘DD (5.9)

S
VL) 0]

Using now the arguments of the proof of Claim 1, we can show that there is a service time
assignment such that for the input mapping v/,

}'eN, 0}DD <{d'}'€-\' 03’. (5.10)

¥spplt)

SDD e — [ . SDD
{s NG i }tEA/ - {sv:;,’(i)}lENa {t0; }tEV { oﬁ (%)

The proof of the claim can thus be concluded by combining relations (5.9) and (5.10). .. .0

The assertion of the lemma for a type 2 node is a consequence of the Claims 1 and 2.

In the case of a type 1 node, the proof is simpler as the assignment of service times to
customers j and k under the constructed policy p is simply an interchange of their service times
under 7. Hence, the service times can be arbitrarily distributed r.v.’s and the proof proceeds
in a similar fashion.

Focus now on a type 3 node. As before, assume that Ay = N = {1,2,---,N}. It again
suffices to establish relations (5.3) and (5.6). As the arguments are similar, we provide them
solely for (5.3).

We consider the system as if each server was continually serving customers. Whenever a
service completion occurs and there is no customer assigned to that server, it corresponds to
the completion of a fictitious customer. When a customer is assigned to a server, it is assigned
a service time equal to the remainder of the service time already underway at that server. The
exponential assumption guarantees that the customer service times are i.i.d. exponential r.v.’s.
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Assume that the arrival times and service times are given. Let 0 = ¢) < €3 < -+ < ean
be the decision epochs (note that under the restrictions of Lemma 5.1, there are at most 2N
decision epochs). Let m, 1 < m < 2N —1, be the first time that = does not follow the SDD rule,
i.e., at time ey, there exist customers j and k in the system with d; > di and that customer j
is assigned to a server at time e,, but not customer k.

We shall construct a new policy p that violates the SDD rule at least one less time. The
(residual) service times under p are, as under x, associated with the servers, and are the same
as those under 7. The decisions of p are defined as follows. For all 1 < n < m, the decisions of
p at time e, is the same as 7. At time e,;, p assigns customer k instead of j to a server and
does the same assignment for all other customers. If at time e,;41, customer j finishes under
n, which implies that customer k finishes under p, then for all m < n < 2N, the assignment
decisions of 7 at time e, are the same as m except that when customer k is assigned to a server
under 7, customer j will be assigned to the server under p. Otherwise, if customer j does not
finish under 7 at time em41 (nor does customer k under p), then for all m < n < 2N, the

assignment decisions of = at time e, are exactly the same as 7 (even for customers j and k).

In both cases, one easily verifies (using the fact that d, > di)

{t;;(;)}ieN = {tg i) ien @.s. and ) <{d}en 07 a.s.

This can be performed repeatedly to produce a scheduling policy where the SDD rule is
applied everywhere so that (5.3) holds. |

Similarly, we can show

Lemma 5.3 Let the arrival times {d;}ien be fized. Assume there are two input mappings v
and 9'. Assume further that the service times are independent of the due dates {d;}ien and are
1.i.d. random variables having a distribution that depends on the type of node,

e arbitrary distribution for a type 1 node,
e an ILR distribution for a type 2 node,

e an exponential distribution for a type 3 node.
If+ -qf,'}'m, v, then, for all policy # € W, there exists a probability space such that -
{t;s"sop(”}iGN = {tg: ;) }ien a.s. and 6spp <i§'}'5N- 67 a.s. (5.11)
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There also exists a probability space such that

{ts

swo"')}'eN = {t;;,m};ey a.s. and 07 <{a}ien O5LDp @8- (5.12)

5.2 Proofs of the Main Results of Non-Idling Case

Proof of Theorem 4.1. As in the proof of Lemma 5.2, we use a sample path interchange
argument to prove the theorem. From an arbitrary policy », We will construct a (finite) series
of policies such that the final policy is SDD and that each new policy improves the previous one
in the sense of output mappings on each node. We will consider these policies on a common
probability space in such a way that the external arrival times in all these systems are coupled.
The service times of a system will be defined as a function of the scheduling decisions and
service times in the previous system.

For the given policy , let a%(7) and ci,(7) be the arrival and completion times of customer

n € A; at node i. Let 7, and 6} be the input and output mappings of node i,1 <i < K.

Fix the customer arrival times aj,a2, - -,an, and the service times at all the nodes. Deter-
mine for each node i, 1 < i < K, the customer arrival times {a%,(7)}nen,, the input mapping

~%, the customer completion times {c}(7)}nen,, and the output mapping 6:.

We will show by induction on i that there is a service time assignment such that for all
1<i<K,

YSDD <{dn}nex;, Tx @5 {af’EDD(n)(SDD)},,eM={a,"7:(")(7r)},,5M a.s., (5.13)
650D <(daYucy, Ox @5 {Ch__(a)(SDD)}nen; = {chy(m)(M)}nen, a-s.  (5.14)

Recall that the nodes in the network are labeled in such a way that if node 7 is a predecessor
of node j, then i < j.

Consider node 1 = 1, which is necessarily a leaf node. It is clear that
7200 =7 {af,nsoo(,.)(SDD)}neM = {af,;(,.)(’f)}neM,
so that (5.13) holds for i = 1. Appealing to Lemma 5.2 implies that (5.14) also holds for i = 1.

Assume that for some 2 < j < K, relations (5.13) and (5.14) hold for all 1 < j. Since the
sequence of arrival times of node j is the superposition of the sequences of the completion times
of the predecessor nodes of j, we obtain from the inductive assumption and Lemma 3.9 that -

T$DD <{du}nen, Thr {af’ébo(n)(SDD)}nEN, = {0}, oy (M}nen;»
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so that (5.13) holds for i = j. Applying Lemma 5.2 yields that (5.14) also holds for i = j,
which completes the proof of relations (5.13) and (5.14).

Removing the conditioning on the arrival times and applying Lemma 3.5 yields

L(SDD) <5, L(x).
The proof of the inequality L(x) <g, L(LDD) is analogous. - B

Proof of Theorem 4.2. The proof is similar to that of Theorem 4.1, and uses. Lemmas 5.3,
3.10 and 3.8. 8

Proof of Theorem 4.3. Let g,(7) denote the departure time of customer n under # € ¥y, -
ie.,
Qn(”) = max(c,,(wr), Qn-l(”')) = lngsxn c;(w),

and let g(7) = (qi(7),...,gn(7)). Fix the arrival times and replace the due dates in (5.14) of
the proof of Theorem 4.1 with the arrival times. According to Lemma 3.6,

q(FCFS) < q(rn) a.s.,

or

D(FCFS) < D(x) a.s.

Removing the conditioning on the arrival times and the service times yields
D(FCFS) <4t D(7).

The proof of the relation D(7) <, D(LCFS) is similar, and is omitted. [ ]

6 Proof of Idling Policy Results

In this section we focus on in-forests that consist solely of type 3 nodes. In addition, we restrict
ourselves to the case where the service times are exponential r.v.’s. In order to establish the
results for idling policies, we establish Lemma 6.1 below. It will be clear that theorems 4.4,
- 4.5, and 4.6 are immediate consequences of Lemmas 6.1 and 3.2, and the results of Section 4.1.
The detailed proofs are left to the interested reader.
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Lemma 6.1 Assume that service times are exponentially distributed and that K is an in-forest
consisting solely of type 3 nodes. For each policy m € ¥, there is a non-idling policy p € ¥y
such that

(c1(p)s- - seN(p)) Sat (c1(m),--+,en(m)), (6.1)
L(p) <« L(7), (6.2)
R(p) <& R(m). (6.3)

Proof. Let a(7) and c}(7) be the arrival and departure times of customer n € N; at node i
under 7, respectively.

According to Lemma 5.1 we can restrict ourselves to the class of non-idling policies whose
decision points at each node occur only at the arrival times of that node and all but the last
service completion time of that node (cf. 5.1), i.e., preemptions and new customer assignments
at each node occur only at the instants of customer arrivals to that node and at the instants of
service completion of that node.

As in the last part of the proof of Lemma 5.2, we consider the system as if"each server
was continually serving customers. Whenever a (virtual) service completion occurs and there is
no customer assigned to that server, it corresponds to the completion of a fictitious customer.
When a customer is assigned to a server, it is assigned a service time equal to the remainder of
the service time already underway at that server. The exponential assumption guarantees that
the customer service times are i.i.d. exponential r.v.’s. Assume that the arrival times and service

times are given. We show that in such a probability space, there are policies p!,p%,-- -, p¥,
such that for all k, 1 < k < K, policy p* is non-idling at all the nodes 1,2,---,k, and that

Vi, 1<i<k: {an(p)}nen, S {an(Mknen, a5, {ch(p)Inen, S {ch(M)}nen;, a.s.,
(6.4)
which will imply the assertions of the lemma in taking p = p¥ € ¥,,,.

The proof is by induction on k € K. Consider first node k = 1.
Let 0 < e; < e2 < --- be the superposition of the sequences of arrival times and of the

(virtual) service completion times at node 1. Define policy p! as follows:

e Policy p! make the same scheduling decisions as 7 at all the nodes ¢ > 2.
e At node 1, form = 1,2, -,

~ If a customer n € N is assigned to a server at e,, under 7, and if this customer is

‘not finished by e,, under p!, then n is also assigned to a server under p!.
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— If there is a server such that no customer is assigned to at time e,, under =, or if the
customer that is assigned to at e,, under  is already finished by time e, under p!,

then p' assigns a customer waiting in the queue, if any, to that server.

Under this construction, it is easy to see that p! is non-idling at node 1 and that
{CL(PI)}neNx S {Ci(w)}ﬂENx a.s.,
so that relation (6.4) holds for p.

Assume that for some k > 2, there is policy p*~! that is non-idling at all the nodes
1,2,---,k — 1, and that relation (6.4) holds for p*~1. '

Define policy p* as follows. Policy p* makes the same scheduling decisions as pF~! at
all the nodes 1,---,k — 1, and p* makes the same scheduling decisions as 7 at all the nodes
k+1,k+2,---,K. Consider the decisions made by p* at node k.

If k is a leaf node in K, then the relation

{aﬁ(Pk)}neN; s {aﬁ("r)}nENk a.s.,

trivially holds (in fact, the equality holds.). Assume that k is not a leaf node in K. The arrival

times at node k is the superposition of the completion times at its predecessor nodes. Therefore,
the above inequality still holds, due to the induction assumption.

Now, policy p* can be constructed from 7 by removing the idleness at node k in the same way
as in the definition of p! for node 1, where, the sequence of decision epochs 0 < e; < ez < ---,
should be understood as the superposition of the arrival times {af,(p")},,e,vk and {af‘,(vr)},,e;vk,

and the (virtual) service completion times at node k. Hence,

{cﬁ(pk)}"ENg S {Cﬁ(ﬂ’)}neNk a.s.,

which, in addition to the induction assumption, imply that relation (6.4) holds for p*.

We have thus completed the inductive step and have shown that (6.4) holds for all 1 < k <
K. Since p = p¥ is non-idling at all the nodes, we have thus completed the proof. [ |

7 Concluding Remarks

In this paper. we studied the scheduling problems in in-forests with identical multiple servers
at each node. We focused on those performance metrics as the response times, the latenesses,
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and the end-to-end delays of the customers. Various extremal properties have been established
for several simple policies using stochastic ordering techniques.

Although the focus of the paper has been on transient results, it should be clear that
similar extremal properties hold in the stationary regime. In particular, the stochastic orderings
<E,, SEJ and Ssé (recall that SE;”SEQ:SE;’ SEI=SE;=SEJ’ and SEIJ:SE;:SE#)’

established in this paper on the transient metrics R(w) and L(r) reduce to the stochastic
orderings <.;, <icz and <4.;, on the corresponding stationary random variables R(7) and
L(r), provided that the sequences of random variables, R,(7) and L,(7) weakly converge to
R(7) and L(7), for the classes of convex functions, increasing convex functions, and decreasing
convex functions, respectively, in the Cesaro sense (cf. Feller {9, p. 249]). Similarly, the
stochastic ordering, <,, established on the transient metric D(7) reduces to a <, ordering on
the stationary random variables D(7) under the weak convergence assumption. The interested
reader is referred to [2] for detailed proofs.

Most of the results obtained in this paper are new, even for the case when s = 1. As far as the
authors are concerned, the only more general result existing in the literature is the comparison
for the response times in the single-queue single-server system with Increasing Failure Rate
(IFR) service times. Indeed, Hirayama and Kijima [12] obtained that in the G/IFR/1 model,
FCFS policy is optimal within the class of preemptive policies :

Vre¥:  R(FCFS)<g R(r). (7.1)

A slightly stronger ordering was established in Chang and Yao [6]. However, such an ordering
does not appear to generalize easily to other queueing models with IFR service times.

First, relation (7.1) does not hold for arbitrary multi-server queue with IFR service times,
namely the G/IFR/s (s > 2) model, when service preemption is permitted. Here is a coun-
terexample. Consider a G/D/3 queue with 10 arriving customers. The service times are all §
and the arrival times are 0,1,2,3,4,5,6,14,14.001,14.002. Under FCFS, the average response
time is 6.0998. The following preemptive schedule gives an average response time of 6.0. Server
1 serves customer 1 at t = 0, customer 2 at t = §, customer 5 at t = 7, and customer 8 at ¢t = 14.
Server 2 serves customer 2 at t = 1, customer 4 at t = 4, customer 7 at t = 9, and customer 9
at t = 14.001. Server 3 serves customer 3 at t = 2, customer 6 at ¢t = 7, and customer 10 at
t = 14.002. Note that customer 2 was preempted at t = 4.

Relation (7.1) does not hold for tandem queues with single IFR servers either. Righter and
Shanthikumar [20] provided a counterexample with two single-server queues in tandem. The
- first queue has an IFR service and the second one is deterministic. ‘They constructed a policy
such that the completion times at the second queue are stochastically smaller than those under
FCFS policy. Therefore, the mean response time is smaller under that policy than under FCFS.
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Nevertheless, if ILR service times (which are more restrictive than those of IFR) are assumed,
we can prove the following:

Theorem 7.1 In any tandem queueing network consisting of -/ILR/1 queues, FCFS policy
applied to all the queues is optimal within the class of preemptive policies in the sense that

Vre¥: R(FCFS) SE,’ R(x).

The above theorem follows from the facts that FCFS stochastically minimizes the vector of
completion times in each queue [20] and that FCFS minimizes the input and output mappings
of each queue in the sense of the permutation ordering. The detailed proof can be obtained by
combining our arguments and those in [20].

In case a single multi-server queue is considered (i.e., K contains a single node), the as-
sumption of ILR service times in Theorems 4.2 and 4.5 can be relaxed. The statements hold
for arbitrary i.i.d. service times [17].
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