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Abstract

In this paper we consider isotropic processes on a homogeneous tree of order ¢, i.e. stochastic
processes which covariance function depends only on the distance on the tree. We develop a char-
acterization of isotropic processes via a reflection coefficient sequence. The relation between the
covariance sequence and the reflection coefficient sequence of a process is derived by generalized
Levinson and Schur recursions respectively. Although these results are easily obtained using an
isometric (i.e. non-oriented) approach, the Levinson and Schur recursions are also given from the
pyramidal point of view. They turn out to be useful in this form for the implementation of gener-
ating and whitening filters [1, 2].

Traitement du signal multirésolution:
champs aléatoires isotropes sur ’arbre homogeéne

Résumé

Oun considere des processus isotropes sur V'arbre homogene d’ordre ¢, i.e. des processus dont la
fonction de covariance ne dépend que de la distance sur ’arbre. On développe une caractérisation
de ces processus isotropes via une suite de coefficients de réflexion. La relation entre la suite de
covariances et la suite de coeflicients de réflexion est établi par des récurrences de Levinson et
Schur généralisées. Ces résultats sont obtenu d’une maniere évidente en utilisant une approche
isométrique (i.e. non-orienté). On établit les récurrences de Levinson et Schur aussi en utilisant le
point de vue pyramidal (i.c. orienté), ce qui donne des résultats intéressants pour 'implémentation
de filtres générateurs ou de filtres blanchisseurs [1, 2].
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INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE (UNITE DE RECHERCHE DE RENNES)
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1 Introduction

Recent advances in both mutirate filtering [7] and orthonormal wavelet theory [8] have emphasized
the significance of decimation in multiresolution signal or image processing. As discussed in par-
ticular in [6] handling successively decimated versions of a given signal amounts to indexing a data
set by the collection of dyadic intervals of R, i.e., intervals of the form [k27",(k + 1)27"), where &
and n range over Z. These intervals are naturally nested by inclusion and can thus be organized
according to a dyadic tree. In such a representation, a given dyadic interval has two child-nodes,
namely the two half-intervals it is the union of. Gaussian stochastic processes (or random fields)
indexed by the dyadic tree have been introduced in [1, 2] as an attempt to provide a statistical
framework for mutiresolution signal processing. We refer the reader to [1, 2, 3] for the motivation
of this issue.

In particular, isotropic random fields have been investigated in detail in [1, 2]. In these com-
panion papers, two different kinds of problems are investigated:

1. How to parametrize such isotropic processes?

2. How to generate or synthesize them as outputs of some linear “filters” driven by white noise
(the simplest isotropic process)?

A new form of “recursive” filters was introduced in [1, 2} for solving problem 2., a problem closely
related with the construction of a Wold decomposition for the considered process. As usually, a
Wold decomposition relies on some notion of “past” and “future”. Such appropriate notions are
introduced in {1] and are shown to correspond to coarser and finer scales respectively. Thus samples
of isotropic processes are generated successively from coarse to fine scales. This orientation of the
dyadic tree is also the basis for solving problem 1 in [1].

It is the main purpose of the present paper to show that the parametrization of isotropic pro-
cesses can be obtained much more elegantly using a completely isometric point of view. Second,
we extend the results of [1] to homogeneous trees of order ¢ (¢ = 4 corresponds to pyramidal data
structures or quadtrees, used in image processing). And third, we provide a much more compact
and elegant version of the Schur formulae which relate the process covariance sequence to its as-
sociated “reflection coeflicient” sequence. Finally, we indicate how to recover easily the “oriented”
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formulation of the results of [1] from the present unoriented ones.

The paper is organized as follows. In section 2 we introduce the basic concepts related to
the isometric and the oriented point of view respectively. In section 3 we use the isometric point
of view to define for isotropic processes a notion of prediction error vectors. These prediction
errors are shown to satisfy a generalized Levinson recursion equation. Finally we give in section
3 a generalized Schur recursion, involving “one-dimensional” series in a formal variable 2. This
recursion relates the covariance sequence and the reflection coefficient sequence of the process. In
section 4 we adopt the oriented point of view and define accordingly forward and backward prediction
errors. The connection to the unoriented case is shown, and we give the Levinson recursions in the
corresponding form (in the vector and in the barycentric version). We state a generalization of the
Schur recursion of [1], involving formal series in “shifts on the tree,” to the case of a tree of order

q.

2 The homogeneous tree of order ¢

The homogeneous tree of order ¢ is an infinite acyclic nondirected connected graph such that every
node has exactly ¢+ 1 branches to other nodes. By abuse of notation, we use 7 to denote both the
tree and its collection of nodes. 7 has a natural notion of distance: d(s,t) is the number of branches
along the shortest path between the nodes s,t € 7. This definition of 7 emphazises the isotropic
nature of the tree: in the next subsection, we further develop this point of view. However, as we
discussed in the introduction, the primary motivation for considering homogeneous trees is that
they perfectly model pyramidal data structures: a second subsection is devoted to this alternative
point of view.

2.1 An isotropic point of view

Let s,t € T be two neighboring nodes, i.e. d(s,t) = 1. Then we define a ball of diameter n as
follows:
for » even:

Ba(s,t) & {u € Tld(u,5) < 2) (1)
for n odd:
Ba(s,0) 2 {ue Tld(u,s) < "2 v d(u,1) < ";1} (2)
= {ue Tld(u,s) < "; L adu) < "'2* 1y

Note that the definition of By,(s,t) for even n does not depend on t so we shall often denote it
simply by B,(s,.). The following notion of a partial sphere will also be useful:

Va(s,t) & {w € Tld(t,u) = n + 1,d(s,u) = n} (3)

Using the notion of a partial sphere, we can express relations between the balls B, (s,t) of different
diameters:



for n even:

Ba(s,1) = Bui(s,0)UVa(s,1)
Ban1(£,8)U Vg (s,1) (4)

for » odd:

B,(s,t) = Bn_](s,.)UVnT—I(t,S)
- lsg_l(z,.)uvg_z__,(s,z) (5)

Such objects are depicted in Figure 1.

2.2 A pyramidal point of view

We will introduce here an orientation on the tree. This alternative point of view enlightens the
relations between the tree and its multiresolution interpretation.

Geometry of the tree

An important concept is the notion of a boundary point of a tree. Consider the set of infinite
sequences of 7 consisting of distinct nodes 1y,t3,... where d(t;,ti11) = 1. A boundary point is
an equivalence class of such sequences for the following equivalence relation: two sequences are
equivalent if they differ only by a finite number of nodes. Let us select and fix one boundary point,
denote it by —oco. We can then define a notion of relative distance of two nodes with respect to
—00:

6(s,t) 2 d(s,sAt) —d(t,sAt)

where s At is the node where the paths from s and ¢ to —oo (i.e. the sequences {s;}, N with s = s
and {t;};epy With to = t in the equivalence class —oo) meet. This also yields an equivalence relation
on nodes of 7

sxt & §(s,t)=0
the equivalence classes for this relation are referred to as horocycles. This equivalence relation can
be generalized to an order on the nodes of 7: We write

s<t & §(s,t)<0.

We can pick up the tree at —oo and let it hang from this boundary point: an horocycle will then
appear as a horizontal plane as depicted in Figure 2. Finally, we shall call a horizontal clique a sct
of nodes located at the same horocyle, and lying at a distance 2 from each other (i.e. a clique is
constituted by a set of ¢ nodes sharing the same parent-node). Horizontal cliques correspond in
Figure 2 to triples located at the bottom of each elementary pyramide.

2.2.1 Elementary moves on the tree

To refer to nodes on the tree relatively to a particular node, it is useful to introduce the following
moves on the tree (they act on the right on nodes, see Figure 2 for illustrations of these moves):

e 0 : no move
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Figure 1: The tree of order ¢ = 3. The nodes “o” represent the elements of the ball By(t,s;) =
By(t, s2) of diameter 2. The nodes “o” denote the set V;(s;,t) and we have the relation B;(t,s;)U
Vi(s1,t) = Ba(t,s1) = B3(s1,t). Furthermore, the nodes “O” mark the elements of the set Va(¢, s1),
and we have, again, Bs(t,s1) U Vo(t,s1) = Ba(t, 8;) = By(t, s2).




. move one step toward —oo

o v

® 6(;) : being finite sets, horizontal cliques can be totally ordered, select such an order for each
horizontal clique and fix it from now on. Then §(,) maps t to another point in the following
manner: we move up the tree p — 1 steps; we move to the successor of the so reached node
in its horizontal clique (the successor of the last node in the clique is defined to be the first
node of the same clique) and then descend p — 1 steps; the steps for the descent are the same
as the ones used for the ascent (i.e. if the last step in the ascent was from the j-th element of
the clique to its parent-node t, then the first step in the descent will be from the successor of
t to the j-th node in the corresponding “child”-clique. We proceed that way for all remaining
steps). :

For each p € N\ {0} we get thus ¢ — 1 different moves: 5(,,),6&,), .. .,52’?_)1, and we have clearly the

alat 9 _
relation (5(p) =0.
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Figure 2: Illustration of moves on the hanging tree of order ¢ = 3. The set of nodes located at a

same horizontal plane form a horocycle. The set {t, t5(1),t8?1)} is a set of ¢ nodes on one horocycle,
lying at a distance of 2 to each other. These nodes share the same parent-node, they form a

horizontal clique.
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3 Parametrization of isotropic processes: an isotropic derivation

We will focus here on isotropic processes. Recall that a zero-mean process Y; indexed by the nodes
of the tree is said to be isotropic if its covariance function depends only on the distance between
nodes:

]E(}/tya) = Td(t,s) (6)
Our objective here is to establish (in analogy with time series) Levinson and Schur recursions,
leading to a representation of isotropic processes in terms of reflection coefficients.

3.1 Levinson recursions

Consider an isotropic process Y; on the homogeneous tree 7 of order ¢. For a given set 7' C T we
introduce
Y(T') = span{Y,t € T'}
and we write for short A
Yn(s,t) = Y(Bn(s, 1)) (7)
Using the notions of a ball B, and a partial sphere V;, we can now define the prediction error F,.
Definition 1 (prediction errors, prediction error spaces) Foru € Vl%aj(t,s) Y we define the

(n,t, s)-prediction error (or prediction error for short when no confusion results) as being the
following random variable:

En,t.s(u) é }/u - E[Yulyn—l(sa t)] (8)

and the corresponding prediction error space is
[
En(tys) = span{Enys(u), v € V[—;‘-J(t, s)}.

We denote by e,(t,s) the barycenter of the components of E, , i.e.
Al
en(t,s) = —# Z Enys(u)

where the symbol # refers to the cardinal of the set V[?J(tvs)' The partial sphere V[gj(t’s) will be
referred to as the support of the considered prediction error.

Thesc objects are depicted in Figure 3. The prediction errors allow us to state the following
Levinson recursions, which are due to the fact that the union of a ball B,, (of diameter n) and some
associated partial sphere VI.%'J is again a ball, but of diameter n + 1.

Theorem 1 (Levinson recursions) The prediction errors E,; (u) satisfy the following recur-
sions:
for n even:

Ent1,t,s(v) = Ens(u) — E[Eny,e(u)€n(s, 1)) (9)
for n odd:

Ent1,0s(u) = Enpo(u) — E[Ey v i (w)|En(s, t)] (10)
where t' is such that

d(t,t') + d(t',u) = d(t,u) and d(t,t')=1.

'for z nonnegative, |z) denotes the integer part of z, i.e., the greatest integer less than or equal to z.



o}

Figure 3: Prediction errors on the homogeneous tree 7 of order ¢ = 2. For v € Vlgj(sl,.n)
the prediction error E, ,, 5,(v) is defined to be the residual of the projection of Y, on the space
spanned by Y;, t € Bn_1(s2,51). In the case n = 6 we have B,_;(s2,51) = Bs(s2,51) (“¢”) and
Vlgj(sl ,82) = V3(s), 82) (“0”). For n = 5 we have the corresponding By(sz2,s;) (“e”) and V,(sy, s2)

(%0%).



Proof: Using the relations (4),(5) and using the Definition (8) of E, , ,(u), we get easily
for n even:

Va(s,t) = Viuo1(s,8) ® En(s, t)
for n odd:

Val(s,t) = Yn-1(t, ) @ En(s, t).

Then, inserting these expressions in the definition of E,; s(u), the result follows immediately. O

By inspecting carefully the supports of the prediction errors of successive orders, we obtain the
following vector-equations:
for n even: ’

En+1,t,s = En,t,s - ]E[En.t,slgn(S, t)] (1])

for n odd:
En,t,,t Eﬂ,t],!
En,t2,t En,lz,t
En+1.t.s = . -E . |£n(sa t) ’ (12)
En,tq,t En,tq.t
where {s,t1,¢2,...,t,} is the set of all neighboring nodes of t. ( We supposed here that the elements
of the vectors are in an appropriate order, i.e. if we have E, 1, s = (Eny, 1(%i1)s - - -, En,.t(in))T then

En+1,t,s is of the form En+l,t,s = (En+1,e,s(u11), En+l,t.s(u12)7 ceey En+1,t,s(uln)y En+1,t,s(“21)1 .. -)T-
Using lemma 7 of Appendix A, we obtain immediately
for n even:

En+l.t,s = En,t,s - E[En,t.slen(ss t)] (13)
for n odd:
En.t,,t En,tl,t
En,t ,t En,t Wt
Ln+1,t,s = :2 _E : : |en(3at) . (14)
En,tq,t En,tq,l

These recursions involve the conditional expectations based on the scalars e,(s,t) instead of the
spaces E,($,t). It turns out that these latter recursions do require more work for their proof. In
Appendix A we develop some results in a very general context, which allow us to establish these
recursions.

3.2 Levinson recursions for the barycenters

By taking the barycenters of the vectors involved in recursions (13),(14), we obtain the following
recursions involving only the barycenters e,:

Lemma 1 The barycenters of the prediction errors satisfy the recursions
for n even:

en+l(t7s) = en(t’s) - E[eﬂ(z’s)len(s’ t))] (15)
for n odd:

6n+1(t, S) = ‘;‘Zen(tbt) - %]E [Z en(tivt)len(svt)] (16)

10



Using appropriate isometries, we show in Appendix A that E[e, (¢, s)en(s,t)] and E[en(ti,t)en(s,1)]
are constants which do not depend on a particular choice of the neighboring nodes s,t,¢;, and we
can thus state the following theorem, where we introduce the reflection coefficients k,,.

Theorem 2 (barycentric Levinson recursions) .
for n even:

en+1(t,8) = en(t, ) — kny1€n(s,t) (17)

where the reflection coefficient (or PARCOR) k4 is given by
knt1 = cor(en(t,3), en(s,t)) i (18)

for n odd: . J
ena(t,s) = é gen(t,-, ) = knyren(s,1) (19)

where the reflection coefficient kn4y 1s given by
kn+1 = cor(en(tlat)7 en(s7t))' (20)

Corollary 1 The variances 0?(n) of ea(t,s) satisfy the following recursions:
for n even:

Ci(n+1) = (1= kiyy)o(n) (21)
so thal the following inequalities hold:
— 1< kny1 <1 (22)
for n odd: ! )
At )= (5 + L ks - Ky ) () (23)
so that the following inequalities hold:
- é < knyr < 1 (24)

Proof: The equations (17),(19) are immediate consequences of (15),(16) and the coefficients k,4;
can be calculated in the following way:
for n even:

1

kn+1 = U—Q(;L-)‘E(Cn(t,S)en(S,t))
= cor(en(t,s), en(s,t))
hence we have
E(en(l,5)en(s,t)) = kny10%(n) (25)

and using (17) we get
a¥(n+1) E(en+1(t, s)enta(t, s))
o(n) + k2, 0%(n) — 2kni1E(en(t, s)en(s, t))
(25)

= (1-ki)o¥(n)

11



Finally, taking into account the constraint o%(n 4 1) > 0, we get (22).
for n odd:

= —l_ y € 1 €nlS
kng1 = qaz(n)E<(§ n(t,,t)) n( ,t))l

— ZI—U_'ZI(T)q]E(en(tl y t)en(sv t))

cor(en(t1,t), en(s,1))

and, using (19) we obtain
2 1 2 2 1
o(n+1) = et kngr ) o°(n) +q(q - 1)?E(en(s,t)€n(tnt))
1
-—2qkn+15(]E(e,.(s,t)en(tl,t))

1 -1

(2_—?) (;I- + k,,21+1> 0’2(77,) +- (q—q— - 2kn+l) kn+102(n)
1 ¢g-1

= (E + Tkn+1 - k721+l> 02(n).

Recalling again the constraint g?(n + 1) > 0, we finally get (24). O

3.3 Schur-recursions

(26)

In analogy to the case of time-indexed processes, where the Schur-recursions involve formal series in
2 (z being the backwards-shift operator), one would expect here recursions involving formal series
in “shifts on the tree” (encoded by using the é and 47! shifts, cf. Section 2.2.1). In Section 4.3 we
will explicitly give Schur-recursions in that mentioned form. Due to the isotropy of the considered
processes it is however possible to establish Schur-recursions involving “one-dimensional” formal
series, which we will encode in terms of a formal variable z. For this purpose we chose an arbitrary
path {t;}icz on the tree 7, i.e. we have t; # t; if i # j and d(¢;,¢;41) = 1 Vi. We introduce Vi the
notation {ti+5), J =1,...,4 — 1} to be the set of neighboring nodes of t; which are not elements
of the chosen path, i.e. we have d(t;,t;+51) =1, tio1 # tiss, # tiy1. We define thus the following

series in z,

P & Y E(Yigen(tyz)4istiz)4is1))z™ YR 20
i>0
A _.
Q, = ZE(Yloe"(t[%ﬂHi’t[l;ﬂj+i—1))z tV¥n>1
i>0
Q 2 S TE(Yyeo(tiy ti-1))2™
i>1

(27)
(28)

(29)

which allow us to introduce a generalized Schur-recursion. We can use Lemma 8 (cf. Appendix A)
to show that P, and @, are well-defined, i.e. do not depend on the choice of the path {¢;};cz. We

denote by P.(3), Qn(i) the coefficient associated to 27 in Py, @, respectively.

12



Theorem 3 (Schur-recursions) Let Py = Y ;50 27'7(2), Qo = ;51 27°r(2). Then we have the
following recursion-equations:

n odd:
Pn = P, - kann—l ) (30)
Qn = an—l - knPn—l (3])
where 0 (1)
k, = 2=l 32
) (32)
n even:
1 -1
Pn = ~Inp1+ (q_—' - kn)an-l (33)
q q
Qn = 2Qn-1 - knf_)n—l (34)
where Qnr(D)
k, = <imb ) 35

Using these equations we are able to compute recursively the series P,,Q, as well as the reflection
coefficients k,,.

Proof: The initial conditions are easily verified by noting the fact that eg(t,s) = Ep.(t) = Y.
In order to prove the recursion equations we will first consider the elementary expressions of the
form E(Y;,en(.,.)), which appear in the definitions (27),(28). We will make use of the fact that
E(Yien(s1,52)) depends only on the distance d(t,s;) and on the relative orientation of the branch
(81, s2) with respect to t, i.e. E(Y;en(s1,52)) depends on d(t,s;1) and the sign of (d(t,s1) — d(t, s2)).
This is shown in Appendix A.2 using an argument of isometries.

In the case n odd we use equation (17) to obtain the following relations

E(Yen(tistiz1)) = E(Yig(en-1(tistis1) — knen-1(tis1,ti)))
= E(yloen—l(ti)ti+1)) - knE (ytoen~l(ti+1ati)) (36)

E(Ytoen(ti+lvti)) = E(Yto(en—l(ti-i»l,ti) - knen—l(tf,ti-f-l)))
E(},ioen—l(ti+l ) zi)) - knE (}/to €n—1 (tt'a ti+1)) (37)

In the case n even we use equation (19) and obtain for ¢ > 1 the equation

E(Yi,en(tistivr))
1 12
= E| Y [ =en-1(ticiit) + =D en1(tigs; s ti) = kneno1(tigr,t:)
q 90
1 g-—1
= E]E (Yigen—1(ticr, ti)) + = kn) E(Yipen—1(tiyr,t:)) (38)

13



and for > 0 we have:

E(Yloen(ti-ﬂ’ti))
1 122
= E|Y, :I'en—l(ti+2a tiv1)+ E Zen—l(ti+1+6,,ti+1) — knen1(tistiy1)
j=1
= E(Yieen—1(tiz2,ti+1)) — kaE(Yio€n—1(ti, ti+1)) (39)

Inserting these equations (36)-(39) into the definitions (27),(28) of P, and @, we obtain the fol-
lowing relations

n odd:
P, = §(E(Ytoen—l(t!‘_2'l+ivt!‘_j‘,ﬂ+i)) - knE()/toen—l(tl'%‘_'+,',t."z;‘.*.()))z_i
= Paoi —kn2Qn + kann—l(O)
= Pnooy — knzQn1 (40)

where we used the fact that, by definition, Q;(0) = 0 (this follows easily by noting the fact that
e,l(tlﬂyj, tlmj—l) represents the barycenter of the prediction error based on the observations of
2

Y,, L€ B,,_l(t[_n_;_xj_l,ttﬂ%lj), and since Yy, € Bn_l(tl_n_;_xj_l,tlgg_xj) we have
]E(Yzoen(tl%dj,tlg_;,_xj_l)) = 0). Starting with the definition of Q, we obtain

Qn = Z(E(Ytoen—l(tlzﬂ+,"t."_;:l+{)—knE()/toen-l(t"_z"].+,'atlzﬂ.“')))z—i
>0

= an—l - knP -1 (41)

Proceeding in the same way for n even(n > 2) we obtain

1 qg-1 —i
P, = ;) (;E(Yzoen—l(tgn-l,t§+i)) + ('q_ - kn) E(Yioen-1(tg4i41, t?*“))) z

s (S k) - (5 1) 1000

1 -1
= -+ (q—- - kn) an—l (42)
q q
and
Qn = ;)(]E(Ytoen—l(t%-f-lﬁ’tfﬁ)) — kaE(Yigen-1(tg4io1,t244)))2 ™"
= an—l - knPn—l- (43)

This finishes the proof of the recursion equations (30), (31) and (33),(34). The equations which
enable us to compute the reflection coefficients k, are obtained by using just the equation @, =
2Qn_1 ~ knP,_; and the fact that Q;(0) =0Vi. D

14



4 Levinson and Schur recursions — the pyramidal point of view

4.1 Forward and Backward Prediction Errors and Levinson Recursions

We adopt in the following the pyramidal point of view. Each causal move on the tree (causal in
the sense that it is a move from a node ¢ to the same horocycle as t or to a previous horocycle) can
be encoded by words using the elementary moves y~!, 6(p) as alphabet. It is easily verified, that
the §-operators commute with each other, but they do not commute with the y~1-operator. Note
that, due to that non-commutativity, for given nodes s, t with s < ¢ the word w such that s = {w is
not uniquely determined. Thus we generate a set £ of words w on ’T The language £ is supplied
with a natural notion of length. For all w € £ we define

lw| & d(t, tw).
In order to distinguish between the words w we introduce the notations w < 0, w < 0 if §(tw,t) < 0,

8(tw, t) = 0 respectively.

4.1.1 Prediction Errors

In analogy with the time series case, the development of prediction error models is based upon the
construction of the past of a node t. We define here the following spaces, representing the past of
order n of the process Y with respect to a given node t € 7:

Yin & span{Y,,w € £,|w| < n} (44)

In a multiresolution framework, an horocycle constitutes a certain scale, the previous horocycles
correspond to coarser scales. Therefore, the past ), , of a node t is a space spanned by the values
of the process Y evaluated at the same or at coarser scales. We will now define the forward and
backward prediction errors:

Definition 2 (backward prediction error, backward prediction error space) For w € £
such that |w| = n, we define the backward prediction error to be the following random variable:

Fin(w) 2 Yo = E[Yeu|Vina] (45)

The corresponding backward prediction error space is defined by

Fin & span{Fya(w)| w € £, |w| = n}.

A simple calculation shows that
dim F, , = ql71.

One of the basic ideas of the Levinson recursions is the interpretation of ¥;, as an orthogonal
complement:

Yin = Vin-1 ® Fen- (46)
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Definition 3 (forward prediction error, forward prediction error space) For n > 1, for
w € L such that w < 0,|w| < n — 1, we define the forward prediction error to be the following
random variable:

Ein(w) £ Yo = Yool Viy-1 1)y (47)

for n =0 we define E,,(0) & Y;. The corresponding forward prediction error space is
Ein 4 span{Ein(w)| w € £L,|w] < n - 1andw x< 0}.
The dimension of the forward prediction error is easily verified to be
dim Ey ,, = ql"7). |

The representation of &, ,, as an orthogonal complement requires the distinction between two cases:
n odd :

yt,n e yt'y‘l,n—l = gt.n (48)

n even :

yt.n o y:—y—l,n_l = gt,n + gté(g).n +...+ gt&:é;,n (49)
(note that on the righthand side of equation (49) we do not have an orthogonal sum). A crucial
point is to note that the spaces and prediction errors defined here already appear in Section 3; more
precisely, the following equalities hold:

Vin = Yalty 13,6y~ 18)0-1y (50)
= Vo(ty U 1y 1P I (51)

Using (50),(51) for the backward and forward prediction error respectively, we find the equalities

(cf. (8))

Fun(w) = E (52)

SPRRETRECIRN )

Ein(w)=E_ 191 -131-1(w) (53)

which establish the connection between the forward and backward prediction errors and the “isotropic’
prediction error used throughout section 3.

Y

4.1.2 Levinson Recursions

We will develop now a set of Levinson recursion equations; they are established using the corre-
sponding recursions (9),(10) of the previous section, but we have to distinguish here between the
backward and forward prediction errors F; ,(w) and E;,(w) .

n even: Let us consider first F} ,(w) which is defined for |w| = n; there are two subclasses of such
words w.
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Case 1 : w <0 ;then wis of the form w = y~!& , with |©] = n — 1. Equation (52) applied

for an even integer n yields
Fin(w) = En,,,,—e‘,,y—gﬂ(iw)-

Writing the unoriented Levinson recursion (10) (for the order »’ = n — 1, odd), we get:

Bt ogn ()= By -3(w) - ]E[En-l,z',zq'?(tw)lfn-l(t7—5+l,t'Y—;)]

The critical point is the location of the node t’, which is shown to be

Using (52) and (53), we get easily

sl

En—l,t—y"f",z»y‘g(tw) = Fl"/",n—l(‘;’)
Easri(ty It t77E) = £

from which we deduce that

Fl,n(w) = Ft’y",n-—l(d’) - ]E[Ft’y—l,n—l(‘b)lgl,n—ll'

(54)

(55)

Case 2 : w x 0. Since |w| = n, we see that there exists p with 1 < p < ¢—-1, and © with

|@l < n, @ < 0 such that w can be rewritten in the form

By using the same corresponding unoriented recursion (10) as before, we obtain again equation

(54), but in this case we have
t'=ty T HI6Y .

Using (52) we get

n-—2
n—l,tﬁ(”g)‘y_—r,té(”g) (%)
Now the geometry of the tree provides the equalities
P -S4+l _ —24+14p
Biayy2T = TRy,
18P0y % = ty7 3.
(%)

7_9(“") = Eygp no1(9)

(these are due to the non-commutativity of the words 6,y and y~!). Therefore, (54) yields in this

case:

Ft.n(w) = Ezé(”?),n—l(‘b) - ]E[Ezé(”g),n—x(‘:’)wt,n—l]-

(56)

‘The proofs of the remaining cases (recursion for E;,, n even, and the recursions for n odd) are
obtained in a similar way, they are left to the reader. We will just state the results. We consider

now Ey ,(w) which is defined for w x 0 and |w| < n and we obtain

Ein(w) = Eyn-1(w) = E(Etn-1(W) Fiy-1,n-1)-

17
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n odd : Forn =1, we get the starting point of our recursions,

Ft,l = )/t’y-l - kl}/l (58)
Eey =Y, = k1Yigms (59)
where k) is the first reflection coefficient, given by
E(Y, 1Y)
ky = —2X 72, 60
1 E(),tg _]) ( )

Consider next the case of F; ,(w) for n > 3 where we have (by deﬁmtlon) |w| = n. Such words w
are of the following form (recall that n is odd) :

w=710, |&|=n-1.
We get thus
Fl,n(w) = Ft'y“,n-l(‘b) - ]E[Ft’y".n—l(‘b)lgtyn—lv Ets n_l =1y s 815‘7‘1 n-—l]' (61)
- @3’

Consider now the computation of E; ,(w) for n > 3 where we have |w| < n and w < 0. Again, we
have to distinguish between two classes of such w:

Case 1: |w| < n— 1, we obtain

Ein(w) = Etna(w) - ]E[Et.n—l(w)l}-t’y-l,n—l] (62)

Case 2: |w|=n -1, there exists p with 1 < p < ¢—1 and & with & < 0 such that

w = 6(n l)
We get thus
Et.ﬂ(w) = Et&""_l ,n—l(‘b) - E[Eté""_l ,n—l(d))l}—t‘y—l,n—l]’ (63)
(=) (=)

where we used the equality
Vgt in2 = yt&”n_l y~1n-2-
(=)
We obtained thus the formulas (55)-(57) and (61)-(63), recursive in n, which allow us to express
E, ., and F,, in terms of E,,_; and F;,_; (which are, by definition, evaluated at words of shorter
length).

4.2 Barycenters and Reflection Coefficients

As in the previous section, the Levinson recursions on the prediction errors can be replaced by scalar
recursions involving only the barycenters e, ,, and f; , of the forward and backward prediction errors.
We define

€tn = qll‘_s_.lj Z Eg'n(w‘) (64)
|wi<n,wx0
ft,n é ql%] Z Ft,n(w)- (65)
lwl=n
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These barycenters are closely related to the set of barycenters defined in Section 3, in particular

we have for the barycenter f;, of the backward prediction error the equality

ft,n = en(t'Y_Ln—z:lJ-lat’y_l"T—l‘J)’
while the barycenter e, ,, of the forward prediction error satisfy the following equalities
for n even:

1 <3 . |
a(et,n+€z5(9) + ---+et§€§;)=en(t7 7,ty"271)
for n odd:

—n=-1 _ntl
en=€a(ty™ 2,877 )

(66)

(67)

(68)

The barycentric Levinson recursions can be directly obtained from the oriented Levinson formulas.
Unfortunately we have to use this approach to prove the first equation of the following theorem.
This is due to the fact that, according to equation (67), e;,, for n even does not represent one of
the barycenters e,(.,.), introduced in section 3. The other equations, however, will be derived from

the corresponding formulas in the unoriented case.

Theorem 4 (Recursions for the barycenters) We obtain the following formulas:
n even:

€tn = €n-1 _knft—y—’,n—-l
1
= = -1 e - vt €0 —~ kn€ine
ft,n q(ft‘y 1n-1 + té(e),n 1+ + hg(@gi’n__]) nttn-1,
where
kn = cor(esr. n—1,€4sP
n ( té(g).n 1y 16(9).71-1)
= cor —1 51, C4sP -
(ft'y n—1s té(g),n l)

and v and p are such that 0 < r<qg-1,0<p<qg—-1andr #p.
n odd:

1
en = —(etn-1+ - o+ €0 'n,-l) = knfiy-1,n-1
1 ez
1
ft,n = ft‘y'l,'n—l - "kn(et,n—l +...+ ewq_l ,n—l)’
7 25

where

1
k, = cor (—(e,yn_l +... t+ e n-1)’ft'r“,n—1)
q (n—l )'

(69)
(70)

(11)

(72)

(75)

Proof: As we mentioned before, we have to show equation (69) explicitly. Using Lemma 7 (cf.
Appendix A) we can rewrite equation (57) with the conditional expectation based on the scalar

fty=1.n-1- By taking the barycenters of the involved vectors we obtain
€tn = €n-1— E[et,n~1|ft’y",n-l]’
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i.e. it remains to show, that cor(e;n_1, fi,-1,n-1) = kn, Which is trivial, using equations (66),(68)
and the definition (20) of k,. All other formulas can be derived from the corresponding equations
in section 3. We will examine here only the case of the backward prediction error for n even (the
proofs of the other cases follow essentially the same outline and will be left to the reader). We
recall the formula
fin = ea(ty™2,t972 %)
Equation (19) applied at the odd integer n — 1 yields
n n 1 izq n n n
(:‘,,,(t‘)‘——f, 17_7+1) = - Z en—l(tiv t7—-2-) - knen—l(t'rk-?-‘-l) t‘)’-? ) (76)
=1 /

2+1

n

the set of all neighboring nodes ¢; of ty~7, except the node ty™27", can be rewritten

{t,'.,i = 1,,(]} = {t7_¥_lvt7-%+166)1p= la' - q 1}

Using (68) and (66), we get easily

ftvminor = en—l((t'Y-l)'Y_%’(t'Y—I)'Y_?H)
= eai(ty72 71, ty73) (717)
and
€;5? = en_1(té? 7'"7-2 t6? 7‘"T_2—1)
t6Fg ym=1 n-1{10(2) 110(2)
= eny(ty7THI6Y,, ty 77 (78)

Therefore, the unoriented recursion formula (76) provides us exactly with the sought-for equation.O
The results on the variances of the prediction errors become here

Corollary 2 For n even :

Q
i

2. 2 K,
(1-k2)a2_, (79)

0},71 ]E((fzz,n)
(% + (1 - %) kn — ki) an_ (80)

e

It

where k, must satisfy

- -;- <ha<1 (81)
For n odd :
A
on 2 0l.=0la
= (1-k3)oFnn (82)
where k, must satisfy
-1<k, <1 (83)

Proof: The proof of the corollary is essentially the same as the one of the corresponding corollary
in the previous section, we leave it to the reader. O
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4.3 Schur Recursions and Computations of the Reflection Coefficients

We establish here “oriented” Schur recursions using formal power series not in z, but in the shifts
w € L on the tree. Let S be a formal power series of the form :

S = Z $ww.
weL
We will use the following notations:

v(S] 2 Z Smy—1W

wel

(k)[s] Z%s" w

w€eLl
(where [ < p < ¢—1), and we note S(0) the coeflicient associated to w = 0. We define the following
series:

and

Po 2 S E(Yiewn) w (84)
weLl

Qn & S E(YVifun) w (85)
w€e€L

where n > 0, which yields for n = 0 the initial condition of our Schur-recursions:
Po=Qo=) T -w (86)
w€el
where 7, is the covariance function of the process {Y;}:e7.

Theorem 5 (Schur recursions) We obtain the following recursion formulas:
n even:

P, = Pn—-l - kn7[Qn—l] (87)
Qn = 3(7[Qn—1]+6(§)[Pn—l]+ +6q [P" 1]) k P""l (88)

where

7@n-1)(0) + &(2)[Puo1])(0) + ... + 6(2)[Pn-1)(0)
b = qPr-1(0) (89)
n odd:

P, = _(Pn 1+ 6(" 1)[Pn 1] +. 6?1; 11)[P —-X]) - kn7[Qn—l] (90)
Qn = 7[Qn 1]"_( n— 1+6 n n-1 [Pn 1]+ 5?1111)[Pn 1]) (91)

where
L= Q7[Qn—l](0) (92)

(Pn—1(0)+6("T—1)[Pn—l](0)+ 52’,,_1 [Pn 1](0))

Proof : Premultiplying the recursions (69), (70) and (73), (74) by Y; and taking expectations, we
obtain these recursions. The computation of the reflection coefficients k,, is derived from the fact

that Q,(0) = 0.
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5 Conclusion

In this paper we developed a characterization of isotropic processes on a homogeneous tree of
order g via a reflection coefficient sequence. The relation between the covariance sequence and the
reflection coefficient sequence of a process is derived by generalized Levinson and Schur recursions
respectively. Although these results are easily obtained using an isometric (i.e. non-oriented)
approach, the Levinson and Schur recursions are also given from the pyramidal point of view.
They turn out to be useful in this form for the implementation of generating and whitening filters
(1, 2]

A central issue in this theory is that of fitting isotropic autoregressive models from data. The
“data” we consider are just ordinary signals (for the case ¢ = 2) or images (for ¢ = 4), i.e., we
want to fit models of processes on the tree from observations taken at one single horocycle. This
is a much more difficult problem than its counterpart for ordinary time series, since only the even-
indexed part of the covariance sequences can be estimated from data at a single horocycle. This
problem and other related issues will be reported in [4, 5].
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Appendix

A Proofs for the isotropic point of view

A.1 Some general results on isotropic processes

Let Y be an isotropic process indexed by the nodes of a homogeneous tree 7 of order ¢q. Let 7' be
a subset of 7. Then we denote

W(T') 2 span{Y;,te T'}.
Given a pair (t,t') of neighboring nodes (i.e. d(t,t') = 1), we define °
Qun 2 {we T)d(w, ) < d(w, 1), d(w,t) < n — 1}
to be a sub-tree of 7. We denote
Ukt & {w € Quald(w,t) = k < n}
a horocycle of Q; . For U being a horocycle we define the barycenter

1
FP IR

weU

e

Y.

where # denotes the number of elements in U. With an argument of isometries one can show the
following result:

Lemma 2 Let U, U’ be horocycles of a sub-tree Q, ,,. Let Y, Y, be column-vectors which elements
are indezed by the nodes of U, U’ respectively, i.e. Y, = {Yihiev. Then the covariance-matriz
Ly = E(YLYT) has the eigenvector1 = (1,...,1)T, and Ty = ]E(YUY:,‘) has also the eigenvector
1, in that sense that

Tuwl=cd and 7L, v = 17

where the vectors are of appropriate dimensions.

Lemma 3 Let U, U’ be horocycles of a sub-tree , let Y ,,Y .+ be the associated barycenters. Then
we have

E(Y.|Y(U") = E(Yu[Y ) (93)
and, fort,t' e U',
E(V|7.) = E(VelP.) (94)

Proof: Using the fact that 1is a eigenvector of £y, ¥, .+ the result follows immediately.0

Lemma 4 Let Q; o, s.00 be two semi-infinite disjoint sub-trees, and let U C Qo and V C Qs 00
be horocycles of Q4 o0, Us,00 respectively. Let vy,vy € V, then we have

E(Y,, [¥(U))

E(Y.,]7.) (95)
= E(Y,.) (96)
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Proof: By using the orthogonal sum Y(U) = [Y,]® Y] we find that
E(Yslyu_) = 0.

(96) is an immediate result of the isotropy of the process Y. O

Let now §, = Qn C Qoo and Qp 2 Qsm C S50 be finite sub-trees of 7. Let Q3 C T\
{Q4.00, 85,00} be an arbitrary set of nodes, and note @ = Q; U Q; U 3. Let U, V be horocycles of
Qi cos 5,00 such that Q , UU = Qqpy1 and Q5 UV = Qg -

Lemma 5 Letw € Q2 , Q) = |J; U; where U; are the horocycles of Q,, then we have

E(Yo V(1)) = E(Yol[Yu]) (97)

and . o
E(Y o, IY(Q2\U;)) = E(Y o, I[Yu, i # 5]) (98)
Proof: Equation (98) can easily be shown by using (93), and (97) follows by using (98) and (95).

0
We define the general prediction error

F 2Y, - EY V() (99)

and F(T') = span{F(t),t € T'} where T’ C T is a set of nodes. We denote F the associated

barycenter: F, = ;1#— >ovev Fo-
Lemma 6 Let u,u’ €U, v,v' € V, then we have
E(F|F(V)) = E(Fu|F(V)) (100)

and

E(F,F,) = E(Fy Fy) = E(Y,F) (101)

Proof: By definition we have E(F,F,) = E(Y,F,) = E(F.Y,). One can show that F, is a linear
combination of Yy, and Y, s € VUQ\ @, (by using (97)). Using the isotropy and (94) we find
(101) which leads us immediately to (100). O

By using (101) recursively it can be shown that the covariance-matrix g, = E(F,FT), where
F, = {F;}icv has 1 as a eigenvector, and with the same proof as in (93), (94) we obtain the
following lemma:

Lemma 7 We have

E(F 7)) = E(Fulﬁv) (102)
= E(Fu|Fy) (103)

This lemma allowed us to replace in equations (13) and (14) the conditional expectations based on
the prediction error spaces £,(t,s) by the conditional expectations based on the scalars e,(t, s).
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A.2 Some results on covariances

Up to now, most random variables have been defined by giving one or more nodes of the tree as
determining reference nodes. In this section we will show that certain covariances yield the same
results if only the determining nodes of the involved random variables have the same “relative
position” to each other. These results justify the introduction of the reflection coefficients &; and
the “one-dimensional” Schur-recursions.

Lemma 8 Let (s1,52) be an oriented branch of the tree T. Then, for fixed n, the expression
E(Yien(s1,52)) o (104)

depends only on the distance d(t,s,) and the relative orientation of the branch (s, s2) with respect
to the node t, i.e. on the sign of d(s1,t) — d(sz,t).

Proof: Let s;,s; be fixed. The prediction error E, s, s,(v) is defined for v € VI_%J(slv s2) to be the
residual of the projection of Y, on the space spanned by Y,, u € B,_1(s2,81). The set of nodes
By-1(s2,81) U VL%J(S],SQ) represents the union of two finite, disjoint sub-trees, 2y with root-node
$1 and o with root-node s,. Vlgj(sl,.n) constitutes now a horocycle of ;. We have

1 Y (Y% —E(Y | Y(Baci(52,51))))

veVg ) (1.52)
= Y, - EY, | Y(Bn-1(52,51)))
= Y- EY, | Y(R)) - E(Y, | V(U \ Vi2|(s1,52)))
HEEY | Y(22)) | Y(\ Vi) (51, 82))) (105)

en(s1,52)

which is a linear combination of the barycenters of Y with respect to the horocycles of €, Q.
This is easily to be seen by using (97) and (98). The equivalence classes of nodes with respect
to the branch (s;,$2), i.e. the set of nodes lying at the same distance to s; and “on the same
side” of the branch (s, s2) constitute horocycles of the semi-infinite trees Q(s1), Q(s2) (such that
Qs1) N Qs2) = 0, 51 € Qsy), s2 € Q7). With (94),(96) we find now that

E(Yten(sl,sﬁ) (106)

is a constant for all ¢ in one equivalence class. Note now the fact that for a branch (3, 32) each
isometry & with ®((s1,s2)) = (31, 82) satisfies ®(Q(s.)) = ©2(8.), and in particular the image of
each horocycle of Q(s)) is the corresponding horocycle of Q(3.). This yields the result. O

Lemma 9 Let (s1,52), (t1,t2) be branches of the tree T. Let Q, 00, S2t,,00 be semi-infinite sub-
trees such that s; € Qs 00, t2 € Ny 00- Let Uiy,y Ujeyy 4,7 € N l_)e the horocycles of 2, o and
4, .00 respectively (where the U;, are numbered such that U; has 2' elements), we denote then by

Yis» Yj. the associated barycenters of the isotropic process Y. Now the covariance

]E(Ym.sl.)?n,tl)
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depends only on m, n, the distance d(s,,t,) and on the relative orientation of the two branches
(81,82) and (t;,t2), i.e. on M—;—i{sz—'tﬂ which can take the following values

1, if the branches are opposed
0 , if the branches have the same orientation . (107)
—1 , if the branches are divergent

d(sl,tl) — d(SQ, 12) _
5 =

Proof: For given branches (s1,s2), (t1,t2), (51,32), (f1,%2) with d(s1,t1) = d(§,%;) and

d(s"“);d(s”?) = d(s”t‘);d(s”t’) there exists an isometry ® such that

([(s1, 2), (t1, 12)]) = (31, 32), (B, 83)]

and in particular we have
Q(s,,00) = N5,,00 and P(Uis,) = Uiz,

the analogous equalities are satisfied for Q;, o and U;,, which yields immediately the result. O
With equation (105) we saw that e,(s1, s2) can be rewritten as a linear combination of the barycen-
ters of the process Y with respect to the horocycles of certain finite subtrees £;, Q,. As the coef-
ficients in this linear combination do not depend on the choice of the branch (s, s2), we can apply
Lemma 9 to E(e.(t1,22)en(s1,52)) and we obtain easily the following corollary

Corollary 3 The covariance E(e,(t1,t2)en(81,52)) (for fized n) depends only on the distance d(sy,11)
and on the relative orientation of the oriented branches (s1,s2) and (t,1;).

This corollary allowed us to introduce in Section 3.2 the reflection coefficients k;.
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