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Abstract

With the development of ever more sophisticated data flow analysis algorithms,
traditional data dependence tests based on elementary loop information will not be
sufficient in the future. In this paper, quite general algorithms are presented for solving
integer linear programming problems. While the properly so called problem solution
is performed by a standard algorithm (the dual all integer algorithm), preliminary
problem reduction techniques not only serve as a powerful tool for preparing this latter
step, but also are often sufficient for solving exactly the data dependence problem.

Résumé

Avec le développement d’algorithmes d’analyse de flot de données de plus en plus
sophistiqués, il apparalt que les tests traditionnels d’analyse de dépendances, basés sur
des informations élémentaires sur la boucle, ne seront plus suffisants a ’avenir. Dans
ce papier, nous présentons des algorithmes généraux de résolution de programmes
linéaires en nombres entiers. La résolution proprement dite du programme linéaire est
effectuée par un algorithme standard (“dual tout entier”). Les techniques de réduction
du probleme utilisées dans une phase préliminaire se revelent un outil puissant, non
seulement pour faciliter cette derniere étape, mais souvent aussi tout simplement pour
résoudre le probleme de dépendance de données de maniere exacte.

1 Introduction

The power of a parallelizer largely depends on its capacity to disambiguate precisely memory
references and therefore to decide whether two portions of code may be run in parallel or
not. In the case of loop data dependence analysis, one is given a nested loop with indices
i1, t2, ..., 15 (Figure 1). This loop may or may not be perfectly nested. The question is
whether two statements are likely to access the same memory location, possibly enforcing
an execution order on the two statements. Let the statements 57 and Sy access array X
array via the linear functions h(éy, 2, --,2) and g(i1,9,- -, %) respectively. Then there is
a dependence between S; and S, if and only if there exist integers i1, i3, ..., ;. and j1, Jo,
., 7k such that:

Loop Bounds

ipsJp € [Ly, Uy (1)
(Note that L, and U, may depend on previous indices t1, t2, ..., tp_1.)
Memory Collision
h(ihi?v"'aik):g(.j17j27"'7jk) (2)

Now that the basic problem is stated, let us explain which properties are expected from
a data dependence analyzer.

The first property which has always been emphasized until now, was the rapidity of the
test. That is why the usual methods profit by the specific statement of the problem, as given



above. They are mainly based on relaxation of constraints. The GCD test [Ban79] does
not consider loop bounds, while the Banerjee test [Ban79] disregards integrity constraints
on indices.

The second property is the degree of test accuracy desired. Accuracy is related to three
points. First, it depends on the answer we want. [Wol82], for instance, determines loop direc-
tion vectors, i.e. he searches for dependence such that (¢1, 22, -, ) is less than (1,72, -, J&)
in the lexicographic order (“<” dependence). Therefore new equations or inequalities have
to be added to the original system. Second, it depends on the precision of the algorithm
performed. Indeed, three answers are possible:

1. No, there is no solution. The system is incompatible and it is proven that there is no
dependence.

2. Yes, there is a solution. The statements are dependent.
3. Maybe, we have not been able to prove or disprove the existence of a solution.

In the first two cases, the right solution is produced. The result is ezact. In the latter one,
it is inexact. In this case, we must assume a dependence exists in order to preserve the
program semantics. This happens because the general integer linear programming problem
is NP-complete. It may therefore be computationally impossible or too expensive to decide
the existence of a solution or not. Heuristics must be used.

Third, accuracy depends on the knowledge we have about data semantics. Actually,
more and more sophisticated techniques are emerging in the domain of data flow analysis.
Besides the usual constant propagation [WZ85], [CCTT] was able to determine intervals for
variable variations. Then [CHT78] tackled the problem of determining linear equalities relating
variables. More recently, [Gra89] designed an algorithm for discovering “modulo” linear
equalities between variables. Such precisions about variable range must be incorporated into
the system, since they are likely to make the system incompatible and therefore to ensure
independence between statements. Accuracy depends also on the quality of approximation
performed to linearize nonlinear systems (intrinsically nonlinear, or when coefficients values
are not known at compile time). The algorithm we present in this paper is coupled to
symbolic problem solution described in [LT88].

Unlike previous work, we have chosen to stress the problem of accuracy. That is why
instead of considering linear integer systems like that in figure 2, we come back to the
general integer programming problem and propose a general algorithm for solving such a
problem, actually the dual all integer algorithm. However, we do not forget about the test
rapidity requirement. The system is preprocessed through a succession of reductions steps
speeding up the algorithm (this is a usual technique in mathematical programming). This
preprocessing phase appears as a powerful tool, since it is sometimes sufficient to solve the
system. Otherwise, the system is reduced and requires less iterations of the dual all integer
algorithm to be solved.

The paper is organized as follows. In the first section, we recall previous work done in the
domain of data dependence analysis. As a matter of fact, some traditional tests serve in the



preprocessing step of our algorithm. In the second section, we explain the other reduction
steps used. The main requirement is that they all reduce to equivalent systems for the method
to be exact. In the third section, some general methods for mathematical programming are
presented. Some of them (Constrained matrix test and FAS3T) have already been applied to
data dependency tests, while this is the first time, to our knowledge, that the dual all integer
algorithm in used for such a purpose. The last section is devoted to the construction of a
general algorithm for data dependence analysis based on the basic building blocks presented
in the previous sections.

DO 14y = Ly, U;
DO 1iy = Ly, Uy

DO 14 = Ly, Uy
< 51> X[h(’tl,’tg,,lk)] =
< 59 > = X[g(il,ig,---,ik)]
1 CONTINUE

Figure 1: Example of a k-nested loop

L, < i, < U, p=1,...k
L, < j, < U, p=1,..k
h(ilai%"'aik) = g(jlvj?v"'vjk)

Figure 2: Linear integer programming resulting from previous loop

2 Related Work

Many authors have studied data dependence test problem. In this section, we will class
them into three categories, namely approximate tests, exact but data dependence oriented
tests and, finally, general integer linear programming based tests. Some of the methods are
detailed, since they are used later in the paper. Some other well-known methods are not
mentioned; for a complete bibliography, the reader can refer to [GKT91].



Before saying anything about the methods, let us say something about the complexity
of the problem. Contrary to the generally accepted opinion, integer linear programming
satisfiability problem is not “so difficult”. As a matter of fact, and this has been recalled
by [MHLOI1], Lenstra [Len83] showed in 1983 that when considering a fixed number of vari-
ables, this problem is polynomial. The difficulty lies in the fact that complexity grows
exponentially with the number of variables. In a linear programming problem which stems
from a dependence test, the number of variables is about twice the depth of nested loop.
By duality, this result is also true for a fixed number of equations or inequalities (therefore
fixed dimensional arrays). Since these values are not too large in real programs, we think
that this is a good argument for turning towards exact methods.

2.1 Approximate methods

In this section we assume that the system is composed of inequalities of type (1) or equations
of type (2), unless explicitly mentioned.

2.1.1 GCD-Test (Loop bounds constraint relaxation)

This method [Ban79] consists in trying to disprove the feasibility of linear equations and is
based on the following observation: if the equation ayi; + agts + ... 4 agtr = b, where the q;
are integers, has a solution, then b is a multiple of the gcd(ay, as, ..., ax) . The test consists
in verifying that property. If it does not hold, the whole system is independent.

2.1.2 Banerjee Extended GCD-Test (Loop bounds constraints relaxation)

This method [Ban88] is the extension of previous one to multi-dimensional systems. It is
based on the fact that an integer m x n matrix A can be factored as A = DU, where U
is an integer unimodular matrix and D is a m x n echelon matrix (known as the reduced
Hermite form of a matrix [Min83, Sch86]). Then the system #A = ¢ has an integer solution
if and only if there exists an integer vector ¢ such that D = & This can be determined very
simply. In addition, [MHL91] remark that working with { instead of Z permits the reduction
of the number of variables and constraints (hence the term “parameterization”). It should
be pointed out that some steps of section 3 can be considered as a kind of incomplete pa-
rameterization. We prefer to split the whole matrix decomposition algorithm into such steps
because it often permits the elimination, thereby to simplifying the system and sometimes
even leading to immediate termination.

2.1.3 Banerjee Test(Integrity relaxation)

This method [Ban79] consists of trying to disprove the feasibility of equations, based on
the loop bounds. For simplicity, let us assume that the coefficients of the equations a; are

Léged” or “GCD” stands for the “greatest common divisor”



non-negative. From the inequalities:

L; <y <U,i=1,....k
it follows that, if there is a solution to:

ayty Fagta+ ... Fagiy =050

then b must be bounded by ayLy + aslo + ... + aply and a1U; + axUs + ... + aiUy. If this
is not true, then the system is independent. Otherwise, we can conclude that there exists a
real solution, but not necessarily an integer one. The system is assumed dependent.

We will not use this technique in our work. However, it should be mentioned that
in [KPK90], a sufficient and necessary condition for Banerjee test to be exact, which is based
on coefficients and loop bounds, is given. This in turn has led to a more accurate algorithm
based on the iterative application of Banerjee and GCD tests, the I-test [KKP91]. This
method is still inexact in general.

2.2 Exact data dependence oriented tests

Only recently authors have tried to develop exact methods for data dependence analysis.
Main contributions can be attributed to [MHL91, GKT91]. They both are based on the
successive application of exact and computationally inexpensive tests. When tests do not
suffice to obtain a solution then [MHL91] use a (not polynomial) Fourier-Motzkin algorithm
and [GKT91] a (not exact) so-called constraint propagation algorithm, whose exactness can
be obtained at a not polynomial price. Based on analysis of well-know scientific benchmarks,
both teams conclude that a first pass of quick tests often suffices to determine exactly the
dependence or independence of the system.

2.3 Exact general satisfiability integer linear programming prob-
lem

While it seems quite natural to use classic techniques from the mathematical programming
domain to solve the data dependence problem, only a few authors have tackled that problem
from this angle. These methods are largely explained in section 4. The very basic underlying
algorithm of all these methods is the well-known (real) simplex algorithm. There are many
ways to adapt it to the integer domain. We think that the description of section 4 is quite
instructive. The first method consists of applying as many simplex algorithms as the number
of equations, by using the economic function (to be minimized) to force the equations to be
true. To obtain integer results, cutting inequalities must be added to the system between
two successive simplex applications. The second method applies to a system of inequalities
and tries to enter the integral simplex domain by solving at each step one integer simplex
with minimization function equal to the constraints that have not yet been verified. Our
method uses the dual of integer simplex algorithm. We have chosen to use it because our
experiments indicate that its performance on data dependence systems is good.



3 System Reduction

In this section some techniques for reducing the original problem are described. These
reductions may sometimes appear as evident or trivial, or they may use already well-known
data dependence analysis techniques. However in some cases, a simple algorithm consisting
of a combination of the steps described here will be sufficient to answer the question of
whether or not a integer solution to the original problem exists. This will be explained in
section 5.

In the other cases, the transformed system is greatly simplified. The reduction phase
is therefore a powerful tool for preparing the system for resolution by a general method
described in section 4.

3.1 Integer Gaussian elimination

This technique eliminates one equation and one variable: if one of the coefficients of an
equation has a unitary value (i.e. £1), a Gaussian elimination of the variable associated
with that coefficient will build an equivalent and smaller integer system. The expression
of the eliminated variable includes only integer coefficients, so we are guaranteed that the
transformed system remains equivalent to the previous one. Let us consider the following

system:
1 T2 < 10
T2 —4173 S 12
—6.171 —|—I2 —7173 = —4
—41’1 —|—3$2 —2373 = —1

The first equation gives an integer expression of xy:
ZE2:6$1+7I3—4

Therefore, by replacing x4, we derive the equivalent system:

71’1 —|—7$3 S 14
61’1 —|—3$3 S 16
14z, +1923 = 11

and we can now forget about z,.
Since this can be applied when one coefficient is +1, many of others techniques described
in this section are aimed at generating unitary coefficients.

3.2 Division by GCD

When the GCD test (2.1.1) fails and the GCD is not 1, then performing the (integer) division
of all the coefficients by the GCD diminishes the value of coefficients. This will make the



other stages less complex. Furthermore, this is likely to make a +1 coefficient appear. For
instance, the following equation:

4$1 — 2:52 + 4$3 =110

becomes
2:51 — 1$2 + 2I3 =55

after division by 2. Now the elimination of x, can be performed.

The same technique can be applied to inequalities. It makes following reduction steps
described below (3.7 and 3.8) and the integer simplex methods easier, since coeflicients of
value +1 are desirable. For instance:

—8.?71 — 4$2 + 2.?73 S —17
The inequality can be replaced by:

—4371 — 2$2 + T3 § -9

3.3 Mixing two equations

Systems can also be transformed by combining equations: it is straightforward to show that
the two following equations:

Dokt GikTE = d;
Yk=1 Gjth = dj
can be replaced by the equivalent system:
Ykt GikTk = d;

Y Naik + Njajp)xr = Aidi + Ajd;
provided that A; is non-zero. If we find A; and A; such that
()\iaik + )\jajk) =+l (3)

for one k, then z; elimination can again be performed.

This can be achieved as soon as a;; and aj; are relatively prime, in which case the
extended Euclid algorithm [Knu81] finds two such integers A; and A;.

Consider for instance the system:

1 T3 < 10
Ty —dzs < 12

—2r1 +5r9 +313 = 2
—4ry 43r9y 223 = -1

The coefficients of x;’s are -2 and -4. Since their GCD is 2, this technique does not work.
However, the coefficients of x5 are 5 and 3. Their GCD is 1 and we find that:

(—1)54(2)3 =1

8



Thus, by multiplying the first equation by Ay = —1 and second one by Ay = 2 and summing
them, we obtain:

—6x7 +x9 —Txz = —4
Hence the new system is:
1 T3 < 10
Ty —dzs < 12
—6x7 Faxy —Txs = —4
—4ry 43r9y 223 = -1

where now x, elimination can be performed.

3.4 Changing two variables

Instead of combining equations, it is also possible to “combine” two variables in some sense,
by a judicious change of variables. Imagine that in the following equation

Yijajz; = d (4)

a; and ay are relatively prime. Then any integer ¢; can be written under the form t; =
a1xy + asxy, where x1 and xy are integers. This suggests the use of ¢; as a new variable. In
order to maintain an equivalent system, a new variable {5 must also be introduced. Variable
changing is thus described by a transformation such as:

ty = aixy +azx,
ly = bizy +byxy

For this transformation to be unimodular, we must have
G,lbg — Clgbl ==+l

Again the extended Euclid algorithm provides two such integer coefficients b, and by (if
)\1&1 + )\2&2 = 1, we take bl = —)\2 and bg = )\1)

Now it is easy to find the inverse transformation:

1 = )\1t1 _a2t2
Ty = Mti Faily

Therefore, x1 and x4 are replaced by ¢, and t; everywhere in the system and equation (4)
becomes
tl + 2?23 a;r; = d
where ¢; elimination can be performed.
Let us consider the previous example:

1 a3 < 10
Ty —dzs < 12

—2r1 +5r9 +313 = 2
—4ry 43ry 2253 = -1



In the last equation, we observe that we can apply this transformation to (z1,x3) or (22, 23)
(but not to (x1,x3) since the value of GCD(—4,—2) is 2). We choose (z1,z3) for instance
and obtain:

Ty = —t; —3t;
9 = —1; —4tq
The system becomes:
=2ty =Tty < 10
—t; =4ty —dzz <12
=3ty —14t; 4323 = 2
t1 —2z3 = -1

A Gaussian elimination is now possible with variable ¢;.

3.5 Shortening the number of variables of an equation

Even when there is no pair of relatively prime coefficients, the technique of changing variables
can be used to eliminate a variable. By applying this technique iteratively, we obtain the
case when two coefficients are relatively prime, provided that the GCD of the coefficients
of the original equation was 1. If GC D(ay,az) = p, then we can create the new variable ¢,
such that pt; = ayxq + azxy 1e. t) = %xl + “]72;172, which yields to the previous case. Then
we compute A; and Ay such that )\1% + )\2“?2 = 1 and perform the following variable change:

o= o+
o, = —Xz1 +May

with inverse:
{.7:1 = Mti —%t
Ty = Aoty -|-a}71t2
Now equation (4) becomes:
phi+ Y gax; = d

As an example, consider the following system:

1 +x2 < 10
T2 —4.133 S 12
—6$1 —10372 —|—15$3 = 2

In this example, there is no equation which contains a pair of coefficients which are relatively
prime, so we consider (z1,22) and compute the formula:

1 = —2t1 —|—5t2
Ty = tl —Stg
The system becomes:
—t; 42t < 10
tl —3t2 —4.173 S 12
2t1 —|—15$3 = 2

10



Now the two coefficients of the equation are relatively prime and the system can be reduced
with the method given in section 3.4.

3.6 Fast GCD

The methods discussed above make intensive use of GCD calculations. Therefore, a fast
algorithm for determining the GCD of two numbers is desirable. The principle of our method
is to have in memory a table of precomputed GCD’s, say a table of GCD of every pair of
integers less than a given value m. Then, if it happens that the numbers whose GCD we want
to compute are less that m, it is straightforward and does not cost anything to consult the
table. If not, then the table can still serve for speeding up the GCD computation. To explain
this, let us recall the Euclid algorithm for computing the GCD of two positive numbers a
and b such that a is greater than b:

ged (a,b) =
{if b =0 thena
else ged (b, a mod b) }

Now, if we have a table tged such that ged(a,b) = tged(a,b) for any a and b less than m,
then the algorithm becomes:

ged (a,b) =
{if (b = 0) then a
else
{if a < mthen tged (a,b)
else gcd (b, a mod b) } }

The extended Euclid algorithm for determining coefficients of equation 3 can be adapted in
the same manner and profit by a table of precomputed Bezout’s coefficients.

In systems issued from data dependence analysis, coefficients are often small. In that
case, one memory reference suffices to compute GCD of two numbers. As a result, the
methods described above run fast.

3.7 Selective Fourier-Motzkin

The general Fourier-Motzkin elimination method applies to a system of inequalities. Its
principle is to eliminate every variable in turn, until none remain or until a contradiction
is found. It is known to be rather computationally expensive, especially for large systems
because it may generate an exponential number of additional inequalities. Furthermore,
the result it gives is exact for real variables but not exact in general when variables are
constrained to be integers.

11



However, in this section, we show that Fourier-Motzkin method can serve as a prepro-
cessing step for reducing the system by partial elimination of variables, while still working
in equivalent systems, hence keeping the method exact.

Let us see how the general method works: each variable is eliminated in turn by the
following algorithm (suppose we want to eliminate xy).

e In each inequality, z; is isolated, so that a lower or upper bound for z;, depending on
other variables, is deduced.

e The system is compatible only if all lower bounds for x; are less than all upper bounds
for z;.

o We are left with inequalities without the variable z; and we do the same for remaining
variables x3, ..., zg.

o If we arrive at a contradiction, then the system is independent. Otherwise, there exists
a (not necessarily integer) solution.

Let us split the m inequalities of the system into three classes, depending on the sign of
xq coefficient: my (resp. mg3) inequalities are such that x; coefficient is positive (resp.
negative). The third consists of the inequalities in which z; does not appear. Then m,
upper bounds and my lower bounds for z; are derived. This gives rise to a new system of
mymsy inequalities (coefficients remain integer by reducing both sides of the inequalities to
the same denominator), hence the growing complexity of the system.

The uncertainty of the method lies in the fact that one interval may be non-empty and
yet contain no integer. However, it is easy to prove [Sog92] that:

Theorem 3.1 The transformed system is equivalent to the previous one when one of the
following criteria is verified:

Criterion 1 The value of every negative coefficient of x1 is -1

Criterion 2 The value of every positive coefficient of xy is 1

Therefore, we will apply this reduction only if one of these criteria is verified. Still remains
the problem of the number of inequalities generated. It is clear that it will not increase in
any of these cases:

Case 1l m; <1
Case 2 my <1

Case 3 m; =2 and my =2

12



Therefore it is worth applying this method only in one of these three cases.
As an example, consider the following system:

21 —3x9 < 2
—r1 +4zoy —2z23 < —6
Ty +2z3 < 8

—r3 < =5

The variable z; can be eliminated (Criterion 1, Case 1) and the two first inequalities (the
only ones containing 1) are replaced by one new inequality:

51’2 —4fC3 S —10
re +2z3 < 8
—X3 S -5

We can continue by eliminating the variable x5 (Criterion 1, Case 1). The two first inequal-
ities are removed and a single inequality remains:

—X3 S -5

This last inequality has an obvious integer solution, therefore the initial system is compatible.

3.8 Introducing non-negative variables

Most algorithms used to solve the general linear integer programming problem (section 4)
require that variables be “constrained”, i.e. of non-negative value. Unconstrained variables
will be designated as “free”. Generally the problems as originally posed include free vari-
ables. Replacing directly free variables by constrained variables is always possible, but this
classic technique increases the number of variables. Fortunately, inequalities involve gener-
ally unitary coefficients. Then, by introducing a slack variable > 0, every such inequality
can be replaced by an equality, yielding a possibility of Gaussian elimination.
Let us consider this system with free variables:

—4xy —2z9 Hx3 < =9
=31z, < —4
Ty —xy +2rz3 < =3
201 +2x9 —Ddzz < 5

Introducing a slack (dummy) variable y4 > 0, the first constraint can be written:
yqg —4dry — 229+ 23 = -9

From this equation, we obtain an integer expression for x3, and the new equivalent system:

=31z, < -4
9:01 +3I2 —2y4 S 15

13



A similar operation is possible with the upper inequality and the variable x,:
Ys — 3T + 2 = —4

The system is now:
—42z; +8ys +dys < =72

Such an operation is not possible with the variable z;. So we define two constrained variables:

L1 =Ye — Y7
and the final system of constrained variables is:

Bys —18yr —3ys —2ys < 27
—42ys +42y7; +8ys +dyy, < =72

More generally, if more than one free variable remains, it is possible to transform a system
with n free variables z; into a system with n 4+ 1 constrained variables by setting (classical
“single added variable” technique):

i =Y — Yo

4 Solving the final problem

The methods which will be examined here use essentially techniques and algorithms deriving
from the famous simplex method, of G.B. Dantzig. This well-known method will not be
described in detail (for details see [Dan63, Sim62] or other books). We just recall some
terminology that will be used throughout this section.

The aim of the simplex method is to solve the following optimization problem:

YiiciTy =2
minz = 2°
Yiyagr; <di, 1€ {1,2,...m}
z; >0, je{l,2,...n}

for real variables z;.

The primal simplex algorithm can be applied when the d; are non-negative. The dual
simplex algorithm can be applied when the ¢; are non-negative. Dummy variables, one per
inequality, are introduced and inequalities are then referred to by the associated variable.
For instance, at the first step, we have

z= qcx1 “Fecre +... — 0
Tpti @ @aT1 Fapry +... < d;

Variables appearing in the economic function z are referred to as out basis vartables. Variables
which reference inequalities are called basis variables. The simplex is based on the observation

14



that if the coefficients ¢; in z are non-negative and if the coefficients d; are non-negative,
then the problem is solved by giving the value 0 to every out basis variable and the value d;
to the basis variable z, ;. The goal is therefore to obtain such a situation by transformations
of the system.

The basic transformation used is a Gaussian elimination algorithm that takes a basis vari-
able out of the basis and inserts an out-basis variable into the basis. Pivoting on (2, €4, ) (2
out of the basis and z,4, in the basis) means replacing x5 by 1/a.(d, —p4r =i itk arj;)
in the whole system. Inequality x4, is renamed z;. The coefficient a,j is called the pivot.
The pivot must be chosen such that, in the primal algorithm, the right-hand sides (d;) remain
non-negative and in the dual algorithm the coefficients ¢; remain non-negative. Variants of
the simplex-based methods differ essentially in the strategy used for choosing the pivot.

Now when the system to solve constrains variables to be integer, simplex method must be
adapted, this is explained in the next sections. It should be noted that integer programming
specific techniques are not recent. They were essentially developed by R.E. Gomory and are

described in classic books such that ([GN72],[SM89]...).

4.1 The Rudimentary Primal All-Integer Algorithm (R.P.A.1.)

This algorithm is a tool used extensively in methods presented in sections 4.2 and 4.3. Its
aim is to solve the problem:

Yiiciry =z
minz = 2°
Yiyagr; <di, 1€ {1,2,...m}
;€ Z,x; >0, je{l,2,...n}

We assume that all input data are integer and that the right-hand sides d; are non-negative.

The principle of the algorithm is very close to that of the algorithm for real variables
described above. The criteria for pivot selection, optimality, and infinitude are the same.
The integer algorithm differs on these points:

e it is clear that when the chosen pivot a,; is +1 (more exactly 1 since the pivot is
positive), then a Gaussian elimination can be performed and the coefficients of the
resulting system are still integers. Now, when the pivot choice criterion indicates a
pivot with a value other than 1, from the inequality including it:

E?:l Uy 5 S dr
a new (integer) inequality is constructed, referred to as a “cu

i lari/lak| ]z < |dr[]ar] |

This new inequality is added to the system, and the element located on column £,

tw 2.

whose coefficient is now 1 (and is also a possible pivot according to simplex criteria)
is chosen as the pivot.

?|z] stands for the greatest integer less than or equal to z
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e Every time a “cut” variable returns to the basis after a pivoting operation, the inequal-
ity relative to this cut variable is removed from the system (this point is not strictly
obligatory).

Let us consider the problem

z = 201 42z, —dxz — 0
T4: —3r1 —2x9 HFx3 < 3
rs: —2r; 43z —3z3 < 4
T ! dry —x9 +2xz3 < 3

The criterion designates the variable 3 and the inequality x4 as the coordinates of the pivot.
The value of the coefficient a,; is 2, so a cut is added:

rr: 2rp —xy +xz <1

and we can execute the pivoting operation (3, x7):

z= 12z¢y —-3x9 +4dx7 — 5
Ty: —DTy —xy —x7 < 2
Ts ! 44 +3x; < T
T ! +z, —2z7; < 1
T3 ! 261 —xy HFzr < 1

In the next step the set (w3, x6) is selected. Since the coefficient a,; is 1, we can pivot
directly:

z= 12z¢y +3z¢ —x7 — 8
r4: —Dr1 Fr6e —3T7 < 3
Ts ! 44 +3xr < 7
To ! +xg 27 < 1
T3 ! 201 Hxe —x7r < 2

Now, the same criterion selects the set (27, 5). A cut of inequality x5 is needed since a, = 3:
Tg: T +z, < 2

We pivot a third time with the set (27, zs):

10

z= 1321 +3z¢ s

r4: —2x1 Fx6 35 < 9
T : T —3rg < 1
Tyt 201 H4xe +2zg < 5
T3 3z1 Hxe Hws < 4
T7: T +zg <2

The cut inequality 7 can be removed, but this is unnecessary. Since the coefficients of the
function z are greater than or equal to 0, the problem is finished. Minimum is z° = —10
with the variables:

1 =0 x29=5 x3=4
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Comments

This algorithm is “all-integer” since the coefficients of the transformed systems all remain
integer. The fact that only integer arithmetic is required is an attractive feature of this algo-
rithm, unlike real simplex methods where fractional arithmetic has to be used for avoiding
rounding errors.

Nevertheless, it is a rudimentary algorithm. Its completion is not guaranteed. Some
rules may be added to guarantee that the algorithm be finite, but, as [NW88] says of that
approach: “unfortunately, it is not a practical algorithm because it tends to require an
exorbitant number of cuts”. However, since most problems which occur in data dependence
analysis are small, this algorithm may offer some advantages.

4.2 Constraint-Matrix Test

This method, described in [Wal88], can be applied if the system is composed of m; inequal-
ities and my equations such that the variables are constrained and the right-hand sides of
inequalities are non-negative:

E?:l A5 5 S di, ? € {1, . .ml}, dZ 2 0
Yy agr; =di; 1€ {myi+ 1, omy +my}
:L’j Z 0

The main principle of the method is the following: at every step, an equivalent and
analogous system is built, but with one equation less (and one variable less). The number
of inequalities may increase.

If a system without equations or with only equations with right-hand sides equal to zero
is obtained, then the system has an obvious solution (all z; equal to zero). Let us describe
the method.

1. An equation is chosen, for instance the first one (I = m; + 1). We assume that d; > 0.
If not, we change the sign of every coefficient in the equation.

2. If d; > 0 we consider the subsystem:

2?21 ajr; <d;, ite{l,...my}
Yo ar = d;

We define the economic linear function z:
z=d — Z?Zl a;d;
and the corresponding optimization problem:

min z = 2°

2?21 ajr; <d;, ite{l,...my}
Yo agry < d
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(Note that the function and the last constraint are analogous)

We solve this problem by the Rudimentary Primal All-Integer Algorithm (4.1). The

solution 2% is necessarily finite and non-negative.

e If the value of z° is positive, the subsystem has no solution, hence original system
has no solution either.

0

o Otherwise z" is zero, indicating that the subsystem has a solution. If there is no

other equations, the full system has one also.

3. The full system is now of the form (for the sake, we use the notations of the initial
system, but note that introducing cuts may have increased the number of inequalities):

Yiyair; <di, i €{l,...mi} (d; >0)
2?21 A5 = 0, = my + 1

Yoy agr; =d;i, 1€ {mi42,...m1 4+ my}
€ Z 0

Our purpose is now to eliminate the first equation (while keeping non-negative right-
hand sides of the inequalities). This is easy in the following cases:

all the coefficients of the equation have the same sign (variables with non-zero co-
efficients are necessarily equal to zero and disappear like the equation from the
system)

the equation has an unitary coefficient (a Gaussian elimination is performed and the
equation is replaced by an inequality, see the note below).

Otherwise, a cut (analogous to those used in the Rudimentary Primal All-Integer Algo-
rithm) followed by a pivoting operation are performed repeatedly, until an opportunity
for elimination appears in the equation.

Note

When a Gaussian elimination step removes a constrained variable from the system, the
equation must be replaced by an inequality indicating that the eliminated variable was
constrained. For instance, we can eliminate x, if the system includes an equation such as:

—2z10 +x2 +x9 = 0
but since x5 > 0, we must introduce the inequality:

—2x190 +x9 < 0
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4.3 Method “FAS3T”

This algorithm [BP89] assumes that the system is composed of inequalities:
Yoioagr; < d;i, 1€ {1,2,...m}

The principle of the method does not depend on whether or not the variables are constrained,
so it will be explained without reference to this point.

The algorithm starts with a point X' (a vector with components z;). At every step, k,
of the method, we have a current point X* and two sets of constraints, constraints that are
verified by X* and constraints that are not.

L ={i JAXF<d;}
I, = {l /AZXk > dz}

If the set I, is empty then obviously X* is a solution.
Otherwise, a function z and a minimization problem are defined:

Z = Eiefz AZX
minz = 2°

AX <d, re 1l

X**1 is defined as the point where z is minimized.
It can be proven that the original problem has no solution in one of the following cases:

1. 2% > Yiel, di
2. 29 = Yiendi and e I /AZ'X]“‘"1 # d;
Otherwise, one or more inequalities, previously in the set [;, necessarily verity:
A XFH < d;

and will be incorporated in set [; in the next step.

The number of such steps is obviously finite. For the solution of each minimization
problem, the system is modified so that variables are constrained. Then the Rudimentary
Primal All-Integer Algorithm (section 4.1) is used.

This method requires a finite solution for each current problem. Generally, variables of
systems resulting from dependence analysis are bounded, but it may occur that domains
relative to the generic problems used by the method are not. In these cases, we are not
guaranteed that finite solutions will be obtained. If necessary, constraints limiting the domain
will be added in such a way that they do not modify the result of the algorithm (for example
giving to variables bounds with large values).
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4.4 Simple Dual All-Integers Test

This algorithm, proposed in [Sog92], supposes that the system is composed of inequalities
with constrained variables:

Yiqaije; <di, 1€ {1,2,...m}
Zj Z 0

For a real simplex algorithm, the dual problem consists roughly in inverting the roles of the
minimization function coefficients, ¢;, and right-hand sides, d;.

The principle is very close to the classic finite Dual All-Integers algorithm developed by
Ralph Gomory and described in [GN72][SM89], which finds the minimum of a linear function
z satisfying:

miny 7, ¢jr; = 2
Z?Zlai]m]' S di, ) € {1,2,771}
v, € Z,x; >0, je{l,2,...n}

The coefficients ¢; must be non-negative (like d; right-hand sides for the primal algorithm).
We note that if we choose a null function z (all ¢; equal to zero), the problem solved by the
finite Dual All-Integers algorithm reduces to ours: is there an integer solution satisfying the
inequalities?

Nevertheless, the proposed method does not use the somewhat computationally expensive
lexicographic rule mentioned in [GN72] for ensuring the finiteness of the algorithm. Natu-
rally, the choice of the pivot is different from the classic algorithm. Consequently, like the
Rudimentary Primal All-Integer Algorithm (4.1), we are not guaranteed that the algorithm
is finite.

The steps of the method are very similar to the primal algorithm.

We start with the initial system and we execute the following sequence as many times as
necessary:

1. e Ifin the current system all d; are greater than or equal to zero, an obvious solution
exists.

o If the current system includes an inequality ¢ such that d; < 0 and all coefficients
a;; are > 0, the system has no solution.

e If the number of iterations exceeds a fixed number tmaz, for instance 3(m + n),

we stop. We may not conclude anything about the solution.

2. We select the inequality (r) with a negative d; (best results are obtained when d; has
the largest absolute value).

n
Ej:l Arjj S dr

For the variable x;, we choose a variable in the selected inequality that has a negative
coefficient. Our choice was the a,; with the largest absolute value.

3. e If the coefficient a,j is equal to —1, it is chosen as pivot element.
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e Otherwise, the following cut is added to the current system of inequalities:

Yt lari/lankl |2 < |dr/]ark]]

and the coefficient as; (equal to —1) of the new inequality (s) is chosen as pivot
element (note that the cutting rule is the same than that used in the Rudimentary

Primal All-Integer Algorithm (4.1)).
4. A pivoting operation is performed.

5. If the variable xy is a “cut variable” (i.e. if x; appeared in connection with a previous
cutting operation), the corresponding inequality is removed from the current system.

For example, let us consider the system with constrained variables:

—3£E1 —2$2 —|—£E3 S 3

—2£E1 —|—3$2 —3173 S —4

1 —xy +2rz3 < =3

2£E1 —|—2$2 —5173 S —1

Using slack variables > 0 this system is written:

Ta: —3r7 —2x9 Fz3 < 3
rs: —2x1 43r9 —3z3 < —4
Tg 1 —x9 +2z3 < =3
T7: 201 +2x9 —dzxz < —1

We select the inequality x5 and the variable x3. Since value (—3) of the corresponding
coefficient is not —1, we add a cut, introducing a cut variable zg constructed from zj:

T4: —3x1 —2r9 Hx3 < 3
rs: —2x7 +3r9 —3z3 < —4
Tg Ty —x9 +2z3 < -3
T7: 201 +2x9 —dzz < —1
Tg: —T1 Fr9 —x3 < =2
A pivoting operation is executed (variables s, x3):
x4 —4dxy —xy Fag < 1
Ts T —3xg < 2
Te: —T1  Fxe 28 < =T
T7: Tx1 —3x2 —Ddzg < 9
T3 : Ty  —xy —x3 < 2
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Next, we select the inequality xg and the variable x;. This time, no cut is necessary and we
can execute the pivoting operation (xg, x1):

xy: —4dxe —Dxy —Taxg < 29
Ts: re +xo9 —x83 < =)
1 —Te —xg —2xg < 7
Ty Tee +4xe 4925 < —40
T3 Tg +rg < =5

The inequalities z7 and z3 cannot be true, since the variables must be non-negative. Hence
the system has no solution.

Comments

Like the Rudimentary Primal All-Integer Algorithm (4.1)), this algorithm is attractive since
it is all integer. Like the R.P.A.L, it is not a finite algorithm. However, general behavior
of non-finite algorithms is often as good or better than that of finite algorithms (because in
practice, the expected number of iterations in the finite algorithm is very large. An example
is the classic simplex method). Its behavior is probably comparable to that of the finite Dual
All-Integers algorithm, but there are few precise comments about the behavior of the finite
algorithm in literature.

Experiments seemed interesting. Some problems with 9 variables, for instance, could be
solved easily while the same problems were solved with great difficulty by methods using the
R.P.A.L (we must specify that these systems were not issued from data dependence analysis,
but from more complex task scheduling problems). However, the algorithm seems sensitive to
the choice of the pivot (many choices are possible). Some artificial problems could be solved
with very few iterations, but required much more iterations or could not terminate with a
different choice of pivot. But this inconvenience was not noticed with problems coming from
data dependence analysis (they are very “easy”).

4.5 Surrogate Dual All-Integers Test

This algorithm ([Sog92]) is a variant of the previous one and supposes that the system is
composed of inequalities with constrained variables:

Yiqaie; <di, 1€ {l,2,...m}
£ Z 0

The principle is similar to the Simple Dual All-Integers Test. We start with the initial
system and we execute an analogous sequence of operations as many times as necessary.
The sequence differs on these points:

o If the number of inequalities with a negative right-hand side is greater than 1, a sur-
rogate constraint is built, which is the sum of all such inequalities. A similar rule
for selecting a pivot is applied to this new inequality. If no negative pivot is found,
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the system has no solution. If the value of the pivot obtained is —1, the surrogate
inequality is added to the system (introducing a “surrogate” slack variable), otherwise
a cut is built from the surrogate inequality and added to the system. Then, the usual
pivoting operation is executed,

o If a “surrogate” variable is returned to the basis, it is removed from the current system
(like a “cut” variable).

Let us return to the previous problem (4.4):

T4: —3r1 —219 Fx3 < 3
rs: —2x7 +3ry —3z3 < —4
Tg Ty —xp +2z3 < -3
T7: 201 +2x9 —dxz < —1

Three of the inequalities have a negative right-hand side. Their sum gives another inequality
(y denotes a temporary variable):

y: 1 +4zr; —6z3 < =8

The coefficient of z3 is selected, but its value is —6. A cut zg is built from y and added to
the system:
g ! —z3 < =2

A pivoting operation is executed (xs, x3):

T4: —3r1 —219 Frxg < 1
rs: —2x1 4312 —3zg < 2
Tg ! r1  —x9 H2rg < =T
T7: 2xq 209 —brg < 9
T3 : —zg < 2

The set (26, x2) is selected. No cut is necessary and we can pivot:

T4: —Dry —216 —3J283 < 15
Ts: 1 +3zeg +3zg < —19
r1: —x1 —xg —2xg < 7
T7: 4z +2z¢ —x5 < =5
T3 : —xg < =2

There is no solution to the inequality 5. Hence the system has no solution.

Comments

With most of the problems which were tested, the behavior of this algorithm was generally
analogous to that of the Simple Dual All-Integers Test. However long sequences of iterations
were not observed with the Surrogate Test, which seems not very sensitive to the choice of
the pivot.
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Trivial Gauss (a) GCD test Gauss (b) Var. Chang. Fourier-Motzkin Non-neg. Var. Dual All Int.

NONLINEAR 18.5 % 0.6 % 0.3 % 0% 0% 66.1 % 13.9 % 0.6 %

LINEAR 7% 0.7 % 0.6 % 0.003 % 0% 74.7 % 14 % 3%

Table 1: Case of exit

Tot. Numb. Gauss (a) GCD test Gauss (b) Var. Ch.. Four.-Motz Non-neg. Var. Dual All Int.
Aver. 4.9-5.7 1.5-1.3 0.003 - 0.006 0.004 - 0.018 0-0 3.2-4.2 0.2 -0.25 0.006 - 0.035
Max. 17 - 18 6 -4 1-1 1-1 0-0 14 - 15 3-5 3-7

Table 2: Number of each step’s iterations per dependence test

5 Which strategy?

A strategy must now be defined for chaining the different steps described above, so as to
minimize the sum of the costs of the reduction phase and the resolution phase.

Let us first analyze the cost of each step. The cost of a reduction step can be easily esti-
mated: an equation elimination requires a possible change of variables and a Gaussian elim-
ination (technically a matrix pivoting operation). Since each time an equation is eliminated,
the size of the matrix decreases, the cost of subsequent reduction operations decreases. A
variable elimination by selective Fourier-Motzkin elimination under the conditions described
in section 3.7 is not very expensive either, because the basic operation is rewriting the sys-
tem. The number of resulting inequalities does not increase, while the number of variables
decreases.

Estimating the average cost of what we call the problem resolution phase is generally not
so easy. Whatever method is used, there are “easy” problems that are solved with two or
three iterations while some others require more than ten iterations. We can only measure the
cost of a single iteration: a matrix pivoting operation, possibly preceded by the introduction
of a “cut” inequality, which increases the size of the system.

Therefore, the conclusion is that reductions steps are cheap while resolution steps may
be expensive.

Let us now compare the integer programming methods presented in section 4. The
Constraint matrix test needs as many integer simplex solutions as the number of equations
in the system. The size of the induced simplex problems is the current number of inequalities
plus one. The FAS3T method needs as many integer simplex solutions as the number of
inequalities in the worst case, and the size of simplex subproblems grows roughly from one
to the total number of inequalities. The Dual all integer algorithm solves only one integer
simplex, the size of which is the number of inequalities. Since the cost of one integer simplex
solution is unpredictable, we think it is worthwhile to use as few such steps as possible. That
is why we recommend the following strategy:

1. eliminate all equalities:

(a) Use Gaussian elimination for equations including unitary coefficients (step Gauss

(a)).
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(b) Apply the GCD test to each remaining equality. If it fails, divide the equation
by its GCD. If no unitary coefficient appears, generate one by changing variables
(3.4, 3.5). Then use a Gaussian elimination (step Gauss (b)).

2. eliminate some remaining variables:

(a) Divide all inequalities by their GCD.

(b) Use as many selective Fourier-Motzkin elimination steps as possible.
3. Introduce constrained variables:

(a) Change by slack variables as many (free) variables as possible.

(b) If some free variables remain, use the “single added variable” technique.
4. Use the surrogate (or other) dual all-integer algorithm.

Variations in the order of the application of reduction steps can be imagined, since it may be
possible to apply more than one method at a given step. However, we think it is fundamental
to eliminate equations as soon as possible.

We have implemented this strategy in PIAF parallelizer developed at INRIA [GLL*90].
For evaluating its performance, we have used as input data systems issued from Perfect
Club Benchmark [BCK*89]. About 35,000 data dependence tests have been performed. For
multi-dimensional arrays, two cases have been considered. In the first case (NONLINEAR),
they were treated dimension by dimension (possibly leading to more than one equation in the
system). In the second case (LINEAR), accesses have been linearized (therefore the systems
have generally only one equation).

Table 1 reports after which step the algorithm was able to conclude to the existence or
not of a data dependence. In most cases, the answer was given after the step of Fourier-
Motzkin elimination. In many cases (especially in NONLINEAR cases, 18.5 %) a trivial
answer was given during step Gauss (a) (case where an equality has no solution since each
of its coefficients is zero while its right-hand side is non-zero). In only a few cases (0.6 %
and 3 %), the Dual All Integer algorithm was necessary for conclusion, essentially because
the step of introducing non-negative variables directly gave the answer (13.9 % and 14% of
cases). This reinforces the idea that reduction steps are very important and must not be
neglected in a general integer linear programming method.

The table 2 gives indications about the cost of our method: in each case, the two numbers
correspond respectively to NONLINEAR and LINEAR case. The first line gives the average
of iterations necessary for conclusion, for each step, while the second line gives the maximum
number of iterations used. In average, the result is roughly that 5 (6) iterations are necessary
for each step, among which 1.5 (1.3) iteration for (trivial) Gaussian elimination and 3.2
(4.2) iterations for Fourier-Motzkin elimination are performed. The maximum numbers of
iterations in each step are not very large either, thus no infinite behavior is observed. Last,
the maximum number of total iterations found is small (17 and 18). Since the price for one
iteration is about one variable change, the conclusion is that our exact method is very cheap.
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6 Conclusion

In this paper we have presented a new algorithm for data dependence analysis. It is im-
plemented in INRIA PIAF parallelizer [GLL*90]. Its first quality is its accuracy, this is an
exact algorithm. Next, it applies to any integer linear programming satisfiability problem and
therefore can handle non-standard data informations resulting from sophisticated data flow
analysis methods. More, it can be applied to other phases in a compiler. For now it is used
also for variable compatibility verifications, but we plan to use it also for solving a schedul-
ing problem for exploiting fine grain parallellism. Last but not least, this test remains very
efficient thanks to a powerful reducing preprocessing phase that makes the problem grandly
simplified. The measurements performed in PIAF on Perfect Club Benchmark show that the
price to pay for using an exact method is almost insignificant. Therefore data dependence
analysis research can turn now towards more sophisticated data-flow analysis techniques.
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