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Stabilization of Second Order Evolution Equations
by Unbounded Nonlinear Feedback

Francis Conrad (*), Michel Pierre (*)

Abstract

For an abstract evolution equation of the form uy + Au + dy(u;) 3 0, general
conditions on the "unbounded" feedback are given, that ensure strong asymptotic
stability. Essentially the directions determined by the convex of the minima of the

functional y should not intersect the eigenspaces of A. Equivalently, the feedback on the
velocity must dissipate enough energy, in the sense that the kernel of the form

< dy(.), . > is not larger than the kernel of a "strategic" observation operator, for the
uncontrolled system. The particular case where the control operator is the dual of the
observation operator is specifically considered : the condition then corresponds to more
classical rank conditions on the observation operator. The present framework applies to
boundary or interior, distributed or pointwise, controls. The analysis is also able to
handle "unilateral controls". Several examples, including wave, beam and plate
equations, possibly with interior control on thin sets, are considered.

Stabilisation de Problemes d'Evolution du Second Ordre
par des Feedbacks Non Linéaires Non Bornés

Ré .

Pour un probléme d'évolution abstrait de la forme uy + Au + oy(up 3 0, on
donne des conditions générales sur le feedback “non borné" pour assurer la stabilité
asymptotique forte. Essentiellement les directions déterminées par le convexe des minima

de y ne doivent pas étre des directions propres de 'opérateur A. De fagon équivalente, il
faut que le bouclage sur la vitesse soit suffisamment dissipatif, en ce sens que le noyau de

la forme < dy(.), . > ne doit pas €tre plus gros que le noyau d'un observateur
"stratégique”, pour le systéme non contrdlé. Le cas particulier ou I'opérateur de contrble
est 1'adjoint de 1'opérateur d'observation est €tudié: la condition se raméne alors a des
conditions plus classiques de rang sur I'opérateur d'observation. Le cadre proposé ici
englobe le cas de contrbles frontiére ou intérieurs, distribués ou ponctuels, ainsi que des
contrOles unilatéraux. Divers exemples concernant les équations des ondes, des poutres
ou des plaques, éventuellement avec des contrbles sur des ensembles intérieurs "fins",
sont proposés.

(*) Université de Nancy I, URA-CNRS 0750 et Projet NUMATH, INRIA-Lorraine
B.P. 239, 54506 Vandoeuvre-l¢s-Nancy, France.

La frappe de cet article a été réalis€e par Fabienne Montigny. Nous la remercions pour
son travail précis et efficace.



1. Abstract framework - Wellposedness

Let H be a Hilbert space, and let A be a linear operator with dense domain D(A).
We assume A is self-adjoint, coercive on H, and we define V = D(A1/2), equipped with
the scalar product

(1) <u,voyxy = (AV2u, AV2v)pp = <A u,v>yyy

where A € £(V,V') is defined by the bilinear form <, >yxv and extends A. As usual,
we identify H with its dual. Then V < H < V', with the following consistency relation

2) Vhe H, VveV, <hveyxv=(0v)HxH -

Let be given a proper, convex, lower semi-continuous (l.s.c.) function
() Y:iVo]-oee], YW#+oo

with effective domain D(y) = {v € V ; y(v) < eo}. We consider the sub-differential dy
of y defined by

4 Vue V,oy@u)={fe V';yu+v)-y@)2<f,voyywy,Vve V],
with D(Ay) = {u € V; oy(u) = B}.

It is known that oy is a maximal monotone graph from V to V', and that D(dy) <

D(y), with a dense inclusion [BA-PRE].
Next, on the space VxH equipped with the natural product Hilbert structure, we
define the nonlinear operator B by

(5) D(B)={(v,h)e VxH;he D@w);3fe oy(h)suchthat Av +fe H)
and if (v,h) € D (B)
(6) B(v,h)={(-h, Av+f);Vfe dy(h)suchthat Av+fe H}.

Equivalently, in terms of graphs considered as subsets of VxH

(7 B={(vh)x(h [Av+ oyh)]nH); (vh) e VxH}.

We now prove that we have an adequate general framework to define a second
order evolution equation.

Proposition 1. B is maximal monotone on VxH.

Proof.
(i) The monotonicity is easy to establish. Let (v,h), v,i)e D(B), f e oy (h),
T € oy(h), suchthat Av+fand Av +T e H. Then (see (1) and (2))

<-h+h,v-Voyxy+(Av+f- Av-T, h-h)mu=
<A(v-V)E-hoyxy+< Av+f- Av-T, h-hoygv =



8) <f-T,h-h>yxy 20, since dy is monotone on VxV'.

(ii) We prove that I + B is onto on VxH : for (F,G) € VxH, we have to solve the system

v-h=F

(v,h) € D(B)
%)
h+Av+f=G,fe ody(h) (thus Av+fe H)

which is equivalent to the system

ve V,he D@y)c V (a)
(10) v=F+h (b)
h+Ah +f =G - AF, fe oy(h) (c)

(observe that (9) = (10) obviously and that, if (10) holds, then Av +f = Ah + f + AF =
G-he H).

Essentially, we have to prove that (10)c, holds i.e. that the operator I + A + dy
from V to V' is onto. But this is easy to do, and more or less standard. We recall briefly
the procedure. Let

1 1 -~
J(6) =» (8,0)HxH +5 <6,0 >vxv +y(6) - <G - AF,0 >vxy

which is a convex, l.s.c. functional on V. Since y is convex, l.s.c. and proper, it is
bounded below by an affine function, and hence, lim J(0) = +oo, as 10ly — +oo,
Therefore, J admits at least a minimum at h € V. Then

Jh)<Jh+t(@®-h),VBe V,Vte [01].

Writing this inequality, using the convexity of y,then dividing by t and finally letting
t v 04, we get

<G-AF,0-h>yy <(h,0-h)gxg+<h,0-h>yxy +y(0)-wyh),Voe V.

Since <h,0-h>yxy =<Ah, 8 - h>yxv and (h, 8 - h)HxH = < h, 0 - h >yyy, we
deduce that G - AF - h - Ah € dy(h), which is just (10).. n

We denote by SB(t) the nonlinear semi-group of contractions on D(B) generated
by B. As a consequence of the general theory [BRE], we have the following properties,
where (u(®),v(t)) = SB(t) (up, uy) :

(11) V¥ (wo,u)e DB), t— @OV®) € C(0.0[; VxH)
and, for any (ug, uj) € D(B)

(12) V120, (u(), v(t)) € D(B)

(13)  t— (u(t), v(t)) € VxH is Lipschitz continuous and a.e. differentiable on [0,eo



(14)  v(t) = uyt), uu(®) + A u(t) + £(t) = 0, f(t) € IY(v(t)), a.e. t2 0.
Moreover, for any (ug, uj) € D(B)

(15)  t—> (-v(v), [ A u(®) + dy(v(1))]1°) € VxH is right-continuous everywhere, where
[ ]° denotes the minimal section.

(16)  N-v(t), [ A u(t) + dy(v(t)Olyxu SN(-uy, [A ug + dy(u1)1o)llyxp, Vi 2 0.
Note that in particular, if (ug, uy) € D(B), then u € W2:%°(0,00;H) N W1.2°(0,00: V).

For any (up, u;) € D(B), we define

(17)  E(t, ug, uy) =% Iu(t)l%/ +% Iv(t)llz_l.

Proposition 2. (i) Assume (ug, u;) € D(B), then V0 <s <t
4

(18)  E(t, up, wy) - E(s, ug, ur) = -J<f(o), W0) >y do,
where f(6) € JY(v(0)) a.e. O satisfies (14).
(ii) Assume 0 € JY(0), then ¥ (up, u;) € D(B),t — E(t, ug, uj) is nonincreasing.
Proof.
(1) Let (up, up) € D(B); by the regularity property (13), we have, a.e. t:
S Bt u, up) = < 0.0 >vv + (Vi) vO)rixt
=< A u(®), w(t) >vxv + - A u(®) - f(t), v(O))uxn,
where f(t) € dy(v(t)) satisfies (14)
=< A u(®), m(t) >vxv - <A u(®) + f(t), v(t) >v'xv by (2)

= - < f(t), v(t) >v'xV.

Then (18) follows by integration.

(ii) Since Jy is monotone and 0 € Jy(0), we have <f(c), v(o)>y'xv 2 0.
Thus t = E(t, ug, uj) is nonincreasing for (ug, u;) € D(B). By density, and continuity of

E(t,.,.) on VxH, the property is true for (ug, u;) € D(B) . [ |

Remark 1. Let U be a Hilbert space, ¢ : U— ]-o0,00] be proper, convex and l.s.c., and
Ce £(V,U). If R(C) n D(¢) # D (for instance if C is surjective), then y = ¢ C is



suitable. It has been proved in [LA] (see also Appendix 1) that if C is surjective, then
dy = C*d¢C and that the equation

uy + Au+C*90Cu; 30

defines a nonlinear semi-group of contractions on a closed subset of VxH. This situation

corresponds to the case where the control operator C* is the adjoint of the observation
operator C, with a nonlinear interaction between observation and control described by

dy. Therefore, we have proved a result which includes a familiar framework in control
theory.

Remark 2. The fact that dy acts from V to V' and not necessarily from H to H, is
adequate to describe boundary or point feedback between observation and control in

P.D.E's (when y = @- C).

Remark 3. Even in the restricted case where y = ¢° C and C is surjective, it may be as
convenient to keep the formulation with v, and to compute dy directly, without using
C*d@C. This will be observed later on, in the applications (Section 3).

2.8 ic_stabili

We now study the asymptotic behaviour of the semi-group SB(t). The main tool
will be the invariance principle of LASALLE. As usual, some compactness has to be

assumed. We suppose that 0 € oy (0), thus after a normalization

(19)  mig y(v)=y(© =0.

We denote by Ky, the closed convex set where  attains its minimum

(20) Ky ={ve V;y(v)=0}.

Moreover, we assume B has compact resolvent (for conditions ensuring the
compactness, see Appendix 2). It follows from this fact and from (19) that the trajectories

of SB(t) are relatively compact in VxH, and that for any (ug, u1) € D(B), the w-limit set
o(ug, uy) is a non-empty closed set [DA-SLE].

Proposition 3. Assume (19) and B has compact resolvent. Then

(21)  .If (ug, ur) € D(B), then aXug, u;) < D(B)

. @ (ug, uy) is invariant under SB(t), and the restriction of SB(t) on aXug, uj) is
an isometry for the VxH-norm.

. Let (uO: u]) € D(B): (WO: WI) € w(“O» uI)' and (W(t), W((t)) =

SB(t) (wo, wi).
Then

(22) 0= <f{1), w(1) >yxv, where f(t) € oyiwdt)) a.e. t, is defined as in (14).
. If moreover, y satisfies the following property

(23)  ow0) = {0}



then
(24)  (wo, w1) € D(Bo), and (w(1), wi(1)) = SBo(t) (wo, wi),
where By is the operator B corresponding to oy = {0}, i.e.

(25) D(Bp) = D(A)xV, and
Y (v,h) € D(Bp), Bp (v,h) = (-h, Av).

Proof.

The claim (21) follows directly from the maximality of B and the fact that

t = 1IBO(u(t), ue(t))llvxy is uniformly bounded, and in fact decreasing along the
trajectories (see (16)).
The fact that SB(t) is an isometry on w(ug, uy) is a consequence of the invariance

principle of LASALLE, since t — E(t, ug, uj) = % I(u(t), v(t))ll%,xH is a Lyapunov

function (See Proposition 2 (ii)).
Property (22) follows from formula (18) applied to (wg, wi) instead of

(ug, up) : t = E(t, wo, wy) is constant, and < f(G), w(G) >y'xv is nonnegative a.e..
For properties (24) and (25), we first observe that since f(t) € dy(w(t)) a.e., we get
W(0) 2 y(wy(D) - < (1), wi(t) >vxv

and thus, from (22) we deduce
y(wi(t) < y(0), thus y(wi(t)) = 0 = y(0).

Let v € V be arbitrary. Then
Y(v) - y(0) = y(v) - y(wi(V) 2
<f(1), v - wi(t) >vixv= < f(1), v >yxv (using (22)).

This implies f(t) € dy(0), and by assumption (23) we get f(t) = O a.e. t. Therefore, w
satisfies the equation derived from (14)

wu(t) + A w(t)=0ae. t20,
thus A w(t) € H a.e. t 2 0. This implies
w(t) e D(A) a.e. t20,and A w(t) = Aw(t),

and also
B(w(t), wi(1))0 = Bo(w(t), wi(t)) ace. t.

But by (16)
IIBo(w(t), we®)llvxr = IB(W(L), w(®))yxx S IB(wg, w)llvxh, a.¢. t.

Letting t tend to zero, we get (wo, w1) € D(Bg), by maximality of the operator Bo.
Clearly, then (w(t), wy(t)) = SBO(t) (wg, wp). |



Next, we come to our main results of the paper, namely a characterization of
asymptotic stabilization in terms of y (more precisely of Kyy).

Assume that the resolvent of A is compact. Let 0 < A] <A2 <...<Aj<... be the
distinct eigenvalues of A, with associated eigenspaces F; of dimension p;, all finite by the

assumption on A. Denote by {(p'ii }j=1,...p; a basis of eigenfunctions of Fj such that the

whole system is an orthonormal basis of H (and an orthogonal basis of V).
For the moment, for simplicity, we denote by @n, n 2 0 the eigenfunctions of A,

with associated eigenvalues mﬁ > 0 (not necessarily distinct) and such that
it = 1, loply = 1A 2qylH = @ > 0.

It is straightforward that % ((pn/a)n . ¥ i(pn) is a Hilbert basis of eigenfunctions of Bg

in VxH, associated with eigenvalues + i wy.

Let (wo, wi) € D(Bg) = VxH, (w(t), wy(t)) = SBo(t) (wo, w1). By a
straightforward computation we get

(26) w()= E[an COS Wt + by sin Wnt] Pn/0n
N

Q27 w®)= Z[bn COS Wt - ap sin Wpt] O
N

where (26) (resp. (27)) converges in V, (resp. H). Moreover
an = < W, Pn/0n >vxv € 12(N), since woe V and lpy/anly =1,
bn = (W1, @n)HxH € 12(N), since wy € Hand | @, Iy = 1.
Now, if we assume that (wg, wi) € D(Bg), the convergences in (26) and (27) can be

improved.
First, wo € D(A), thus

1 1
an =— (Al2wg, A12¢@q)gxH = — (Awg, Pn)HxH
Wn n

which implies
®n ap = (Awg, On)HxH € 12(N), since Awg € H, and I@plyg = 1.

Next wi € V, thus

1 1

bn = (W1, Qn)HxH == (W1, AQn)HxH = —5 (A12w1, AVZQn)HxH
@
n n

< wi, (ﬂ>VxV
Wn

1
Gn



which implies
On b = <wi, %‘— >yxv € 12(N), since wi € V and lon/only = 1.

n

Since V = D(A1/2) ={z On@n ; 2 a?‘ m% < oo}, we deduce that if
: N N

(wo, w1) € D(Bo), then, in particular, the series (27) converges in V, uniformly with
respect to t.

Returning now to the notations introduced previously, we get

o i

@8 wiy =, i [b! cos it -  sin wit] ¢},
i=1 j=1

where the series converges in V, uniformly in t.

Theorem 4. Assume A and B have compact resolvent and (19), (23). Then

(29) V(up, u;) € D(B), t/I’im SB(t) (up, u3) =0inVxH

if and only if
(30) Viz2l,Kyn(-Ky)NnFi={0}.
Proof.

Sufficiency. Assume (30). By the contraction property of the semi-group SB(t), it is
enough to prove (29) for (ug, u;) € D(B).

- Let (ug, u1) € D(B), and (wg, w1) € w(ug, uy). It is enough to prove that
(wo, w1) =0.
Let (w(t), wi(t)) = SB(t)(wp, w1). By Theorem 3, (23) and (24) imply that

(wo, w1) € D(Bg), (w(t), wy(t)) = SBo(t)(wo, w1),
thus formula (28) is valid, and can be written as

-]

(31) w(t)= cos wjt @; + sin w;t y;, with ¢j, yi € Fj
i=1

where the series converges in V, uniformly in t. Thus (31) defines an almost periodic
function from R to V [LE-ZH]. Moreover (see proof of Theorem 3)

(32) wit)e Ky,ae. t20.

From the uniform convergence in (31) we deduce that

V £€>0,3 No € N such that forall N 2 N,



(33) |w[(t) - z [cos wjt @; + sin w;t \yi]lv <g Vt20
i=1

and thus, withm =% 1, we deduce

T N
1 14m cos wpt 1 [ 1+m cos®pt
ITJT‘—L (© - 2 J——ﬂ—p—(osm,t(p,-f»smm,t\y,)lvs

i=1
1
(34) < | _ﬂ_goﬂﬁ ‘L°°
On the other hand, a straightforward computation gives

T
(35) 0-‘- (1+m cos wpt) coswjt dt = 1 sinw; T +
o

sin (wj+0p)T + sin (w;-wp)T, ifi#p
.1 oy -0y
2 | T + 2—sin20,T, if i =p
200p
T

36) - J (141 cos wpt) sinwjt dt = 1 cos; T +
101

[cos (wj+wp)T-1] + [cos (wj-wp)T-1], ifi#p

n W;i+Wp
t2 11
———COS 2mpT, ifi =p.
2wp

From (34), (35) and (36) one obtains for N > p

T
37) |Tli;n ;—,Jm‘;gs“’ﬁwt(t)dt-f‘—‘%lv <e.

1
By (32) wi(t) € Ky ae. t, and _tm;o_s% € [0,1], by the choice of 1. Since Ky is
a closed convex set containing the origin, we get

1+ ;os @pt wi(t) € Ky ae. t,

and consequently, with the same argument,

T

. 1 14mM cos wpt
(38) T h}“w T J—zlwt(t) € Ky.
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From (37) and (38) one deduces

1

But, by definition, ¢p € Fp. So (30) implies ¢p = 0. Similarly, multiplying (31) by

1+ sin @pt . 1+ .
n—zp— instead of Lzos_wzt and integrating over (0,T), one gets yp= 0, Vp.

Hence wy(t) = 0 for all t, and also w(t) = O for all t. This proves (29).

Necessity. We argue by contradiction. Suppose that, for some i, there exists

ve Ky N (-Ky) nFjvz0.

Then consider u(t) = - 1 cos wjt v, u(t) = sin w;t v.
wj

It is clear that uy(t) = -coi2 u(t), and thus
(40) ug+Au=0.

So (u(®), w(t) = SBo() (- i v, 0).

Since v € Ky n (-Ky), for any A € [-1,1] A v e Ky, and thus y(Av) = 0.
Deriving this identity w.r. t A yields

<fy>=0 Vfe dy(Av), orelse
<f,Av>=0 V fe dy(Av).

As in the proof of Proposition 3, one deduces f € dy(0), and from condition (23), one
obtains

y(\v) = {0}, Ve [-1,1].

Applying the result to A = sin w;t one gets
oy (up = {0}.

Thus u, which is a solution of (40) is also a solution of

(41) U[[+All+a\ll(llt) 30,

So (u(t), u(t)) = SB() (-i v, 0). But (u(t), ut)) * 0 ast » oo, whence the
contradiction |

In applications, the following corollary is often useful.
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Corollary 5. Assume y(v) = ¢(Cv), where C € SV,U), with U a Hilbert space and
@ : U — [0,%] convex, Ls.c., satisfying ¢(0) = min ¢ = 0, and

(42) Ko (-Kg) = {0}, where Kp = {u € U; p(u) = ¢(0) = 0}.

Assume moreover that A and B have compact resolvent and (23). Then strong asymptotic
stability holds for $B(t) if and only if

(43) Vie N,Ker C nF; = {0}

Proof. We apply Theorem 4, and thus, have to compute Ky;.
K\ym(-K\y)= {ve V;Cve K(p} N{ve V;C(-v)e K<p}
={ve V;Cve KepN (-Kq,)} = Ker C by (42).

Therefore, (43) is equivalent to (30). Clearly (19) is satisfied, and (23) is assumed.
Thus Theorem 4 applies

Remark 1. Now, we can discuss the meaning of Corollary 5 in a framework familiar in
control theory, namely when the observation operator is the dual of the control operator.
Besides (42) assume moreover that

(44)  oy(v) =C* 9¢(Cv)

which is certainly true is @ is regular or also if C is surjective (see [LA] and Appendix 1).
Assume also

(45) 9¢(0) « Ker C* (for instance d@(0) = {0} !)
Then (23) is satisfied and Corollary 5 applies.

Remark 2. Let us note that (43) is equivalent to a rank condition. Indeed, (43) means
that C restricted to Fj is injective, or else rank Crj = dim F;. This type of condition
appears naturally when one wants to characterize weak observability for the uncontrolied
system

wit Aw =90
o | ¥ cwm
that is,

47) Cwi=0,Vt20=>w=0.

We refer to [EL JAI-PRI] for a discussion, or [TRI, Theorem 5.5] for a theory in the
case where C € &%(H,U). Here C may be unbounded on H.

In our framework, where A is coercive with compact resolvent, it is easy to
establish the equivalence between weak observability for the uncontrolled system and the
range condition (43). One just has to use the expansion (28) for wy(t), and apply C on it
(see Appendix 3). In the terminology of [EL JAI-PRI], (43) means that the observation
operator C on the velocity is "strategic”.

Remark 3. Corollary 5 is an extension of former results found in the literature, in the
following sense. )
Consider an abstract evolution equation of the form
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48) Lioy+ Bru=0

where € generates a strongly continuous semi-group of contractions on a Hilbert space

& and B* e L2 (%,&), with % another Hilbert space. Assume ¢ has compact
resolvent.

Then following [BE], it is known that system (48) is strongly stabilizable iff the
weakly (or strongly, by compactness of the resolvent) unstable states are approximatively

controllable. In that case, u = - By (or more generally, u=- K By, where K € (%) is
coercive), with B e (&, %) is a stabilizing feedback.

Consider now our case where
0-I
49 @=(x7) and B=[0,CJ, &=V xH %="U.

Since € generates a group, all states are unstable.

We recall that, roughly speaking, approximate controllability of a pair (&, 8*) is

equivalent to weak observability of the dual pair (€*, 8), and, as remarked previously,
characterized by rank conditions.

Hence we have proved a ponlinear unbounded extension of the result of [BE],
namely, in the framework of second order systems : The system

(50) yu+Ay+C*xu=0 withCe £(V,U),

is strongly stabilizable iff the pair (A,C) is weakly observable. In that case u € d¢p(Cy,) is
¢

a stabilizing feedback, provided ¢ : U — [0,e0] is convex, l.s.c., proper, and satisfies
(42) and (44)-(45) (with compactness of B).

We observe that Theorem 4 goes beyond this formulation, since it does not need
the introduction of any observation operator C.

Remark 4. Another interesting feature of our formulation is that it can handle
“unilateral” feedback conditions, since conditions (30) or (42) concern Ky n (-Kw), or

K¢ N (-K¢), and not separately Ky or K. This will be used in examples in next
section.

Remark 5. Finally, we would like to remark that Theorem 2 is a way of systematically
reducing the problem of stabilization to the verification of an adequate uniqueness
property for the operator A, in an abstract "unbounded nonlinear”" framework (for the
damping term). For a similar point of view, in a linear or nonlinear framework, see [DA],
[Q-R] for an abstract formulation, and {LAG)] [LA;] [Q-R] for applications. In
particular, the formalization and results in [DA] are very similar to ours, though
developed for bounded feedback.

3. Applications

Now we show how the strong stabilization for various nonlinear feedback terms
can be deduced from Theorem 4 or Corollary 5, in the case of wave, beam or plate-like
equations. Of course, with our technique, we do not obtain any estimate of the decay to
zero. Other techniques are needed, together generally with geometric assumptions on the
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domain, see for example [CHE] [LAG] [LLA] [KO-ZU] [ZU] for the wave equation with
boundary damping, and [LA] [LLAG] for plate-like equations.

3.1. Wave equation (N = 1)

Just to show how our method works, we first study the following academic and
rather well-known case.

We consider a string which is clamped at the left end, and controlled at the right
end by a force which is a nonlinear function of the observed transversal velocity. Our
method handles as well the case of variable mass density b(x) and flexibility a(x),

provided a, b € L=(0,1), a, b 2 m > 0 (see Section 3.2 for the case of variable
coefficients, in the slightly more complicated case of an Euler-Bernoulli beam equation).

However, just for the sake of simplicity, we take a=b = 1. Hence we consider the
system

ugg - uxx =0,0<x <1, t>0,
&) {u 0,t) =0, t>0,
t>0

-ux(1,t) € a(uy(l,0),

*

where o is a maximal monotone graph in R2 such that 0 € a(0).
We set (51) into the abstract formulation of Section 2. Let

H=12(0,1), V={ve H!(0,1); v(0) = 0}
1

< Au,v >yyy = J ux vx dx,
D(A) = {u e V; uxx € L%0,1) ; ux(1) = 0},
V u e D(A), Au = -uxyx.
Let j : R— [0,00] be convex, l.s.c., proper, such that dj = a, and j(0) = 0. We set
Y(v) =j(v(1)) =j(Cv),Vve V,
where C € #(V,R) is the trace operator at x = 1 (C is surjective, and thus dy(v) =

C* a(Cv)). Noticing that dy(h) = a(h(1)) 8y, and that
1

<Av + oy(h), w >vxv = vx(1) w(l) + a(h(1)) w(l) - vaxwdx

for regular v, choosing then w € V such that w(1) = 0, and then w arbitrarily, we get
from (5)

D(B) = {(v,h) e VxH;he V;h(1) € D() ; - vx(1) € a(h(1)) ; vxx € H}

and from (6), if (v,h) € D(B)
B(V,h) = {'h9 'VXX}'

Since D(B) 2 D(A) x {h € V ; h(1) =0}, it is obvious that D(B) is dense in VxH, and
thus, (51) is well-posed on VxH. We note that A has compact resolvent, by classical
regularity. The same result holds for B, since (v,h) = (I+B)-! (f,g) satisfies
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v-h=fe V
h - Vxx = g € H
(v,h) € VXV, -vx(1) € a(h(1))

or else,

v-vxx=g+fe H
ve V, -vx(1) e a(v(l) - f(1))
vxx € H.

Multiplying the equation by v, and then by vxx, we obtain

IVIZ + lveelZ, < C (1612 + 11gh? ]
(see [CO-PI] for the details in the case of the beam equation, which is in fact slightly

more complicated than the present case). Clearly the estimate implies compactness. We
see here that no compactness assumption on the graph & is necessary to conclude.

The eigenvalues of A are mﬁ, where wk = (2k+1) g , with eigenfunctions

@k(x) = sin wgx. All eigenvalues are simple.
Now we apply theorem 4, with y(v) = j(v(1)), thus Ky =

{ve V;v(l)e j1(0)}. Condition (23) is equivalent to a((0) = {0}, i.e. j is not "vertical"
at 0.

Let us now study condition (30) of Theorem 4. If j-1(0) contains a neighborhood
of 0, then, for any v € V, there exists A € R such that £ Av(1) € j-1(0), and thus
Av e Ky N (-Ky). So condition (30) is not true and strong stabilization does not hold.
On the other hand, if j(§) > 0 for & >0 or § <0, then K\If ) ('K\V) ={ve V;v(l)=0}.

Thus condition (30) reduces to showing the following "uniqueness" result

“Uxx = Al
u@)=0,ux(1)=0 =2u=0
u(l)=0

which is straightforward.
So, if j is not "flat" at O (on both sides of 0) (for (30)) and also not vertical at 0
(for(23)), strong asymptotic stabilization holds for (51). Note that this is the case for

instance with the unilateral boundary condition - ux(1,t) = [u(1,t)]* .
3.2. Euler-Bernoulli beam egquation

We consider a beam which is clamped at the left end, and controlled at the right
end by a force and a moment which are nonlinear functions of the transversal and angular
velocities. As announced previously, we consider the case of variable mass density b and

flexural rigidity a such that a, be L>(0,1),a,b2m>0
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b uy + (auxx)xx =0,0<x<1, t>0

u(0,t) = uxg(0,t) =0, t>0
(52) Y -auxx(1,0) € Bluxy(1,1)), t>0
(auXX)X (190 € a(U[(l,t)) ’ t> Oa

where o and B are maximal monotone graphs in R2 such that 0 € (0), 0 € B(0). This
problem has been specifically studied in [CO-PI]. Here we show that it fits in our general
abstract framework.

1

Let H = 1.2(0,1) equipped with the scalar product (u,v)H = J b(x) u(x) v(x) dx,

V = {ve H%0,1); v(0) = vx(0) = 0},
1

<Auyv >V'xV = J auxy vxx dx,
D(A) ={ue V; (auxx)xx € H; auxx(1) = (auxx)x(1) =0}

¥ ue D(A), Au = ¢ (auxxs.
Let j1, j2 : R — [0,0] be convex, l.s.c. and proper such that dj; = «, 9dj2 = B,
j1(0) = j2(0) = 0. We set y(v) =j1(v(1)) + j2(vx(1)) = ¢(Cv), V v € V, where

€1, £2) =j1(€1) +j2(€2), V (€1, E2) € U =R?,
and Ce $(V,U) is defined by Cv = (31))).

Then Jy(v) = a(v(1)) 81 - B(vx(1)) 8'1 (again, C is surjective, so that dy(v) =
C*9d@(Cv)). Noticing that, for regular v, one has

<Av +oy(h), w>vxv = avex(D)wx(1) - (avex)x(Dw(1) + a(h(1))w(1) +
1

Bhx(1))wx(1) + (Y[ (avxx)xx W dx,

we get immediately from (5)

D(B) = ((vh) e VxH:he V;h(1) e D(0) ; hy(1) € DB); avex(l) € Blhn(1));
(avxx)x(1) € a(h(1)); (avxx)xx € H}

and if (v,h) € D(B),
B(vh) = (-h, § (avxuo).

With arguments similar to those mentioned in Subsection 3, one can prove that D(B) is
dense in V x H, thus (52) is well-posed on VxH, and that A and B have compact

resolvent [CO-PI]. No compactness assumptions on ¢ or B are necessary to conclude.

The eigenvalues and eigenvectors of A are given by
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(a@xx)xx = @2bo
9(0)=09x(0)=0
aQxx(1) = (a@xx)x(1) = 0.

All the eigenvalues (ni ,k=1,2,.., are simple, and @x(1) and @kx(1) are nonzero for

any k [CO-PI].
Now we apply Theorem 4. Here

Ky={ve V;v() e j;'0); v(l) € j;0) }.

Condition (23) is equivalent to a(0) = {0} and B (0) = {0}, i.e. the two graphs are not
"vertical" at the origin.

Let us now study condition (30) of Theorem 4. If both j'll(O) and j'21(0) contain a

neighborhood of the origin, then, for any v € V, there exists A € R such that
* Av € Ky, thus strong stabilization is not possible. On the other hand, if j3(§) > O for
€ >0 or & <0, orif j2 has this property, then

Kyn(-Ky) ={ve V;v(1) =0} or {ve V;vx(1) =0}.
Thus condition (30) amounts to proving the following uniqueness result

u(0) =0, ux(0)=0

{(auxx)xx = Abu
(53)
auxx(1) = 0, (auxx)x(1) =0,

and u(1) = 0 or ux(1) =0, imply u=0.
But this is always true, as a consequence of the simplicity of the eigenvalues (see [CO-
PI] for a proof).

Thus strong asymptotic stability holds if the two graphs o and B are not vertical at
0, one at least being not "flat" at 0.

Note that the result is true for instance with the following unilateral feedback

auxx(L,t) = 0, (auxx)x(1,t) = [u(1,0)}*.
It is also possible to generalize equation (52) by taking coupled boundary conditions, that
is (with a = b = 1 for simplicity) y(v) = ¢(Cv) where

¢ : R2 — [0,e9] is convex, 1.s.c. and proper

. 1
¢(0)=min@and Cv = (z’((({) .
For instance, consider ¢(€,n) =% (t€-1)2,1>0.
Here Corollary 5 is not applicable since K M (-K¢) # {0}. However Theorem 4
applies. Indeed,
Ky={ve Vit v(1) - vx(1) =0} and
<0y(v), h >yxy = [Tv(1) - vx(1)] [th(1) - hx(1)]
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thus (23) is obviqusly true.
For condition (30), one has to prove the following uniqueness result : if u is a

solution of (53) in the specific case a = b = 1, and if moreover tu(l) - ux(1) = 0, then
u=0.

Let u # O be a solution of (53). Then u = @k, Ax = cogk, and one has to prove that
1
T Pk(1) - Pix(1) #0 V k, orelse ¢x(1) [t -%T(l))] #20,Vk=1,2, ..
‘ Pk

But for the normalized eigenfunctions, it is known that

Pix(1)

ok(l) = 2(-Dk+1 ‘and lim
ox(1)

= + oo [CO].
e (CO]

So strong stabilization occurs for the problem

Uy + uxxxx = 0
u(0,t) = ux(0,t) = 0

(54 Juxx(1,0) = Tuy(L,t) - ux(1,0)
uxxx(1,t) = T [T ue(1,t) - uxe (1,t)]

for any © > 0, except for a sequence going to infinity. In particular, (54) is strongly stable
for any small T> 0.

Remark. Assume a and b are piecewise regular, and for simplicity, constant
on (xj-1, xj) with x9 =0, xN = 1. With the previous notations, consider

N
1
v(v) =5 2 [ V2(xi) + Bi vA(x] , @ 2 0, B; 2 .
i=1
Then the abstract formulation covers the following problem (A is the same as previously)
biuy + aj uxxxx =0 on (xi-1, xi), i=1,..N
u0,t)=0,ux (0,1)=0
u(xi-,t) = u(xi+,t), Ux(Xi-,t) = ux(Xij#t)
(aiuxxx(xi-,t) - aj+]1 Uxxx (Xi+,t) = aj 0 (ut (Xi,t) i=1 N-1 °
- ajuxx(Xi-,t) + ajs1 Uxx (Xisst)/ "o B, \ux (xipt) /0T T

(aN uxxx(1,t)} _(oN O (ut(l,t)
-aN uXX(lst) - 0 BN utx(l,t) )

This problem has been considered in [CHE-DE], where uniform exponential decay is

proved under the assumption aN > 0, bj < bj41 , 8j 2 aj41, Vi.
Applying our Theorem 4, we obtain the strong stability under the assumptions

o, Bi=20i=1,..N, and ay or BN > 0, as in the previous case. If an = BN = 0, but
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Qi Or Bio > 0 for some ip, then, due to the simplicity of all eigenvalues, Xig has to be

"strategic" in the sense that it has to be different from all the zeroes of the eigenfunctions
or the derivatives of the eigenfunctions.

With our method, it is not hard to consider nonlinear feedback laws as previously,
and even to combine this with coupled interaction between the transversal and angular
velocities at the nodes x;, i=1,...N.

3.3 Hybrid system (for Euler-Bernoulli beams)

We consider an homogeneous Euler-Bernoulli beam clamped at the left end, and
controlled at the right end by a moment, but now, there is a mass and inertia at this end.
Normalizing the constants, the model is the following

th+Wxxxx=00<x< l, t>0,

w(0,t) = wx(0,t) =0, t>0,
- wxx(1,1) = wxp(1,t) + £(1), t>0,
WXXX(lst) = Wu(l,t), t > 0.

With f(t) = wy(1,t) if wx(1,0) <1, f(t) = r sgn (wx(1,t)) otherwise, we get the problem
studied in {SLE], where strong asymptotic stability has been proved.
Let us show that we can also handle this problem with our technique. We set

H=L20,1)x R xR,
V ={(w,ab) e H; we H2(0,1) ; w(0) = wx(0) =0; a=w(l) ; b= wx(1)},

¢ 1
A (:) ,y | O = g[ Wxx®Pxx,
b B v'xv

D(A) = {(w,a,b) € V; we H40,1)},
and, if (w,a,b) € D(A),

w Wxxxx
6)- )
b wxx(1)

Let ¢ : R— R be the function

{w(é) =EiflEl <1
¢E) =rsgn (§)if 1€l 2

and j the primitive of ¢ such that j(0) = 0. For (w,a,b) € V, we set y(w,a,b) = j(b).
Then is is not difficult to see that the abstract formulation

ug + Au + oy (up =0, u = (w,a,b),

recovers the initial problem of [SLE]. So this problem is well-posed on VxH, as a first
order equation. Omitting the details concerning the precise definition of B the density of
D(B) in VxH and the compactness of the resolvents (easily obtained using Appendix 2),
the asymptotic stability amounts, through Theorem 4, to proving the following
"uniqueness"” result.
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Let ¢ be an "eigenvalue" of A, ¢ = (w,a,b), such that y(¢) = 0. Then ¢ =0, or
else, if w satisfies

Wxxxx = Aw
'Wxxx(l) = 7\.a = A.W(l)

Wxxx(1) = Ab = Awy(1)
w(0) = wx(0)=0

and wx(1) =0

then w = 0 (thus also a = b = 0). But, in [SLE] it is proved that the eigenvalues of this

equation are simple and that, moreover wy(1) # O (see [SLE, (8.29)] (the property to
prove is rather complicated to establish). Whence the strong asymptotic stabilization.

Remark 1. Instead of controlling by a moment, one can control by a force, that is,
boundary conditions are now

-wxx(1,t) = wxu(1,1)
wxxx(1,t) = wu(1,t) + g(t),

where g(t) = wy(1,t), possibly also truncated as before.

Remark 2. One can combine the model studied in the Remark of Section 3.2 with the
previous one. Then one can study the case of serially connected Euler-Bernoulli beams
with, at each node (of possibly nonzero mass and nonzero inertia) control by force and/or
moment, that is, at each node

{ aj uxxx (Xi-,t) - 2j4+1 Uxxx (Xi+»t) = mj ug (xj, t) + gij(t)
- aj Uxx (Xi-,t) + aj4+1 uxx (Xj+,t) = Jj uxge (X, t) + £i(t),

where fj and g are of the form just presented (with, or without, truncation). But of
course the reduced "uniqueness"” result becomes rather hard to handle...

3.4. Wave equation (N > 1)

We consider the wave equation where control is exerted by means of a force
which is a nonlinear function of the observed velocity, on a part I'g of the boundary I',
assumed to be regular. In the sequel (I'g, I'+) is a partition of I', and we assume

meas (I'g) >0, int I's # &.
The system is the following

ug-Au=0,xe Q,t>0
(55) u=0,xe I'«x,t>0

du _ -a(x) g(up, x € I'g, t>0,

where g : R — R is monotone, continuous (just for simplification), such that g(0) =0,
a > 0 is continuous, and Vv is the normal unit vector on I" pointing outwards 2.

When Iy = {xe I'; (x-xg).v>0 }, '« =\['g, where xge RN, andTg NI« =
@ if N > 3, strong stability holds for problem (55), with estimates for the decay
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depending on the behaviour of g, see for instance [ZU]. Strong stability has also been
proved in [LA1] in this framework, for more general g.

Here we obtain strong stabilization for very general partitions (I'g, I'+) of the
boundary. First, we set (55) in our abstract framework. We set

g=0j, H=12(Q),V={ve H(Q);v=00nT«},
< Au, v >yyy = J Vu Vv dx,

DA)={ue V;Aue LZ(Q);g—:- =0on Ty},
and, if u € D(A), Au = - Au.
Lety(v) = f a(x) j(v(x)) do(x), Vve V.
Io
Assume g satisfies a suitable growth condition. Then V v e V, oy(v) = {f}, where (see
Appendix 4)

<fh >y = J a(x) g(v(x)) h(x) do(x),
0

so that, from (5), one deduces
D(B) = {(v,h) e VxV ;Ave L2 (Q); % = - ag(h) on I'p}
and, if (v,h) € D(B), B(v,h) = (-h,-Av).

Since D(B) o D(A) x{h e V; h=0o0nTIY}, it follows that D(B) is dense in VxH, so that
(55) is well-posed on VxH. Compactness of A is obvious and compactness of B follows
from the adequate growth condition on g, assuming Green's formula is valid (see
Appendix 4).

Thus we can apply Theorem 4. We first observe that obviously (23) is satisfied
(clearly, one can replace g by a maximal monotone graph o such that o(0) = {0}).

Let us now show that (30) is satisfied. Assume Kj N (-Kj) = (0} that is, g is not
"flat" at 0, as usual. Then

Kyn-Ky={ve V; j(v(e)) =0, j(-v(6)) =0, a.e. on I'g}
={ve V;v(o)e Kjn(-Kj)ae onTp}
={ve V;v=0ae.onIyp}.

So condition (30) amounts to proving the following "uniqueness" result :

-AQ = 020

= O F.
56 ¢ on

£=Oonr‘0
ov
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(57) ¢=0o0nTy
imply =0 in Q.

This uniqueness result holds for very general situations where I'g is not too "thin". For
instance, if g contains B(xg, €) " I, where xg € T', and I is regular. The proof is

elementary and proceeds by extending ¢ by 0 outside I" (and near I'p), using analyticity
properties. So, we have an extension of the results of [LA1].

When IC'g = {x € T"; (x-xg).v > 0}, one can prove the uniqueness result by the
usual multiplier's technique. However, in that case, we get much more than uniqueness
(or equivalently weak observability), namely strong observability.

One can easily be convinced that stabilization holds for more general partitions by

taking for instance a rectangular membrane Q = (0,a) x (0,b), with u = 0 on the vertical

edges I'+, and % € -B(uy) on the horizontal edges I'g, where B is a maximal monotone

graph satisfying adequate growth conditions, so that the compactness assumptions hold.
In that case, the uniqueness result can be proved in an elementary way, using Fourier

expansions.
The solutions of the eigenvalue problem (56) are
m2 = n? . MIX TS
Omn = 12 (a_2 + —b—2-) o(x,y) = 2 Qrs Sin ——COS Ty

r,s

2 2 2 2

wherere N*  se N ,;—2+;—2 =%+g—,withme N* ne N.

Fory =0, ory =b, one gets ¢r, = 2 + oy sin 1% = 0. This implies drg=0
)

for all r, s. Thus (56) and (57) imply ¢ = 0.

Clearly, the uniqueness result holds also for any I'g which contains an arbitrarily
small horizontal interval.

Instead of boundary feedback, one can also consider interior feedback, in a fairly
general framework. For simplicity, consider again the rectangular membrane with

Dirichlet conditions on I'+ and I'g (or Neumann conditions on I'g).
Letj: R — [0,0] be a convex, l.s.c. proper function such that min j = j(0), set
B = dj, and consider

(58) w(v)= Jj (V) du ,D(y) © V=HyQ),

where W is a positive Radon measure on Q, of finite energy, and v is the quasi-
continuous representative of v, with respect to the usual V- capacity.

In particular, one can consider the case where the support of p is a "thin" set E of
positive capacity (a piece of curve for instance), or a closed set E with non empty

interior. With pu the length or area measure in that case, one solves in fact the formal
problem

ug - Au+ Bup u30.
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Since W is of finite energy, it follows that vp = vin V= vy = VvV, ae. up to a

subsequence, and hence y is ls.c.. Therefore, our theory applies and, provided the
compactness assumptions are true, strong stability amounts to verify (23) and (30).

The usual assumption B(0) = {0} ensures (23) is true. For (30), we assume
Kj N (-K;) = {0}. Then we have to prove the following uniqueness result :

(59) {-Au = Auin Q
u=0onT

and

(60) u=0 M ae.
imply u=0.

For instance if p is the length or area measure on a piece of curve or on a closed set E of
non empty interior, stabilization "usually" holds. Assume as above that

2 2
Q = (0,2) x (O.b) ; then A = wmn = 72( +15) and if Prs(x.y) = sin == sin g~ , the
solution of (59) can be written
2 2 m? n2
u(x,y) = Z Ors Prs(X,y) where Ia;i + ;—2 = % + 2—2 .

I,S
If E O Jou,B[ x {yo}, with %Q ¢ @,orif ED {x,} x Ja,B[ with ’%e @, then

(60) implies o = 0 for all r,s and u = 0. Hence (30) is true.

If the above conditions on E are not true, it may happen that a solution u of (59) is
identically 0 on E, so stabilization does not hold. We observe that if E contains an open
set, strong stabilization holds.

3.5. Rectangular Kirchhoff plates.

We consider a simply supported rectangular plate Q = (0,a) x (0,b). We can apply
our general formalism to the equation

2 . a2u
ug + A u+a\y(ut)=01nQ,u=-a? =0 on dQ
to obtain stabilization results. Moreover, one can consider functionals of the form (58)
where D(y) € H2(Q), the capacity being now the one associated with the H2 - norm.
In that way, one can choose Dirac masses for 1, and thus consider inner point
control. Let us study one particular case, where the external force acting on the plate is

exerted at the points (p;, gi) € Q. This problem has been studied in [Y]. Normalizing the
constants, we get the following evolutionary system
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‘ 1
uy + A% = Z fi(t) 8(x-pi, y-4i)» X € Q, 1> 0,

i=1
(61) 3 2
u=8_u =0ondQ =T,t>0,
on2
u(x,y,0) = up(x,y),
“ui(x,y,0) = ui(x,y),

a4 04 04 1

where A2 =5 +2W +W sfie Ly,

H=L2%Q),V ={ve H(Q); v=00n0Q}.

(R4, R). We set

We consider the control operator C* = {8(x-pi, y-Qi)}i=1,.1 € F(RL V).

In [Y], problem (61) has been considered on the state space V', with A2 as an
operator defined on V', with domain V, so that control becomes "distributed". The main
result of [Y] can be summarized as follows :

2

.
.if )
stabilizable, by any bounded linear feedback € (V, R1), acting on velocity,

€ @, then (61) is neither approximatively controllable, nor strongly (or weakly)

2
. if % ¢ @, then (61) is approximatively controllable and strongly stabilizable by the

feedback f(t) = -Cuy, if and only if the following (rank) condition is satisfied.
1

| emn(pj» qj) | 0,Vmn 21, i.e.
j=1 Amn lemnlH

emn (pj»q;) # O for some j, for any m,n 2 1.

Here Amn are the eigenvalues of the free vibrating plate, and emp are the corresponding
eigenmodes (the eigenspaces are one-dimensional in the case considered, and for general
a and b, approximate controllability is characterized by a rank condition, see [Y, Lemma

2
8]). Moreover, in the particular case of one actuator (1 = 1, 1—2 g Q), (61) is

approximatively c;ontrollable iff E ¢ Q@ and %e @, and f(t) = -u; (t,p,q) is a stabilizing
feedback.

The proofs of the necessary and sufficient conditions given in [Y] are based on
theorems in number theory and Diophantine equations.
Here we just show that the feedback f(t) = - Cuy is stabilizing, by means of our

abstract results, where the state space is H = L2(2), so that the control operator C* is
unbounded. For simplicity, let us also consider the case of one pointwise actuator. We
set

< Au,v >yyy = ﬂ[ Au Av dx, Vu,v e V,
d2u

—1 M 2 S e———— =
sothat D(A) = {u e V; A“u € H; 32 0},
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V ue D(A), Au = A2u,

Lety :V — Ry be defined by y(v) = 5 v2(p,q), so that y is convex (regular), and
defined on the whole space V, and

OY(v) = v(p,q) 8 - p, o - Q).
Hence, we study the following equation (61) with f(t) = -u(t,p,q)
(62) uy+ Au+dy(u) =0.
For regular v, we get immediately, Vhe V,Vpe V

- d
< Av +ay(h), ¢ >vixv = J Au Tﬁ + JA% ¢ + h(p,q) ¢(p,q).

Choosing first g € D(Q), then ¢ € V arbitrary, we get from (5)

D(B) = {(v;h) € Vx V;A2u+h(p,q) 8(c - pro-q) € H; %5 =0onT}

’ a 2
and by (6), if (v,h) € D(B),

B(v,h) = {-h, A%2u + h(p,q) 8(o - P.o - Q)}.

Thus, formally, (61) and (62) are equivalent. We observe that A2u € L2(Q) in

O\B(p,q;€), so that u € H4(Q\B(p,q;€)), and the trace Au = 62u/on2 on 92 makes sense.
We also observe that
{(vh);ve HHQ)NV ;he V;h(p,q) =0} € D(B),

so that D(B) is dense in V x H.
Also, A has compact resolvent in H by classical regularity (see also [Y],

Lemma 3). Moreover dy : Vo V' is obviously compact since Range (dy) is one
dimensional. Using Appendix 2, it follows that B has also compact resolvent and so our
whole theory on stabilization is valid.

Now we apply Theorem 4. Here Ky = {ve V ; v(p,q) = 0}. Since dy(v) =
v(p,q) 6o - pyo - Q) =0, condition (23) is satisfied.

For condition (30), one has to prove that for any eigenfunction ¢, one has

o(p,q) # 0, where ¢(x,y) = Z Otrs sin X sin ﬂ , the eigenvalue being

2
L n
(rn )21:4 and = 2 b2 b2
mrp . nnq

2
If % g @, the eigenvalues are all simple (by contradiction) and clearly sin —2  sin
# 0 if and only ifRandﬂe Q.

Hence, in case e @, (61) is strongly stabilizable with the feedback f(t) = -Cu,

e P q
1ffaandbe Q.
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Remark 1. The same result is true with y(v) = ¢(v(p,q)), for any strictly convex
2
regular ¢. In that case, one controls with f(t) = ¢'(ui(p,q,t)), with the assumptions ;—2 R

P 4
a’ bé@.

Remark 2. One can consider (61) as a problem with boundary feedback at (p,q) €

d(Q\(p,q)). This shows that one can stabilize a plate with a pointwise feedback (on the
boundary, if we want). This result is in contrast with the case of membranes, where

points have V = H! - capacity zero (here the V = H2 - capacity of a point is # 0). In the
case of membranes, control on a regular set E means that E must contain at least a line,
roughly speaking, which is of positive capacity.

Appendix 1

Here we prove, in a slightly simpler way than in [LA], that when y(v) = ¢(Cv), C e

&£V, U), ¢ : U — ]-00,00] convex, L.s.c. and proper, then dy = C*d¢$pC(.) when C is
surjective.

(i) let y € C*d¢(Cvp) ; then y = C*z, z € d$p(Cvq)
= ¢ (w) - ¢(Cvp) 2 <w-Cvg, z>yuxy', Vwe U,

and with w = Cv, we get

Y(v) - y(vp) 2 < C(v-vp), z Suxy = < v-vp, C*z Syxy
=< V-vg, y >vxv', V ve V=>y e oy(vo)
= C* 9¢(Cvp) < dy(vg) (without using the surjectivity of C, contrary to [LA]).

(ii) we prove that dy(vp) € C*dd(Cvp), V vpe V.
Lemma (as in [LA]). If y € oy (vo), 3z e U' such thaty = C* z.

We admit the lemma for a moment. Lety € dy(vo). Then

Y (V) - y(vg) 2 <v-vg,y >yxy' = <v-vg, C*z >yxy' with z € U’ (lemma) =
< Cv - Cvp, z >yxu i.e. ¢(Cv) - ¢(Cvg) 2<Cv - Cvp, z>uxur Vve V

and since C : V — U is surjective

o(h) - 9(Cvg) 2 <h - Cvg,z>yxu, Vhe U,

thus z € d¢ (Cvg) and y = C*z € C*3¢ (Cvp) ||

Finally, we prove the lemma (more directly than in [LA]).
Letye oy(v). Then,Vhe V

y(v+h) - y(v) 2 <yh>yyy,ie.
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<y,h>yxy £ ¢(Cv + Ch) - ¢(Cv).
If h € Ker C, then <y,h >yxv <0 and thus (taking - h), < y,h >yxy =0, V h € Ker C.

Thus y € (Ker C)+ = Im C* (we recall that more generally, for an unbounded operator
C from E to F, closed, with dense domain, R(C) is closed <> by [BRE;] (Ker C)1 =Im
C* ; here C s surjective).

Remark. It is suspected that the surjectivity of C is not the optimal assumption. For
instance, when V and U are finite dimensional, it is known that d(¢oC) = C*9¢C, as
soon as the relative interior of D(¢) intersects the range of C [RO].

Appendix 2

On the compactness of the resolventof Bin V x H.

Essentially, in an abstract setting, one has to prove that

(A1) {(3) + B (3) = (g) bounded in Vx H
(u,v) € D(B)

implies (u,v) is relatively compact in V x H.
As in the proof of Proposition 1, (A1) is equivalent to

(A2) u-v=F bounded in V

(A3) v+Au+f=G bounded in H, f € oy(v)
or else
(A2) u-v=F

(A3) v+Av+0oy(v)>G-AF.
We recall that the unique solution v of (A3) (see Proposition 1, proof) minimizes the
functional
%(e,e)ﬂxﬂ + % <6,0>vxv +y(0) - <G - AF,0 >vaxv,
and thus
(Ag) (V,WWHxH +<VV>vxv S <G - AF, v>yxv + y(0) - y(v).

Since Ae £(V,V), G - AF remains in a bounded set of V', and since y(v) is
bounded below by an affine function (or Y(0) - y(v) < 0 if 0 € dy(0)), we deduce from
(A4) that

v € bounded set of V, and hence also
u € bounded set of V (by (A2)).

But now, (A3) implies also that

G -v- Aue oy(v), and since A is coercive
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-u+ K’l (G-V) € K-l a\ll(V)s

that is, since G-ve H
-u+ A1 (G-v) e A-loy(v).

Assume now that dy : V — V' is compact, and that A-! is compact in H, or else, the
resolvent of A is compact in H (thus V < Hand D(A) < V compactly).

Then K'la\y(v) € compact set of V and A-! (G-v) € bounded set of D(A), hence
compactin V.

So u € compact set of V, v e compact set of H. We have proved thatif dy : V — V'is
compact, and (I + A)'1 € #(H) is compact, then (I + AB)-lis compact.
This is, in some sense, an extension of Theorem 2.3 in [LA]. Again, let us emphasize

that in specific applications, it could be as efficient to prove the compactness of the
resolvent of B directly.

Appendix 3

Proposition . With the notations of Section 2, assume that the resolvent of A is

compact. Let (wo, w1) € D(Bp), (w(t), w(t)) = SBO(1) (wo, wi), and let C € AV, U),
where U is a Hilbert space. Then the following two conditions are equivalent :

(i) Cwi=0a.e. t20 =w=0 (thus (wg, w1) = 0 : "uniqueness”)
(ii) rankCiri=pi=dimF;i=1,2, ..

Proof. We recall the expansion of w(t), given by (28) :

(A1) wi(t) = Z i [b! cos it - a ! sin wit] ¢,

i=l j=1

where the series converges in V, uniformly in t. Since C € £(V,U), we deduce from
(A1)

hod Di i
(A2) Cw[(t)=2[ Zb’i Co! [cos wit - ia’i Col |sin wjt]
i=1 | j=1 =1

or else
(A2) Cwi(t) = Z [b; cos wjt - aj sin wjt]
i=1

with a;,b; e U, and the series converges in U, uniformly with respect to t.
Now the proof is easy.

(i1) = (i). Assume Cwy(t) =0, a.e. t20.
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By a standard argument in the theory of almost periodic functions (as in Section 2, proof

%1;1 Theorem 4, but more directly), we deduce that aj =bj =0,i=1,2,... [LE-ZH].
us

Pi
(Az) 21: biCel =0
=
Pi ‘ ‘
(As) alCol =0
=

By the rank condition (ii), the vectors C(pr} are linearly independent in U, so that (A3) and
(Ag)implya =bl =0,V j=1,.,p;, Vi=1,2, .., and thus w(t) = wy(t) =0,V t 2 0.

(1) = (ii). Suppose (ii) is not true for some i.
We construct (wg, wi) # 0, (wg, wi) € D(B), such that Cw(t) =0 a.e. t 2 0, and hence
(i) is not true.

Assume rank Ci; < p;j. Then there exist ((Jz-ii Ji=1, ..p; ¥ 0 such that

pi i
D alcyl = Obutiaji(pii #0.
Fl =1
pi
Let wg = Zaji(p!, and w; =0.
j=1

Thena-' = o a b'.' 0, so that (w(t), w(t)) = SBO(t) (wg,w) satisfies

w(t)=ia3icoscoit (piias 0, but
=1

Cwi(t) = z oj a’l: sin wjt qu.f =0 -
=1

Appendix 4

Here we compute the subdifferential of y and prove the compactness of the resolvent of
B, for the example (55) of Section 3.4.

Computation of dy . Letp = M

rsa_—f if n 2 3, Vrif n =2 (and no condition if n = 1).

=22 and assume Ig&)I < A + B (&, with
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It is known that v e H!(Q) — vir e LX) is continuous. Since g : LYT) — LP(I) is

continuous and bounded as a Nemytskii operator, it follows that v e V — g(vp) is
continuous and bounded.

Thus, if v,h € V, g(virg) € LP(I'p), h e LY(To) and

1 j g(v(x)) h(x) do(x) < Ctlg(v)ILPrg) Ihly.
ro

Therefore for some 6 : I'gp — (0,1),

y(v+h) - y(v) = j a(x) {g(v+6h(x)) - g(v(x))] h(x) do(x) + Ia(X)g(V(X)) h(x)do(x),
Io I'o

with a first term which is bounded by Ct!lg(v + 6h) - g(v)ILP(rO) lhly , and, since

v — g(v) is continuous from V to LP([p), the first term is Ihly e(lhly). This proves that
with the growth condition, dy(v) = {f}, where

< fh >yxv =J a(x) g(v(x) h(x) do(x)).
0

Let us now prove the compactness of the resolvent of B. Suppose (I + B) (v,h) =
(F,G) € bounded setin V x H, i.e.

(A7) v-h=FboundedinV

(A2) h-Av=GboundedinH, (v,h)e VxV

av
A — + h)=0on Iy
(A3) N ag(h)=0o0nTYy

It is enough to prove that v € compact set in V, since then (Aj) = h is bounded in V,
hence compact in H.

We observe that (A1) + (A2) =-Av+v=F+G.
We multiply by v and integrate over Q (assuming Green's formula holds)

J v2 +J IVvI2 + Ja g(v-F) vdo =J F+GQ) v =
I'o

W, + r" a gv-F)(v-F) do =J (F+G)v +‘J a g(v-F) Fdo =
0 0

IvI2

v SIF+Gly lvly + Clig(v-B)ILP [FIL4

< Ctlvly + Ct+ Ct U lv - qu}/"
SClivly + Ct+ Ct |v-1~‘1f1

SCUI + Ivly + VI,

If we multiply now the equation by -Av, we get, in a similar way
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Ivig +1AVIZ < IF+Gly 1AV + CL [T+ T, 1.

From the two inequalities we obtain
2 2 -y
Iy +1Avl; < CY

at least if we choose r < 2. Whence the compactness (perhaps the last restriction on r is
unnecessary).

Possibly, compactness can be obtained by a more direct proof using H3/2
estimates for the solution v (see also Theorem 2 and Corollary 2 in [LA1]).
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