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Résumé

Nous décrivons un algorithme en temps pY(ao) pour déterminer 1'isomor-
phie de deux graphes de genre y @ a, sommets, ol py est un polyndme de
degré linéaire en y. La méthode repose sur : (1) un théoréme de rigidité
des graphes généralisant un théoréme de Whitney et (2) 1'algorithme de

Filotti et Miller pour plonger un graphe dans une surface compacte de genre Y.

Abstract
We describe an algorithm running in time py(ap) for determining the
isomorphism of two graphs of genus Yy on a, vertices, where Py is a polyno-
N mial of degree linear in y. The method is based on : (1) a rigidity theorem
for graphs generalizing a theorem of Whitney and (2) the algorithm of

“ Filotti and Miller for embedding a graph in a compact surface of genus y.
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.-1. Introduction

The isomorphism problem for graphs has been in
recent years the object of 2 much research (see

.e.g. [Col 78] or fRe-Cor 771). Its complexity is

still unknown. It is not known whether the problem
is NP-complete, although it is NP, of course.

It is not known whether there exists a polynomial-
time algorithm for it. Recently, Babai MBa 79] has
discussed probabilistic algorithms. For additional
information see also "Mi 77]. The problem has also
some practical applications. Of the known algori-
thms let us only quote the work of Weinberg We 66]
and of Hopcroft and Tarjan (Ho-Ta 72]. Weinberg's
algorithm rums in quadratic time (im ag, the number
of vertices of the graphs). Hopcroft and Tarjan's
runs in time O(ao log ap) and uses their. powerful
technique of depth-first search. Both these algori-
thms apply only to planar (Weinberg's ounly to
3-connected planar)- graphs. They rely on a well-
known rigidity theorem of Withney TWithney 321.

It was natural to try to extend these algorithms-

to classes of non-planar graphs. This was not
possible in the absence of better algorithms for
embedding graphs in surfaces. Previous work by
Filotti Fi 78] and Filotti and Miller TFi-Mi 79]
was a necessary stapping stone to this end. This
enabled us to give the algorithm we shall present
here for determining the isomorphism of graphs of

genus v. The algorithm runs in time O(u§Y+n) for
some positive comstants @ and n. This enlarges
considerably the class of graphs for which there
exists a polynomial algorithm.for isomorphism.

Weinberg's method relies on the fact that a
planar 3-connected graph has only one embedding in
the plane (actually two embeddings iI we count an
embedding and its mirror image as different). This
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theorem is due to Withney "Withney 32]. Weinberg
shows how to canmonically associate a code to a
planar embedding. From Withney's theorem it
follows that for plamar 3-commnected graphs the co~
de depends only on the graph. To etablish the iso-
morphism of planar j-connected graphs it suffices
to compare the corresponding codes. This algorithm
runs in time bounded by a quadratic polynomial in
do. Weinberg does not generalize bhis algoxithm to
arbitrary planar graphs. This is done by Hopcroft
and Tarjan fHo-Ta 721 who show how to construct a
code for a graph from the codes of its 2-connected
components and how to construct a code for a
2-connected graph from those associated to its
3~connected components. The latter depends on 2
decomposition due to Tutte "Tu 66]. This decompo-
sition, and hence this part of the algorithm of
Hopcroft and Tarjan, holds for arbitrary graphs.
Hopcroft and Tarjan show how this decomposition
can be achieved within time bounded by a polynomial
in ao (actually, within oo logug steps). We can
therefore confine ourselves to 3-connected graphs.

For 3-connected graphs of higher genus the imme-~
diate generalization of Withney's theorem is false.
Let Sy denote the compact surface of genus Y. A
graph with only one embedding (up to mirror image)
in S. will be called y-rigid. A graph G is called
rigid if it is y(G)-rigid, where v(G) is the genus
of G. Thus Withney's theorem asserts that planar
j-connected graphs are (o)-rigid. In coantrasc, it
is easy to construct for every y>o an infinity of
3j-connected graphs that are not y-rigid.

Qur algorithm relies on a generalization of
Withnmey's rigidity theorem. Let H be a subgraph of
G and let H2 be an embedding of H in Sy. The pair
(B2, G) will be called rigid if there is just one
(up to mirror image) embedding G2 of G in Sy that
extends H2. We shall also say that the extension
problem (2, G) is rigid. Theorem 7 below, a gene-
ralization of Withney's theorem, will yield an
important class of rigid extension problems. We
chen use techniques inspired from the embedding
algorithms of Filotti and Miiler ("Fi 783,

“Fi-Mi 79]) to comstruct oOur algorithm.




2. Notatiom, terminology and some basic results

Notation and terminology is more or less as in
Tutte "Tu 66] and White "White 73] with the
following additions. More details will be found in
“Fi-Mi 79].

Graphs (i.e. CW-complexes of dimension 1) are
written with superscript 1 (as in H!, Gl, etc),
embeddings (i.e. CW-complexes of dimension 2) are
written with superscript 2. The superscript will
be omitted when it is clear from the context. Gl
will in general denote the 1-skeleton of G2. V(G),
E(G) and F(G) denote respectively the set of ver-
tices, edges and faces of G. Their cardinalities
are respectively ao(G), @,(G) and a,(G). The Euler

characteristic of G! is x(G!) = ao(Gl) - al(Gl).
The Euler characteristic of G? is
x(G?) = ao(6?) - uI(GZ) + aZ(GZ). To any complex one

can associate homology groups Hi(GJ)
(i=0,l,...,j 3 j =1,2). These are free abglian
groups. The rank of H;(G})is denoted by 8;(GI).
By the "altermating sum theorem",

J i iy L3 i j .
150( 1) ui(G ) —igo(-!) Bi(G ). ?urther, it can be
shown that BO(GZ) = 8,(G?). SO(GJ) equals the number

of connected components of the underlying graph.
For a graph, Bl(Gl) equals its cyclomatic number,
i.e. the number of independent cycles. From the
alternating sum theorem, it follows that

Bl(G‘) = uI(Gl) - ag(G!) + Bo(G!). It can be shown
that x(G2) is always even so that
8,(G3) = 2v(G?) and x(G?) = 2(v(G?) - B,(G?))

(Euler-Poincaré formula). y(G2) is called the genus
of G2. One says that G2 is an embedding of Gl in sy,
the surface of genus y. For more details see e.g.
Fi-Mi 79] or standard textbooks on combinatorial
topology. The genus of a graph Gl is

Y(Gl) = min{y(G?)/6% = G'}.

An embedding G2 can be described by a method due
to, among others, Hefter and Edmonds (see e.g.
FWhite 731). Briefly, G2 can be completely descri-
bed by giving at each vertex of G! a cyclical
ordering of the edges incident to it. To every
embedding of G one can associate a graph Gx
(depending on the embedding) as follows : associate
a vertex to every face of the embedding and connect
two vertices of G, 1f the corresponding faces are
adjacent(i.e. share an edge). G« is called a (geo-
metric) dual of G. There is a natural bijection
between the edges of G and those of G.. Edmounds
(TEd 65]) has shown that an embedding is completely
described by a geometric dual. In general the dual
is not unique. This notion of dual must not be
confused with that of algebraic dual introduced
by Withney, although the two are intimately comnec-
ted. Further, the dual has a canonical embedding
G2 of the same genus as G2.

To a graph G! one associates a directed graph by
associating to every edge of G! two arcs with oppo-
site orientations. If the edge was e the two arcs
will be denoted arbitrarily by e and e”' and will be
called the sides of the edge. A face of G2 is a cir-
cuit in the digraph associated to Gl. If a face
never traverses an edge or a vertex more than once
it is called simply comnected. An embedding all of

whose faces are simply connected is called quasi-
planar or simplictal. The first term was used in
TFi 78] and TFi-Mi 791, but we prefer now the
second. An edge or a vertex that is traversed more
than once by the circuit associated to a face shall
be called internal or repeated.

All our notions are combinatorical, but it will
be quite often useful to use a geometrical language.
This is motivated by the fact that to every embed-
ding there is associated a topological space obtai-
ned as follows. To every face associate a copy of
the unit disk of the complex plane. Map the orien-
ted boundary of the disk onto the oriented circuit
corresponding to the face. When composed with the
morphism from the directed graph to the undirected
graph that identifies opposite sides of the same
edge and various copies of the same vertex, this
results in a disk with a certain number of idenmti-
fications on the boundary which we call the closed
faced. The open face is simply the open disk before
any identification. The closed faces are not
necessarily simply connected and this is the source
of many difficulties.

1f H! is a subgraph of K! we write H!cKl. X% is
an extension of HZ2 if (a) H!ek! and (b) the cyclical
orientation at a vertex of H! is the restriction of
the cyclical orientation in K2, An extension
K25H2 {s comservative if y(K2) = y(H?).

Other notations are as follows :

.Iy(G) denotes the class of embeddings of genus Yy

of G.

16) = U v, 1@ = [Iv@ ], @ = 1]
Y20

Ky(G) denotes the class of all embeddings of sub-

graphs of G.

K@) = | kv(6), vy (@) = [Kv(®) ], (&) = [K(®)].
¥20

Fy(G) denotes the class of all embeddings of G that

are frames (see section 3).

Fo) = [ Fr(@), s, (6 = {Fv(a)], »(©) = [F(@].
20

3. The Rigidity Theorem

Let G% be an embedding. A set of faces is said to
contain a simplex if that simplex is contained in
some subdivision of the faces. A non-contractible
cycle on a surface is also called essential. A
braceiet is a pair (fy, f3) of simply connected
faces whose union contains an 2ssential cycle. It
is easy to see (using Jordan's theorem) that a bra-
celet must contain a pair {s;, sp) of disjoint sim-
nlexes such that the cycle ¢ consisting of two
chains c; and ¢; joining sy to sz in I; and fp is
essential. Such a pair is called a 3trap ot the bra-
celet. A bracelet may have more than one strap. A
Fframe is a bracelet-free quasi-planar embedding.

Our goal in this secticn is to prove the Rigidity
Theorem, Theorem 7 below.

The details of this proof will appear elsawhere
TFi-May 80]. We shall only give a series of lemmas
from which our theorem will follow.

Tutte in fTutte 66,p.112] has introduced an ope-
ration which we shall call the ezpansion of a
vertex. It consists of replacing a vertex v of a



graph by two vertices v{ and V2 connected by an
edge. The edges incident to Vv will be partitioned
into two sets incident to vy and Vo respectively.
The remaining vertices and edges will stay unchan-
ged. The expansion of a vertex will be called
proper if each member of the partiticn contains at
least two members. A graph k! is called an
expanston of ul if it is obtained by a sequence of
expansions of vertices (notation : H <kly. The
expansion is proper if each new vertex has valen-
ce = 3. An embedding K2 of K! induces a canomical
embedding H2 of H!. Finally, HB2<k? if and only if
Kl is an expansion of HL.

LEMMA 1. If F2 is a frame and F2cG2 then G2 is
a frame.

LEMMA 2. Let G2cH? be such that #2 is a proper
expansion of GE.

(a) 1f G} is  3-comnected then so is HZ.

(b) if G! is simplicial (i.e. without loops orT

multiple edges) then so is H'.

LEMMA 3. Let G2 be a frame of a 3-comnectad
simplicial graph G!. Then Gl is simplicial and
J-connected.

For any graph G we denote by C(G) the matroid of
its cycles.
LEMMA 4 (Withney). Let G% and Gi be two planar

embeddings of the same graph G. Then the natural
edge bijection between Gi* and G;* induces an iso-=

H 1 1
morphism of C<G1*) and C(Gz*)'
The following lemma is our generalization of the
previous one.
LEMMA 5. Let F2 be a frame and let FleGl. Let
G% and Gg be two embeddings of G! that are comnser-

vative extensions of v2, Then the natural bijection
between the edges of G%* and of G;* induces an

. . s 1 1
isomorphism of C(Gt*) and C(GZ*).

LEMMA 6 (Withney). Let G and H be 3-connected
graphs. Let £ be 2 bijection between the edges of G

and thosea of H that induces an isomorphism of C(G)
and C(H). Then £ induces an {somorphism of G and H.

This leads us ta'the following important theorem.
THEOREM 7 (The Rigidity Theorem). Let Gl be a

3-connected simglicial graph. Let F? be a frame
and let y = v(F%). Let GE and G; be two comservati-

ve extensions of F2 yith G!' as t-skeleton. Let G%*
and G%* be the corresponding duals. Then the cano=
nical bijection between the adges of Gi* and Gé*
induces an isomorphism of G%* and G;*. Hence G%
and G% are identical. In particular, the extension
(72, G!) is rigid.

Proof. G{* and Gé* are proper expansioms of Fi.
By Lemma |, G} and Gg are frames. By Lemma 3, G}*
and Gé* are simplicial and 3-connected. By lLemma 5,

C(G{*) = C(G;*) under the natural bijection. Final-

1y, G}* = G;* under the natural bijection. Hence

the two embeddings are the same by Edmond's charac=
terization.

Remark. There is an easy algorithm that will
construct the unique extension of F2 to G!. Namely,
select a chain of G!-F! that rests on Fi. We are
sure by the Theorem that this .chain can be embedded

in a single way. Let G% be the resulting embedding.
Proceed in the same manner with Z. In this way

a sequence of embeddings is obtained terminating
with G2. This algorithm clearly rums in time

bounded by a polyncmial in ao(Gl). A closer analy-
sis would result in a linear polynomial.

4. Separacion

4.1. The proof of the Main Theotem in the
following section depends on the notion of
separation or removal.

Let H2cG2 be a comservative extemsion and let e
be a chain internal to a face £ of 42, If no adge
of e is internal in G2 we shall say that the inter-
aal chain e has been removed or has been separated
in G2. Similary, if v is an incernal vertex of w2
that is no longer internal in G% we shall say that
the intermal vertex Vv has been pemoved. Finally,
if (sy, sp) is a strap in B2 but is no longer one
in Gz. we shall say that it has been removed ot
separated.

LEMMA 8. Let H2cG? be a comservative extension.

(a) If a chain e of G2 is intermal, then it is
also internal in HZ.

(b) If a vertex v of G2 is internal, then it is
also internmal in H-.

(¢) If (s, sp) is a strap in G2 it is also ome
s 1, S2
in H®.

Proof. lmmediate.
Thus an internal vertex that has been removed in
some extensions cannot become internal in some
further extensiom. Similar remarks hold for
internal edges and straps.

4.2. The following version of Menger's theorem
will be very useful. Let and T be two disjoints
subsets of V(G!). A set eV (Gl) is said to
separate S and T if after its deletion no compo-
anent contains both a vertex of § and one of T
(cf. e.g. "Bo-Mu 75)). In particular, if S is a
singleton, removal of the vertex trivially separa-
tes S from T.

LEMMA 9 (Menger). Let S and T be two disjoint
sets of at least k+l vertices. Let €1,C2,.+:,Cy
(kz1) be vertex-disjoint chains connecting S to T.
Then S and T are connected by k+! vertex-disjoint
chains if and only if no k-tuple (vy,v2,...,v, ) of
vertices of C1,C25«++»Cy respectively separates S
from T.

4.3 Let H2<G? be a conservative extension. We
shall associate to the extension a planar embedding



Cme

called its plamar representation, P(H2,G6%). To eve-
ry face feF(H2) associate an undirected cycle in
the plane, different faces receiving disjoint
disks. The pieces of Gl-H! can then be embedded in

these disks in exactly the same manner as in G2.
Figure | shows an example of such a representation.

#2 is in solid limes 2 A2
G2-42 is in dotted lines B(H%,6%)

Figure 1

By an abuse of language we denote the cycle that
corresponds to £ in P(H2,62) by the same letter and
the component correspouding to face £ by £(G2). To
every internal edge of H2 there will correspond two
edges in £(G2) called its sides. To every internal
vertex of #2 there will correspond a number of ver-
tices on £(G2) called its cormers. We call

P(H2,H2) the planar representation of H2, 1f H?

is quasi-planar, it consists simply of disjoint
disks in the plane. Each edge of the boundary of
such a disk corresponds to an edge of H? and the
two sides of an edge always occur in different
disks.

4.4, Let again H2cG2 be a conmservative exten—
sion, and let feF(H2) have an internal edge e.
£ is then of the form cae~lb for some directed
chains a and b of the directed graph associated to
H!. We shall call a and b the components of the
rim of f.

LEMMA 10. (a) e is no longer internal in G2
if and onlv if £(G?) has no articulation points in
che interior of e.

(b) if G2 is quasi-planar,then £(G2) has no
articulation points on e.

(¢) if e is no longer internal in G2, then £(G?)
contains two independant chains connecting the
opposite sides of the rim.

(d) if G2 is quasi-planar, then £(G2) contains
two vertex-disjoint chains connecting the rims.

Proof. (a) and (b) follow from the fact that a
planar embedding has an internal vertex if and
only if the vertex is an articulation point.

(¢) and (d) follow from Lemma 9.

A pair of chains as in (e) or (d) is said to
separate the chain e in f.

We now turn to internal vertices.

LEMMA 11. Let feF (HY) and v' and v'' be two
corners of the same vertex V. 1f G2 has no regea-
ted vertices then there exists a chain in £(G%)
that separates v' and v'.

4+5 Extending slightly a notiom of Tutte
[Tu 661, let us call a pair (s1,89) of non-adjacent
simplexes of H! a hinge if its removal disconnects
the graph. It can be shown that in a planar graph
a pair of simplexes is a hinge if and only if ic
is common to two faces of any embedding of the
graph.

We now modify slightly the notion of strap.
First, we shall allow the si's to be chains of
edges, s; and s being non-adjacent. Further, we
shall insists that a strap be maximal, i.e. chat
no pair of non-adjacent chains (si,s;) be a strap
if slos,.

i1

Consider now an extension H2cG? with #? quasi-
planar. Let (£1,£;) be a bracelec of H2. In P(H2), -
the embedding induced on a bracelet is, after iden-
tifying the common chains, of one of the following
three types (Figure 2)

(<)

Figure 2

Define the rim of (£,,f;) with respect to the
strap as comsisting of the vertices of (the boun-
dary) £, and f; that are not interior to 3; or to
s, (a vertex being considered interior to itself).
In cases (a) and (b) the rim has two components.
It has four in case (c).

We shall say that the strap (sy,sz) has been
premoved from (£y,f£7) if G2 has no pair (s{,s}) of
non-ad jacent chains and no pair (£{,f3) of faces



such that (s{,s})c(s;,s2), (£],£4)<(fy,f3) and that
(s{,s}) is a strap of (£{,£3).

A chain of G2-H2? all of whose edges are embedded
in £, or £, will be said to be embedded in f1Uf;.

LEMMA 12. Let H2 be quasi-planar and let H2<G?
be a conservative extension. Assume that H? posses-
ses a bracelet (fy,f;) with strap (s;,sp) that has
been removed from (£f;,f3)in G2. Then

(a) if both s; and g, are chains of at least one
edge, then G2 possesses three vertex—disjoint
chains connecting the two components of the rim
and embedded in fyuf;.

(b) if one only of the two components of (sy,s3)
is a chain of at least one edge, then G2 possesses
two vertex—-disjoint chains connecting the two com-
ponents of the rim and embedded im fyuf,.

(c) if s; and s, are both vertices, then they
are separated by a chain embedded in either f; or
fz.

Proof. The proof follows from Lemma 9 and the
remark concerning the hinges of planar graphs.

.

4.6. The set K(G!) of embeddings of subgraphs of
G is partially ordered by <. This induces a partial
ordering on any subset of K(Gl). An antichain is a
set of mutually incomparable embeddings under this
ordering. It is maximal if no superset is an anti-
chain.

Let X, Y<K(G). We shall say that Y dominates X
(notation : X<Y) if every embedding of Y extends
some embedding of X. A base for X is an antichain
dominated by X.

5. The Main Theorem

5.1 The Main Theorem that we shall prove in
this section shows that a 3-comnected graph cannot
have too many frames of genus Y. Moreover, they
can be listed in polynomial time.

Recall that $y(G) denotes the number of embed-
dings of G of genus v and that IY(G) denotes the
total mumber of embeddings of G of genus vy .

THEOREM 13 (Main Theorem). For every genus Y20
there exist polynomial p, and g, such that for
4 Y
any 3-connected graph G :

(a) $1(6)spy (26(6)) -

(b) the frames of G of genus y can be effective-
ly listed in. time bounded by qY(ao(G)).

Let us call a class of graphs v-semi-rigid if
there exists a polynomial Py such that
1Y(G)5pY(qo(G)) for all graphs G of the class. It
follows from the Main Theorem that the class of
graphs admitting only frames as embeddings im Sy
is y-semi-rigid.

To prove the Main Theorew, we shall comstruct a
base D(G) for F(G). The procedure will be efficient
i.e. will run in time bounded by a polynomial in
a5(G). Consequently \U(G)I is bounded by such a
polynomial. By the Rigidity Theorem, it now follows
that G! has no more than D(G)l frames of genus Y.
Further, by the remark following the Rigidity Theo-
rem, an extension of F2 to G' can be constructed

very efficiently. Thus, we have reduced the problem
to that of the construction of D(G).

To construct D(G) we shall proceed aloung iines
similar to those used in "Fi 78] and FFi-Mi 791.
Essentially, the method consists of starting with
an embedding that is non-quasi-planar and to study
the ways in which a quasi-plamar embedding can
extend it. We then proceed to remove the straps of
the bracelets. More precisely, we shall construct
a sequence of antichains of embeddings
A(G)<B(G)sC(G)sD(G)sF(G), each member in the se=
quence being a base for the following one. The
embeddings in A(G) have only one face and are
non-quasi-planar. The embeddings in B(G) have no
internal edges. B(GC) is obtained from A(G) by remo=
ving the internal edges. C(G) is obtained by remo-
ving the internal vertices of the embeddings of
B(G). Consequently, the embeddings of C(G) are all
quasi-planar. Finally, the straps are removed from
the embeddings in C(G) resulting in a base D(G)
of frames.

In what follows v20 is fixed, G is a fixed
3-connected graph and T is a fixed .spanning tree
of G.

5.2. Comnstruction of A(G)

For any set S of edges of G-T, we let T(S) be
the subgraph constituted of S together with all
the paths of T conmecting two vertices u and v
that are extremities of edges in S. v(v) denotes
the valence of vertex V.

LEMMA 14 (fFi-Mi 791). For any graph G :

(a) Zv(v) = 2ay(G), where the sum extends over
all veV(G).

“(b) T(u(v) = 2) = 2(81(G) - Bo(G)), where the
sum extends aver all veV(G).

(¢) G has no more than 2(81(G) - 8,(G)) vertices
of valence 2 3. )

(d) the total number of embeddings of G does
not exceed (28)(G) =~ 2Bg(G) + I)!

(e) the total number of embeddings of G does
not exceed the number of embeddings of a bouquet
of 81(G) circles.

Proof. (a) The sum on the left~hand side counts
every edge twice.
(b) £(v(v) = 2) = Iv(v) = 204(G) =
= 203 (G) - 200(6) = 2(81(G) = Bo(G)).

(c) follows»from (b) immediately.

(d) G has A(w(v) - 1)!. The product contains
I(v(v) - 1) factors of wich only T(w(v) = 2) are
greater than 1. The product cannot therefore exceed

(S(ulv) = 2) + 1) = (281(6) = 28,(6) + )t

(e) A bouquet of 3;(G) circles has (261(G) - I)!
embeddings. Since 3,(G)z] the results follows. A
direct geometric proof is also possible.

LEMMA 15 ((Fi-Mi 7931). Let G2 be an embedding of
G with y(G2) = y. There exists a set ScE(G~-T) of
size 2y such that

(a) G induces on H = T(S) an embedding H2
with v(H2) = v.
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G

(b) H is minimal with property (a).

(c) ap(H2) = Bo(H?).

We let A(G) = {HZ | H! = T(S),S<E(G-T),y(H?) = v}
By Lemma 15, A(G) is a base for I, (G). Clearly,

1 (G) 2y (G)
"a(G) | =< L(2(2y=8o(H))+1) IS [ay+0) 1] .
2y 2y
/ 2(v)

muiuml=o@Jm

For any graph its reduction is obtained by sup-
pressing all vertices of valence 2 and replacing
the two incident edges by a single one attached to
their non-common extremity. Any embedding gives
rise to exactly one of the reduction. The reductions
of graphs in A(G) have relatively few edges, as is
seen in

LEMMA 16 (CFi=Mi 79]). Let H = T(S)€A(G) and let
K be its reduction. Then

(a) g (K)S2(B1(K) - 35(K))<2(2y - .

() a3 (K)S3(B(K?) - 8,(KH)3(2y = 1).

(¢) H has at most [2(2y - 1) + l]! embeddings.

Proof. 81(K) = By(H) = 2y since the cyclomatic
number equals the number of edges in the comple-—
ment of a maximal tree. Bo(K) = Bo(H)gi. By
Lemma 14 (c), 2o(K)S2(B1(K) = 35(K)) = 2(2y - 35(K))

<€2(2y - 1). To obtain a bound on ai (K)
use Euler's formula and the fact that
ap(K2) = ap(H2) = Bo(HZ) = Bo(K?) (by Lemma 15 (c)).
This yields a1 (K?) = o (K2) - B,(K?) + By (K?)s

$3(8; (K?) - B,(k2))s3(2y - 1). Finally, (c) follows
from Lemma 14 (d). -

We shall now estimate the time required for the
construction of A(G). First the construction of T
can be done in O(a, loga,) steps (because, by
Euler's formula, a; is a linear function of ag),
using for example Kruskal's greedy algorithm

(FKr 561). There are O(aozy) choices for the set S.

4
Each graph H = T(S) admits at most O(Ay‘y)embeddings.
Thus the construction of A(G) requires no more than

O(aOZY) steps (for v2!, which is anyway the only case
of real incerest).

5.3. Coustruction of B(G)

We shall comstruct a chain
A(G) = Bo(G) < 8y(6) s...s Be(G) = B(G). Assume
H2¢B1{(G) has been coastructed. We shall construct
from H? a set of extensions that will belong to
Bi+1(G). If HZ has no internal edges then we let
H% be a member of Bj,,(G).

Assume that H2 has an internal chain e belonging
to a Face f. Using the notations of section 4.2, let
a and b be the rims of £. Let L! be the subgraph of
G! induced by the edges in (G!-H!)u{e}. By Lemma 10,
any frame extending H2 will contain two vertex-dis=
joint chains connecting ‘the rims and embedded in f.
We would like to place in Bj41(G) all possible
extensions obtained by augmenting #2 by two such
chains. Unfortunately, this number is much too high.
Observe however that if a chain c has been embedded

in £ then any other chain of Gl-#! that touches ¢
at an interior vertex will be also embedded in £.
Therefore it suffices to specify the edges chat
begin and end the separating chains and then verify
that such chains exist. To summarize, H2 will gene-
rate a family of embeddings as follows : pick in
all possible ways two edges e and ep in L! that
have exactly one extremityona and two edges e] and
e} in L! that have exactly one extremity on b.
Using a standard max-flow-min-cut algorithm
construct two disjoint chains ¢ and ¢ in cl-u!
connecting (ey,ep} to {ej,ej}. If no such chains
exist take the next choice. Let k2 be the embedding
obtained by embedding ¢; and cp in £ and removing
e. Bj+1(G) will consist of all such embeddings.

Clearly, the chain (B;(G));», beconmes statio-

nary for i greater than the number of internal
edges of H2. We let B(G) equal its limiting value.

The size of B(G) is bounded by the number of

’ N
choices for {ey,es,el,e3} which is 0(an(G)*). An
upper bound on the running cime of the max-flow-min-
cut algorithm is 20(G)2. It is nmow easy to see that

l(Y))

this algorithm runs in time O(ao(G) where 1 is

a linear function.

For a graph H let Hpaq be its reduction. We
shall now estimate ao(Kéed) and al(Kéed) for an
embedding K2eB(G). Let H2¢A(G) be such that H2cKk2,
By Lemma ‘ﬁydo(ﬁied)SZU and al(H;ed)s3u where we
put u = 2y - 1. Every internal edge of H%ed gives
rise in K%ed to at most two additional edges.
Therefore al(K%ed)séu. Every time a chain is remo-
ved at most two new vertices are being created.
Hence aqo(Kleq)s2u + 2.3u = Bu.

The number of internal vertices of K%oq does not
exceed 8u and the multiplicity of an internal ver-
tex does not exceed 6u.

5.4. Constructionof C(G)

Let K2eB(G). By Lemma-il, if G? is a frame of
G, then any two co-facial corners of the same ver-
tex of K2 will be separated by a chain in G2, By
Lemma 8, it suffices to remove all the existing
internal vertices and no new omes will be created
in the process. Suppose that a face of K2 has r
repeated vertices, each with ay,n2,...,0r corners
respectively. In G° any two consecutive cornmers of
the same vertex must be separated by a chain.
Therefore there can be at most Inj separating
chains and at most 2In{ differenct extremities.

Each embedding X2¢B(G) will gererate embeddings
L2 in C(G) as follows.

(a) For each face feF(K?) containing internal
vertices and for each pair (u',u'") of comsecutive
corners of the same vertex on £, choose a pair
(v',v'") of corners of £ skew to (u',uM . (v',v"
will be candidate extremities of a chain separaring
u' and u" and embedded in f.

(b) Find all assignments of components of cl-g!
to each pair (v',v") of separating corners satis=~
fying the following condition : if C(vi,vy) and



C(v),vy) are the components assigned to (v{,vf) and
(v5,v5) respectively and if (v],v{) and (vy,v}y) are
mutually skew then C(v{,vf) = C(vé,v; .

(¢) For each assignment in (b) comstruct in
"

each component C(v',v") a chain connecting v' to v\

(d) Embed the chains constructed at (c¢) in the
corresponding faces.

(e) For each chain embedded in (d) retainm only
the portion between f and the intersection point
with another separating chain that is closest to
the boundary of f.

Lieg 18 obtained from K by adjoining at most

red
I v(v) separating chains. By Lemma i4 (b) we have
vek! .

Ev(v) = 2u + 204(K!)s2u + 2.8u = 18u, where as in

5.4 , u = 2y - 1. The separating chains add at most
2.18u = 36u vertices to those already in K,.4 by
perhaps subdivising an edge of Kypq and at most an

additional 182p2 = 324u2 possible intersection
points between the separating chains. However,
since at (e) we retain on each chain only at most
two edges and two vertices in addition to those on
f, it follows that the separating chains add at
most 72u vertices. Hence ao(L§ed)S72u + 8y = 80u.

By a similar argument, it follows that

a1 (Lleq)€96u. From Euler's formula we get
0p(Lied)s2 = 2y + ay(Ligg)sl + u + 96u =
= 97y + 1<98y.

To evaluate the number of straps and bracelets,
notice that every strap of L%ed must involve

either an internal edge of H2 or an internal ver-—
tex of K2, Thus there cannot be more than 80u
straps.

The running time of this procedure is dominated
by step (a) . Step (a) requires the choice of no

more than 36y vertices, hence O(uo(c)3éu) choices.
Steps (b), (c), (d) and (e) require no more than

ao(G)3 steps.

5.4 Comstruction of D(G)

This construction is based on Lemmas 8 and 12.
By Lemma 8 once all straps have been removed no new
ones have been created. By Lemma 12 the simplexes
of a chain can be separated by one, two or three
chains,depending on the nature of the strap. The
number of straps of an embedding L2¢C(6) does not
exceed 80u (U = 2y - 1). To remove all straps no
more than 240u separating chains are needed. The
construction is very similar to that of B(G). We
shall omit the details.

This completely concludes the proof. We have
actually shown that the degree of the polynomial Py
and qy is linear in y as was stated in the Intro-~
duction (unfortunately this statement was omitted
from the statement of Theorem 13). We have the
following important

COROLLARY 17. There exists an algorichm that

runs in time O(ao(G)l(Y))for determining the iso-

morphism of 3-connected graphs of genus y that
admit only frames of genus v, where 1 is a linear
function.

Proof. List of all frames of genus y of both
graphs. Use then any standard labeling procedure
(e.g. Weinberg's) to generate codes for the embed -
dings and then compare the codes.

6. The isomorphism of 3-connected gragphs

Let veV(Gl). G\v will denote the graph obtained
by replacing v by v(v) copies and making each ad-
jacent to one of the v(v) edges incident to v in
G!. We say then that v has been expioded. For
X<V (G!) define G\X inductively on X bY
G\ (Xuf{x})=(G\X)\x. An embedding G® of G' induces
an embedding G2\v on G¢l\v restricting the cyclical
orientations. For XcE(G!) we denote by G!\X the
subgraph induced by E(c!)-X. For 2cE(Gl) we write
Gl\e instead of G!\{e}. G? induces an embedding
G2\X on G!\X by restricting the rotations.

LEMMA 18 Let G2 be an embedding of Gl.

(a) Assume G! is 2-connected. Then v is an in-
ternal vertex of G2 if and omly if y(Gz\v)<Y(G2).

(b) Assume G! is 3-connected. Then (s,t) is a
strap of G2 if and only if

(i) y(G2\s)- = v(G?) = v(G*\t),
(ii) v(63\(s,t))<y(G?).

(c) Let G! be 2-connected. If v is an intermal
vertex of some embedding of genus v(Gl), then
y(GIAv)<v(Gl).

(d) Let G! be 3-connected and let (s,t) be a
strap of an embedding of genus v(Gt) of C'. Then

(i) y(Gh\s) = v = y(GI\p).
(i1) v\ (s,))<v(GH).

The algorithm for deciding the isomorphism of
two 3-connected graphs G, and G proceeds by boot-
strapping. We assume an algorithm for genus =i
and lower. An algorithm for the case y = 0 is well
known (Ho-Ta 72]. For simplicity, we may assume
that the graphs are not non-isemorphic in “obvious®
ways (e.g. they don't have the same degree sequen-
ce). The algorithm is then the following.

(1) Check wether v(Gy) = v = ¥(Gp). This can be

done in time O(ao(Gi)L(Y)) steps, where L is linear
(TFi-Mi 791). If not the graphs are not isomorphic.

(2) Select all possible pairs v;¢V(G1) and
v2eV(Gy) such that v(Gy\vy)<v(Gy) 2and
¥(Ga\v2)<Y(Gz) (i.e. such that vi is an intermal
vertex in some embedding of Gi). For each such
pair execute step 3. When step 3 has been executed
for all pairs go to step 4.

(3) Check wether Gi\vi~Gp%vy using the isomor-
phism algorithm for genus y-i. It can be shown
that if GI\V!"‘Gz\VZ then GINGZ; 1f G}_‘\Vl"'cz\Vz
stop. Else raturn to step (2).

(4) Select in all possible ways two pairs
(s1,t1) and (sz,tz) to play the role of straps in
G, and G, respectively. For each couple, check we-
ther (G{\(s1,t}))<v(G) and ¥(Ga\(s2,£2))<¥(Gsz).
If this is so attach distinguishing tags to the
vertices replacing si and i (i = !,2). Let G{ and




and G5 be the resulting graphs. For each pair
(G},G}) execute step (5). If all such pairs have

been explored, go to step (6).

(5) Check, using the algorithm for genus y=1,
wether G|~G;. It can be shown that if G{~Gé then
G1~Gy.

(6) At this stage, Gy and G admit only frames
as embeddings of genus v, hence G; and G can be
tested for isomorphism by the algorithm of Corol-
lary 17.

This algorithm runs in time Py(“o(ci)) for so-
me polynomial Py of degree linear in v.

7. The general case

The general case proceeds as in [Ho-Ta 72], as
indicated in the Introduction.
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