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ON THE STRONG MAXIMUM PRINCIPLE FOR SOME PIECEWISE

LINEAR FINITE ELEMENT APPROXIMATE PROBLEMS OF NON-POSITIVE TYPE

by

Vitoriano RUAS

RESUME

On considére d'abord 1'approximation par &léments finis linéaires par
morceaux du probléme modéle -Au = f dans un domaine bi-dimensionnel avec
des conditions aux limites non-homogénes. _

On sait que si la somme de deux angles opposés a tout c8té de la tri-
angulation utilisée ne dépasse pas T, alors le probléme approché satisfait
a un prihcipe du maximum fort. Dans ce travail on démontre la validité
d'un tel résultat pour une classe plus générale de triangulations présen-
tant de telles paires d'angles obtus.

La technique utilisée est ensuite appliquée 3 d'autres problémes associés

de type non-positif.

SUMMARY

We first consider the piecewise linear finite element approximation of
the model problem =-Au = f in a two-dimensional domain, with non-homogeneous
boundary conditions. It is well known that, if no pair of angles opposite to
a given edge of the triangulation add to more than W, then the corresponding
discrete problem satisfies a maximum principle. In this paper we prove the
validity of such a result for a wider class of triangulations where such
pairs of obtuse angles are admissible.

The results are extended to other related problems.



1. INTRODUCTION.

The strong maximum principle has proven to be a powerful tool in deriving
pointwise convergent results for approximate solutions of partial differen-
tial equations. Furthermore, for physical reasons a discrete problem is

often required to satisfy such a principle, whenever the continuous problem

s g,
does. :

3

As far as the‘finiﬁévelgment methodmzé concerned, it appears that the
results available in this connection provide less than it is actually to be
expected from corresponding approximate problems. In this paper we intend
to illustrate this fact by giving conditions for the strong maximum princi-
ple to hold, for piecewise linear finite element approximations of a wide
class of problems, that are more general than those commonly admitted so far.

Let us first state the strong maximum principle we are to consider for
the continuous problem, as given in [6].

A linear second order partial differential operator L defined on a space
of suitably smooth functions, which are in turn defined on a bounded and
connected open set § of'.R2 GRN) with boundary 3, is said to satisfy the

maximum principle (in its strong form) if
Lu(x)20 ¥xef and u(x) 20 ¥xe 3N

imply that
_u(x})ZO ¥xefl .

In par;igidia’ﬁ’ if function u is prescribed on the boundary of Q, say,

u=g on dfl, then whenever Lu(x)< 0 ¥xel we have :

ay max u(x) < max {0, max g8(x)} .
xe§) e x€ 9 T
If additionally L satisfies the condition : Lw = O whenever w is a cotstant

valued function, then we can say that if Lu(x) <0 ¥xe Q, the following

maximum principle holds

(2) max u(x) smax g(x) .
xefd . x€ 9§)



As an important particular case, we have that of the operator al-A ,
where A is the Laplacian, I is the identity operator and a is an essentially
bounded real non-negative valued function. We may say that the following pro-—

blem (or its solution u)

[ au-Au = f in @ with a # O

®)
u=g on 0
and problem
“-Bu = £ in @
®)
u=g on oS

satisfy respectively the maximum principles (1) and (2), provided that £
is a non-posiéive given function.

Now, in the case of piecewise linear finite element approximations of
problems Gpafféhd (Po), it was proved by Ciarlet & Raviart [3) that anaiogous
strong maximum principles will hold, provided that the triangulation of 9 is
of acute type for the latter, and of strictly acute type together with some
suitable boundedness assumptions on the mesh size for the former. Here the
expression "triangulation of acute type" means that the maximal angle of all
the triangles is less than or equal to T/2, and less than T/2 in the strict
case.

As remarked in [ 7, page 78], such conditions can be weakened to the
following one(s) :

For-every pair (al,az) of angles opposite to a common edge of a given pair
of adjacent triangles of the partition (ref. Figure 1), we have :

(30) G+, ST (resp. (3)) @+, <m)

1 2
>

s/

N

2

Figure 1
A typical case where (35) is fulfilled.



Remark : Whenever the edge under consideration lies on the boundary of

the domain, the associated coefficient is zero, irrespective of the opposite

angle.

In both cases the argument is the same : the so-generated discrete problem
is of non-negative type [3]. This means that the finite element approximate
problem leads to the solution of an nxn system of linear equations of the

form :

(4) Au = b

where matrix A, besides being non singular, satisfies :

a) aii> 0 i=1,2,...,n
E -
(5) b) } a..20 i=1,2,...,n
j=t M
c) a;; <0 for i#] 1€is<n , 1sj<n.

(*)

Indeed, a regular matrix that satisfies (5) is known to have a positive
inverse, which is a crucial fact in the assertion of the maximum principle [2].
Now, to be more specific, we will give in detail the structure that we are
considering for system (4).

Let {¢i}?=l be the set of basis functions of the n-dimensional finite
element subspace, for the chosen triangulation of §, associated to the set
of n degrees of freedom, that is to say, the vector u = (u],uz,...,un) of
unknown values of the solution at the inner nodal points. Similarly we denote
by {¢?} » 1 =1i,..., m, the boundary basis functions, i.e. those associated
with the m nodes lying on 9§, at which the values of u are prescribed to be

respectively g],gz,...,gm. We set n = n+m and we define :

u = u u ces U e oo U™
(l’ 29 ’n’un+1’ ,n)

where u P ¥ i=1,2,...,m.

(*) The meaning of the positiveness being that every element of the matrix
is non-negative. A regular matrix whose inverse is positive is commonly
called a2 monotone matrix.




Now, letting a(*,*) be the bilinear form associated with the problem under
consideration, we define the basic finite element matrix A to be the nxn

matrix whose entries are :

= Qa <1.1%
a; s (¢i’¢j) 1<i,j<n

d 3
and an nxm boundary matrix A = {aij} such that :
a5 =a®i&ﬂ l<i<n , 1<j<m.
We also set b, = J £¢. , i=1,2,...,n .
1 Q 1
We actually have to solve an nxn system of equations of the form
3
Au = b-A g where g = (g],gz,...,gm) .
However it will be convenient to . consider an extended form of this system,

namely, the nxn linear system of equations (4), where b = (b],bz,...,bn,gl,...,gm)

and A is the nxn finite element matrix whose structure is given below :

n i m
a A A° n
(6) (i) = 1
(I I m

Note that both A and A will satisfy (5a) and (5b) for the problems that
we are to consider, in particular, problems 0’3) and (PO).

Now, even when the finite element matrix A does not have all the properties
(5), it's inverse can still be positive (as it often appears to be the case
of discrete problems for which direct computations are performed). As a matter
of fact, if a matrix associated with a finite element discrete problem of
non-positive type can be viewed as a certain perturbation of another matrix
that does satisfy (5), we can prove that its inverse is positive and, as a
consequence, the validity of the strong maximum principle.

The basic tools for achieving this are, a matrix decomposition theorem
by Bramble & Hubbard [ 1] that they used for deriving similar results for
non positive finite difference schemes, together with suitable assumptions
on the structure of the finite element mesh, which, as one will see, are far

from restrictive.



An outline of the paper is as follows

In Section 2 we give some theoretical preliminaries that are going to
be used in the subsequent sections, including the above mentioned theorem,
and a general result due to Ciarlet [ 2] that was previously used in [3]
for their own proofs.

In Section 3 we give our conditions for a matrix associated with piecewise
linear finite element discretization to fulfill, so that its inverse exists
and is positive, and we apply the results to problem (P;).

As a conclusion, in Section 4 the application of the above analysis to
(Pa), to other elliptic problems and to the heat equation is briefly dis-

cussed.

2. PRELIMINARIES.

Let us first give Bramble & Hubbard's decomposition theorem. Assume

that an nxn matrix A satisfies (5a) and (5b). We also assume that there
exists a non-empty set J(A) of rows of A, such that for every k ¢ J(A) we
have :

n
>
L %

Now for i¢ J(A), we define a connection in A from i to J(A) to be a
finite sequence of non-zero elemgnts of the form aij] ajljz... ajsk s
where ke J(4).

We finally assume that tbg;ehggists at least one such a connection in A,
for every id J(A). Note thathwhenever A is a finite element matrix for
problems such as those we are to consider, this assumption is trivially
fulfilled.

Now let us denote by Ay the diagonal matrix whose diagonal coincides
with that of A.

We refer to [1, page 352 ] for the proof of the following :

Theorem | (Bramble & Hubbard) : Let B have unit diagonal, satisfy (5b)

and have non-empty J(B). If we can write it as
B = I-C~D

where



a) Cd =0

b) I-C satisfies (5b) and (5¢)
(7

c) (I—C)_]D is positive

d) for each i ¢J(B) there exists a connection in C from i to J(B).
then B is monotone (i.e. B-] exists and is positive). ®

As a matter of fact, the matrix B that we are going to deal with, is

the normalized finite element matrix given by :

We clearly see that the first two assumptions on B of Theorem | are
fulfilled. On the other hand, the simple fact that A is a finite element
matrix is enough to guarantee a non-empty J(B) (actually, for problem
G’a), for instance, we will have J(B) = {1,2,...,n} ).

As far as the conditions (7) on the splitting of B are concerned, as
one will see, only (7¢) will be difficult to verify. However, as remarked
in [1], for a matrix C that satisfies (7b) we can say that the Neumann
expansion :

(1-¢) ! = 1ececis. ..

converges. Now if we define respectively the positive and negative parts of

D to be :

+ + - -
D = {dij} and D = {dij}

. . _ ]
where for any real number ¢, ¢ and ¢ are given by :

+ -
¢ =max (0,c) and ¢ = min (0,c),

. . - + P A .
it suffices to prove that D + CD is a positive matrix in order to verify (7¢).



+ .. . + -
Indeed, since C and D are positive matrices and D =D + D , we have :

(1-c)"'p = D+cD + €%D + €7D + ... which gives

(8)

(I-C)"D

p* 4@ + c*) + cd” +cd*) + c2c” + o)+ ...

Let us now turn our attention to the particular aspect of Ciarlet's
treatment of the discrete maximum principle which we are interested in.
The proof of the following theorem can be found in [2, p. 342]. Here we

give it in a somewhat simplified form :

Theorem 2 (Ciarlet) : Assume that for problems GPO) and (Pa) the finite
element matrix of system (4) is monotone and that condition (5b) holds.

Then whenever f =<0 the following strong discrete maximum principles apply :

(9a) max u, <max {0, max u.} for problem ()
1$isn * n+1<i<h 4
(9, max u,< max u, for problem (F;). .

lsisn ' n+i<isn
As a summary of this section we would say that, if one can find a suitable
splitting of K;]X satisfying (7), then with the help of Theorems ! and 2 ome

can conclude the validity of the discrete maximum principles (9a) and (90).

3. THE CASE OF A MODEL DIRICHLET PROBLEM.

We begin by introducing the structure of the triangulation that will be
assumed henceforth. |

As a model we consider problem (Po) and in this case we recall that a
strictly positive off-diagonal coefficient will occur whenever condition
(30) doesnot hold. Obviously this will be the case where both angles o,
and a2 are obtuse, and it is precisely this less favorable case that we
are going to consider. For simplicity we denote by P] and P2 the nodes
of the edge opposite to such angles al and GZ where at least one of them,
say P;, does not lie on o2. In other words, we have a12> 0 and whenever -

Pzdaﬂ we have a,, >0 as well.



Let us denote by P3 and P4 the vertices opposite to segment P]P2 in
each neighboring triangle, that are in turn denoted by T1 and TZ' Let us

now refer to Figure 2 and make the following fundamental assumption.

(i) Every (existing) angle opposite to one of the four edges of the quadri-

lateral T](JTZ and lying outside the latter, is bounded above by T/2.

Remark : One or more of such angles may not exist if P4 or both P3 and P4

lie on 9%.

According to assumption (i), one can easily see that the coefficients aij

(or aji) for i=1,2 and j=3,4 are all strictly negative.

6, = —*"4(7 0<6.<m/2 for i=1,...,J with

2 U

[
l
/ J=4 if P2¢ 1)

J=3 if P348$2 and Pz,PaeBQ

J=2 if P P4€ of.

2°¥3

1 Figure 2
Local structure of the triangulation around a pair of non
acute angles.

Let us also assume for the moment that

(10) a /2 for i,j=1,2, i#j and k=3,4.

.. < .
1] Ialkl

As one will see, the above assumption will be trivially satisfied, since
we will consider not very big non-acute angles.

I

Now we represent the part of matrix B = AT'A concerning nodes P

4 1 and P2,
in a graph structure, as it is easy to visualize it in this way, instead of
the associated rows and columns.

In Figure 3 below we indicate the coefficients of the i-th row and j~th
column of B, i,j=1,2, that are possibly non-zero. The dotted lines mean
non-zero coefficients relating Pi to other neighboring nodes, whose values we

do not specify. As a matter of fact, they will be irrelevant to our proof,



- 10 -

since there is no node related to both nodes Pl and P2 through a non-zero

coefficient other than P3 and Pa.

21273 . '
a../a N | ad
137911 alh/all o ! L7
1 N
P \~~\
7N S / 25,7259
- \\ 8237822
S Y)
Rows i=] 1=2
o /a 231729, ,’ »
s
317933 341/344 o ; P
\\\ 1
'd -~
RETRRN /
s =~ a a
o ‘ : ~» a32/a33 42744
Y 2,/
Columns j=1 j=2

Figure 3

Patterns showing non-zero elements.of rows and
columns of B.

Now we introduce a splitting of B of the form considered in Theorem 1.
In Figure 4 we give the graph structure of relevant two rows and two columns
of both C and D which, we conjecture, will be sufficient to illustrate the

splitting



-a, . /2a 0 _ ' -a . ,/a
13 11 314/2a11 a13/2all 12°°11
Row | -a,,/2a)
,/’.O\\\ g ;(\)\\\
(, : o (/ : Se
é b
! !
*« |+ .7 - b
\\ ’0 // \\\\ ’0”
Column 2 S
—a,./2a 2,,/23,,
—a. /2a 42 44 -a32/2a33
32/%%33 0 -ajp/aj)
! !
N ! ' I
\\\\ 0: ,/‘. \\\ | ,’/’.
Row 2 “d-7 N Pig
a,.,/2a /2
23 22 a a
J a23/2a22 S 24 “%22
0 4217822
| _ _ -a.,./a .
a3]/233 0 a4]/2a44 a31/2a33 21722 e 1o
\ 2417844
Column 1 > ~
~
//, 10 S~ /,0: >~
- } ) 7~ i S
r'd 1 « ]
é é
Figure 4

Patterns showing the splitting of B for rows and columms
where positive off-diagonal entries appear.

Now, for the sake of simplicity, we will consider at first, the case where

none of the nodes P., i=1,2,3,4, lies on afl.

Let us then check that, for the above splitting, all the assumptions (7)

are satisfied

we have :

: this is clearly the case of (7a). As for (7b) we first note

that (5¢) holds since the a14's and al3's are negative. On the other hand
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n - - +
a.. a.. a.. a..
Y A0 N ¥ KU R & VD N & D N 5
J=1 J 2a.. . a.. 2a.. a..
WA T 3 ii 3 ii 3o
J j#i j#i j#i
- +
a. . a..
> Tl . z 1l
L 2a.. > a..
] ii 3 ii
j#i j#i

Now according to assumption (i) and to (10), Zazj will be smaller than
-Za;j/z (the sums being taken over all the columns of A but the i-th, for

every row i, i=1,2,...,n). Thus we have

that is to say, (5b) holds as well.

Now we note that C can be viewed as a matrix having non-zero off-diagonal
elements at the same entries as those of a finite element matrix associated
to a triangulation constructed in such a way that its graph structure is the
same as the one under consideration but with all the angles opposite to edges

(*)

of type f?ﬁé being right angles . This allows us to conclude that (74) is
also satisfied.

Now all that is left to do is proving that (7c¢) holds. But taking (8)
into account, it suffices to prove that the negative terms of D are overcome
by the corresponding (positive) terms of co’.

If we examine the negative term d]2, for example, we easily see that (CD+)12
is given by the sum of products of terms of ordered pairs of C and D, belonging
to columns and rows associated to neighbors of both P] and P2, i.e., P3 and
P4 only.

More precisely, for d]2 we must verify that :

13,7332 Th14 T4 % .

(1) - +
2a), 2a35 22y, 23, a

0

whereas entirely analogous inequalities should hold for d21 or any other term

alike.

(*) This means that we are eventually considering a different domain. However
only the relative position of the nodes matters for the conclusion that

follows.
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Now we recall Figure 3 and note that a, is formed by two positive contri-

butions, namely, those from triangles Tl and T2, whose values are respectively

~(cotg a])/Z and -(cotg az)/Z.
On the other hand, according to the assumption (i) we have :

1
-a,, %7 cotg B,
—a,. 2+ cotg B
4272 2

Therefore (11) will hold provided that the terms associated to each triangle
T] and T2 are positive, that is to say :

cotg Y_ cotg Br cotg a_

+ 2a

1
— 20 r=1,2
16 a2 ) re2 11

Setting o = m/2 + €., we actually want to prove that

cotg Y, cotg Br
8a

- tg erzo r=1,2
r+2,r+2

For si icity we drop the indi = i
mplicity op e indices r and we set ay ar+2,r+2 (ad carries

the meaning of any diagonal term of A). Now ndting that
m
Bty =5 - €

it suffices to have :

cotg € min cotg xcotg y 2 8ad
X+y= 7 -€

Since the minimum above is attained for x=y=m/4 - ¢/2, this means that

we want € to satisfy :

3
(1+tg €/2)
(12) tg £/2(1-tg €/2) 2 1934
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Now we draw the first general conclusion making the following assumption :

(ii) The triangulation't% under consideration belongs to a regular family of
triangulations, in the sense that there exists an angle 6 such that,

denoting by Bf the angles of triangle T we have :
852650 i=1,2,3 VT e
i &y .

Here the parameter h represents the mesh size as usual. In the case of

regular family of partitions it can be defined to be

h = max h?
T‘eCh
ie{1,2,3}

where hE denotes the height of triangle T associated with angle GE.

Indeed we have :

1
ag =3 (cotg Bs+cotg Ys)

n e~

s=1

where the (Ss,Ys)'s are pairs of angles belonging to a triangle of the set
of U triangles having Pr+2 as a vertex, but whose own vertices are nodes

other than Pr+2’ r=1,2. This gives :

<
ay M cotg 6
where M is the maximal number of triangles around a vertex of GL.

It is therefore obvious that, if € is chosen to be sufficiently small,
inequality (12) will hold together with assumption (10), namely if € is
such that :

3
(1+tg €/2) (%)
(13) tg €/2(1-tg €/2) 2 1§ M cotg 6.

What remains to be done is to consider the case where at least one of the
vertices P,,P; and P, lies on 3{l. Here we should distinguish the following

situations :

* Strictly speaking, we checked that (13) implies (10).



Ist case : P2 €93, P3 £93R and P4 £ .
P, 0
17

This case can be treated as before. Indeed we only
need to satisfy an inequality of type (11) for a,
P4 (and not for a21) which does not involve any term

of the form a2j’ j # 2, that now vanish.

P
S5a

2nd case : P, ¢ 30 but P, € 3Q
P 30 In this case the condition of positiveness of B—]
will be more stringent. Indeed, in inequality (11) we
can only count on positive contributions from the
P3 P4 first term, since now a4j =0 ¥ 3j# 4. This means
that we should overcome contributions to a;, (or a2])
P] from both T1 and T2 using only terms computed over T .

Therefore this is a kind of situation to be avoided

5b in practice.
3rd case : P2€3§2 and PAGSQ but P3 ¢ 90

ofd The same difficulties of the previous case will arise

here. However, no additional restrictions on the maximal

2 value of € will be introduced if the function g is coms-
tant. Indeed, in this case the positive off-diagonal
P3 term a,, belonging to Aa is ficticious for it can be
N =
T2 P4 replaced by 2, 0, because

- \J ]
2148 T 21,8 = 2,8 + 2.8

with a;4 = al4+a]25 0, if ¢ is small enough to satisfy
(10). (As we noted before if € satisfies (13), € satisfies

3¢ (10) as well).



_]6..

4th case : P

9s P3, P4€ an

This case should be obviously excluded for there is
no way to overcome a,, in (11), because now a32=azz=0.
However if g is constant the same remark of the previous

case applies, provided € is small enough to satisfy (10).

Indeed in this case we can replace ay by a;k = alk+alz/2
> = v =
2 0, k=3,4 and a, by aj, 0.

Figure 5

Boundary nodes

As it should be pointed out, the bounds for the non-acute angles obtained
with the use of (13) are rather severe with respect to what is to be expected
in practice. Actually, in particular cases these can be significantly refined.

Let us give a concrete example : take 6 = 35° and M=6 ; using (13) we get
a maximal angular increment € of about 1° ! Now we consider the particular
case where the domain is a diamond of unit edge whose non acute angles mea-
sure Tm/2+€. If we triangulate the domain as indicated in Figure 6, i.e.
‘taking a uniform mesh consisting of equal isosceles triangles, we will have

a triangulation that fulfills assumption (i). Now if we assume homogeneous

N = number of subdivisions of each edge. h = cos €/N

1

Frd ™

A triangulation of non-acute type for a unit diamond.

Figure 6

boundary conditions for instance, we can disregard boundary phenomena and

determine € so as to satisfy (11) where



.-]7-

83 % 81, T 853 = 3, = - cotg(m/4 - €/2)
aj)] = 839 = a,, = 4 cotg (T/b=-€/2)- 2tg €
3jp = tg ¢

Computations lead to the bound = 8°. Notice that here also we have M=6

EMax
and that this maximal value corresponds to © = 41°, i.e. a value just a little
bit greater than the one we considered in the more general example.
Now it would be interesting to check how good the bounds for the increment
€ derived in this work actually are, compared to maximal values obtained by
direct computation of the inverse matrix. We do this for the same model pro-
blem on a diamond considered above that is partitionned like in Figure 6.
Taking homogeneous boundary conditions again, we obtained for N=10 positive
inverses up to € = 45°, Those computations due to E. Fernandez Cara [4] confirm
that there is indeed a limit for the non-acute angles beyond which the inverse
matrix is no longer positive. Notice however that for this test-problem, the

bounds that we obtained by our method are still far from optimal.

4. GENERALIZATIONS TO OTHER RELATED PROBLEMS.

Let us now briefly discuss how the technique developped in the previous

section applies to other related problems whose discretization leads to
problems of non-positive type.
Let us first consider problem (Fa). It will be convenient to introduce

the following notation :
m = Jga¢i¢j

555 = J o ti";

so that a.. = m..+s...
1] 1] 1]

For simplicity we assume that the triangulation is so that o to, ST for

every pair of angles oy and o, located as in Figure.l.
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In this case non-negative off-diagonal terms may arise when

cotg 0 + cotg a, all,

- 5 + 75 area (T]U TZ)Z 0

denotes the Lw(Q)-norm.

d
(>~

More specifically we take the least favorable case where o, ta, = T

where l

in which we will have a positive off-~diagonal coefficient of the form

llall,
(14) aj, =m, = J a¢l¢2 < -—TE—-[area(T1)+area(T2)]
T, uT
1772
Without specifying proper bounds at the moment, we assume that the
measure of the elements are small enough, so that the coefficients of form
as, (or aki) are negative for i=1,2 and k=3,4. We also maintain assumption
(i). Note that, whereas the measure of the elements are irrelevant for the
magnitude of le, m,. is directly depending on it (e.g. see (14) above).

ij >
Let us now apply Theorem 1 for a splitting of B = AEIA of the form

B = I-C-D

constructed in such a way that all the coefficients of the form :.-112/aii
(resp. a21/aii) , 1=1,2, a, being given by (14), are assigned to D.

As for any negative off-diagonal element bij of B, as before we
assign bij/2 to each matrix C and D.

Let us now check the conditions under which the assumptions of Theorem |
are fulfilled.

That E b1 >0 for i=l,n is obviously the case of problem (P ), which
means thgt there is no row of B that does not belong to J(B), as pointed
out before.

According to our assumptions, ]sijl >|m I whenever s, J<:0, so that we
have cij 20, and hence 5c) is satisfied by C

On the other hand we have for i=1,2,...,n :

=]

o (s;.+m. )" s. .
c =]+Z_J—_J__21+2__J___

v
! 130

j=1 ij j=1 2(s11 11) j=1 2(s +m )
j#i J#i
Sii
—— il s
' "= 0

11 11
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and

n
1- Z c.. =1>0 for i=n+l,...,n, so that C satisfies 5b).

7d) is satisfied for the same reason as in the case of problem (PO).
Again, all that is left to do is proving that 7c) holds, for which it
suffices to prove that D+ cD’ 20.
Using the notation of the previous analysis and assuming that none of

the Pi's i=1,2,3,4 lie on 90, for d12<0 (resp.d2] < 0) we must verify that :

S13*™3 , ®32™2 o Sie™™is | Sa2™a2 | T2
2(s 4wy ) 2(sgy¥myy) - 20s)p¥my ) 20s,,%m) 84wy,

The contribution to m,, from triangle T is bounded above by ||a“°° area

(T,)/12. Therefore it suffices to have :

B_ cotg Y lall, s llall,s
(15) cotg by r _ © _ o
TG 24 (cotg Br + cotg Yr) 12 ar+2’r+2 20
where
(16) S = max area (T)
T et{_l

Denoting by s, and m, generic terms of form s:y and m, ., respectively,

d
we have :

stM cotg ©

mdSMS/6

Taking into account the most unfavorable cases where dr = 6 for the first
term and Br=Yr=6 for the second term in inequality (15), we can say that, for
homogeneous boundary conditions, the discrete maximum principle will hold in

the case under study if :

allall, |
3 %6

Qan S< tg © where ¢ = Max { }

(#+1)c (tg” 6 + cotg? 8)
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Remark : Actually (17) also implies that ]sij|>'mij whenever sij< 0.

As a concrete example we take g= 0 for a problem with a=1 defined on a
unit square triangulated like in Figure 6 (¢=0). We have 8 = 45°, M=6 and thus
from (17) we conclude that the maximum principle already holds for meshes
as coarse as the one obtained with h=f/3, i.e., with N=3!

It is interesting to note that the bound given by (i17) for the mesh size
applies in particular to triangulations of acute type.

Now with suitable modifications for the case where Pze 9§l, analogous to
the case of (Po), (17) can be simply stated as follows :

If the mesh size h is sufficiently small the strong discrete maximum
Principle will hold for problem GPa) provided the triangulationfC;, besides
belonging to a regular family of partitioms, satisfies assumption (i) for all
angles o, and a, of Figure 1, such that al+azsn in connection with every posi-
tive off-diagonal coefficient aj,-
Of course with suitable modifications we could as well include the case

where Q,+0, < 2¢ for a sufficiently small €, as we did for problem (Po).

With similar arguments one could draw the same conclusion for the case
where positive off-diagonal contributions to the discretization matrix of a
second order problem depends on a positive power of the mesh size h, provided
that the triangulation is of the type considered for problem G°a) (i.e. with
O, +0, <T together with assumption (i)).

A typical case would be the following problem :

2 Bui o
-Au + 'Z b, 3=+ au = f in @ a,b;,bye L ()
i=] 1
u=g0naQ

We would like to conclude with a remark on the strong discrete maximum

principle for approximations of the heat equation below :
2 _ pu=f in 9x10,I0
ot i

u=u on Ox{0}

u=g on INx]0,T[ .



Fujii [5] proved the validity of a maximum principle for a space discre-
tization with piecewise linear finite elements constructed upon a triangulation
of strictly acute type and time discretization with standard finite difference
schemes.

Although for the sake of conciseness we preferred not to derive here proper
bounds for this problem, we can say that without much difficulty one can prove
the validity of Fujii's results under the weaker assumptions on the triangula-
tion made here, together with similar boundedness assumptions on the ratios

At/(h?)z, where At is the time-mesh size and the hz's represent the heights

of a triangle T, i=1,2,3.
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