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ABSTRACT A zero-one matrix is called perfect if the polytope of the asso-

RESUME

ciated set packing problem has integral vertices only. By this de-
finition, all totally unimodular zero-one matrices are perfect. In
this paper we give a characterization of perfect zero-one matrices
in terms of forbidden submatrices. The notion of a perfect zero-one
matrix is closely related to that one of a perfect graph as well as
that one of a "balanced" matrix as introduced by BERGE. Furthermore,
the results obtained here bear on an unsolved problem in graph theo-

ry, the strong perfect graph conjecture due to C. BERGE.

Nous disons que la matrice A aux &léments z8ro-un est parfaite si le
polytope {x ¢ R" | Ax < e, x 2 0} n'a que des sommets entiers, od le
vecteur e a toutes ses composantes €gales 3 1. Toutes les matrices
totalement unimodulaires sont donc parfaites. Dans cet article nous
donnons une caractérisation des matrices parfaites en termes de sous-
matrices interdites. Le concept de matrice parfaite est relié au con-
cept de graphe parfait et aussi & celui de BERGE d'une matrice &quili-
brée. En effet, les matrices parfaites sont fournies par les matrices

d'incidence d'un hypergraphe normal. Les résultats obtenus ici sont

reliés & la conjecture forte de BERGE concernant les graphes parfaits.



T. INTRODUCTION

In this paper, we consider the polytope defined by the constraints of the
following set packing problem :
max ¢ x
(P) Ax<e
X5 = Oorl ¥ jeN={l, ..., n}

where A is a mxn matric of zeroes and ones having no zero columns,eT = (1, ..., 1)
is the vector having all m components equal to one, and c is an arbiratry vector
of reals. This problem has recently obtained much attention, see e.g. [1], [2],
(61, [14]1, [18]. By (LP) we denote the linear programming problem obtained from

(P) by dropping the integrality requirement on X.

If the matrix A involved in problem (P) is totally unimodular [107, then
all basic feasible solutions to (LP) are integral, i.e. for any vector c the in-
teger programming problem (P) can be solved as an ordinary linear programming pro-
blem. Generally, the matrix A encountered in (P) is not totally unimodular. Ne-
vertheless, for certain matrices A the property that all basic feasible solutions
to (LP) are integral, remains true (see Section 2 for relevant examples , also
[5]). We call such matrices perfect zero-one matrices. Using some results from
graph theory, we give a complete characterization of perfect matrices A in terms

of forbidden submatrices. We give examples that show that -like in the case of

balanced matrices, see [5]- it is not possible to characterize perfect zero-one
matrices by means of forbidden determinantal values (as is the case for totally
unimodular matrices). Indeed, given any natural number k, there exists a perfect

zero-one matrix A such that has a minor with determinant k.

This paper in an abbreviated version of the original paper [15] ; see also
[16] where the main result of this paper is derived using a different proof tech-

niques.
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2. PERFECT ZERO-ONE MATRICES

Let A be any mxn matrix of zeroes and ones having no zero column, and de-

fine the polytopes P and PI as follows :

(2.1) P={x€Rn|AxSe,xj20,j=l,...,n}
P, = conv {x e R" | Ax < e, xs = Oorl, j=1, ..., n}
where eT = (1, ..., 1) has m components all equal to one. The matrix A is called

perfect if P = P, i.e. if the polytope P defined in (2.1) has only integral ver-
tices. Note that dim P = dim PI = n holds. Denote G the (intersection) graph as-
sociated with the matrix A, i.e. the nodes of G correspond to the columns of A
and two nodes of G are linked by an edge if the associated columns ai and aj of
A have at least one + | entry in common, se e.g. [14]. A clique in G is a maximal
complete subgraph of G. Let C denote the node set of any clique in G. Then by
Theorem 2.1. of [14], the inequality
n 1 if jecC
(2.2) £ oalx, <1, a;=
=1 3] J 0 if not

yields a facet of Py i.e. a face of dimension n-1 of P_. Clearly, every facet of

I’
. Hence it is a necessary condition for

the polytope P_ is essential in defining P

I I
A to be perfect that A contain the incidence (row-) vectors of all cliques of the

associated graph G. In order to characterize perfect matrices we can thus restrict

ourselves to considering "clique''-matrices, i.e. matrices A which contain the in-

cidence vectors of all cliques of the associated graph G.

Let A be any clique-matric of size mxn and let G be the associated graph.
Let G denote the complement of G and denote B a clique matrix of G. Similarly to
(2.1) define the polytopes Q and QI’ respectively as follows :

(2.3) Q={xer" | Bx < &, x. = 0, j=1, ..., n}

Q; = conv {xe R" ] Bx < &, xj =0orl, j=1, ..., n}



{r

where éT = (1, ..., 1) has all components equal to one and is dimensioned compa-
tibly with B. Note that B has no zero column and that dim Q = dim QI = n holds.
The vectices of QI correspond to complete subgraphs of G and vice versa. Fur-
thermore, every maximal independent node set in G defines a clique of G (and vi-
ce versa). Consequently, there exists a (incomplete) "duality'" relation between
the vertices of PI and the facets of Q@ (and hence, between the vertices of QI
and the facets of P), see e.g. [11]. In the terminology of Fulkerson [71, Q(P,

resp.) is the anti-blocker of PI(QI’ resp.).

Let A be any clique-matrix of size mxn. By Theorem 1 of [6], A is perfect
if and only if the associated graph G is perfect. Consequently, A is imperfect
if and only if the graph G contains an induced subgraph of G' which is almost
perfect, i.e. G' is imperfect, but every proper induced subgraph of G' is per-
fect, see [13], [15], [17]. Since induced subgraphs of G having k nodes corres-
pond uniquely to mxk submatrices of A (and vice versa) we can make, without loss
of generality, the assumption that G is an almost perfect graph. Denote 0(G) the
maximum cardinality of a stable (independent) node set in G and define a(G) like-

wise for G.

Lemma 1 : Let Avb% a clique-matrix of an almost perfect graph G,o = a(G) and

@ = a(G). Then z Xj <a provides a facet of QI and x = (1/3)e is a fractional
j=l
vertex of P.

J

Proof : Denote by e~ the row vector with n—1 components equal to +] and having a

zero in the j-th component. Since G is almost perfect it follows Theorem 1 of [131

that :
max e’x = o for j=1, ..., n.
xeP
Define Hj to be the halfspace given by

Hj = {x g R" | edx <a) for j =1, ..., n.

Consequently P E;Hj for j =1, ..., n or equivalently,



By definition of eJ, j=1, ..., n, His a pointed polyhedral convex cone

with its apex at X = H%T e. By Theorem ! of [13], we have that a(G) a(G) = n - 1

holds, since G is almost perfect. Hence it follows that

el
Q

AX <

i

|
[}
|
(0]

. ) ) ) - o 1 .
Consequently, since H is pointed, x = —= e = = e is a vertex of P, sa-
o

n-1 n
tisfying 0 < X < e. Consequently, the inequality I xj < o provides a facet of
o
Q- Q.E.D. J
Remark 1 : By Theorem | of [12] it follows that G is almost perfect if and only

s = . = 1 .
1f G 1s almost perfect. gonsequently, we have that X = 5 € 1s an frac-

tional vertex of Q and I xj < o provides a facet for PI.
i=1

. -1 .
Remark 2 : Since x = = e 1s a vertex of P, we can reorder the rows of the matrix

A as follows :

A

o>

where the row sums of 51 all ecual O and the row sums of 52 are all

(strictly) less than a. Furthermore, Al is of size fixn withm >fi > n
and Kl contains a (at least one) nonsingular submatrix of size nxn. By
Remark 1, we have a similar partitioning of B into EI and EZ’ wiere
El has m rows, m > n, having row sums equal to o and ﬁl contains a

nxn nonsingular submatrix.

Remark 3 : In graphical notation, Remark 2 implies that every almost perfect graph

G contains at least |G| maximum cliques of the cardinality @ = a(G).

This has been observed earlier by Sachs and can be found, though without

proof, in [17].
For j =1, ..., ndefine :

(2.4) Pj =P {x eR" xj = 0}



and let Qj be defined analogously with P replaced by Q. Intersecting P with
xj = 0 corresponds to the operation of deleting from the graph G node j and

all edges incident to it. Hence we have

Remark 4 : If A is a clique-matrix of an almost perfect graph G, then Pj g.PI

«% - QI’ resp.) holds for j =1, ..., n.

Lemma 2 : Let A be a mxn clique-matrix of an almost perfect graph G, then A

contains a nxn nonsingular submatrix A whose column and row sums are all equal

to 0 = a(G). Furthermore, any row of A which is not in A is either component-

wise identical to some row of Al’ or has a row sum strictly less that Q.

]

Proof : By Remark 1, the point X = (1/a)e is a fractional vertex of Q. The point
x) = (l/OL)eJ satisfies xJ « Qj for j =1, ..., n where e~ is the vector defined
in the proof of Lemma 1. Since ngz QI holds for j =1, ..., n it follows by con-

vexity that X € Q; where

(2.5) %= (/) T x = (3/n)e

j=1

n
Since I k. = o holds it follows from Carathéodory's theorem [11] that

there exists a ;%n nonsingular submatrix Al of the matrix Al defined in Remark 2

such that :

T T : a
(2.6) X =y Al’ Y; 2 Ofori=1, ..., nand I Yy = 1

holds. Let B1
2. Then we obtain from (2.6)

be any nxn nonsingular submatrix of the matrix ﬁl defined in Remark

v aBT =3T3

171 €

=—e

n

3R]

T BT n- T

. T . . .
Define D AlBl' Then D 1s a nxn nonsingular matrix of zeroes and ones since

the columns of B, are (a subset of) wertices of P_ (satisfying eTx <o with equa-

1 I
lity). Furthermore, D cannot contain a row consisting of +l entries only.For,
if there were such a row, then necessarily Bl would have to be singular. since the

row sums of Bl all equal a. Then we have that



2. = —
(2.7) YyD=-—ce
n
where Yy 2 O fori=1, ..., nand I Y; = 1. From (2.7) we obtain :
i=1
yTDe =n - 1

ansequently, Y; > 0 implies that the row sum of row i of D equals n-1,

since I Y; < 1. Suppose now that Yp S eee S with k < n satisfies Y2 0,
Vel = %T! v, = 0. Since D is nonsingular we can rearrange the rows and columns
of D such that D has the form
D D
D = 1 2
D3 D4
with
01 . 1 1 . 1
. . .
D, = . N D, = . .

_
_

O
—

.

.

_

where D, is of size kxk and has zeroes only in the main diagonal, D, is of size

(n-k) x (n-k) and consists entirely of oges. If k < n, obviously, (2.7)ncannot

have a solution satisfying Yy 2 0 and I Y, = 1. On the other hand I Y, = 1
i=1 i=1
implies k > 1. Consequently, k = n and D has the general form E - R, where E is

the nxn matrix consisting entirely of ones and R is a nxn permutation matrix. Con-

sequently, from (2.7) we have that

1 T
== e .
n n
To complete the proof of Lemma 2, we note that the relation A] T. E -R

1
implies that :

_ o T,T
A1 = E BIR .
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Suppose now that the matrix A contains a row a satisfying a e = O which

is not contained in the submatrix Al. Then we have :

T =1 T
(2.8) 0<a A1.=eT-aTBfR =z <el,

From Z e = 1 and the integrality of Z it follows that such row aT is

componentwise identical to some row in A, and thus Lemma 2 follows. Q.E.D.

Remark 5 : In graphical notation, Lemma 2 implies that every almost perfect
graph G has exactly ]Gl maximum cliques of the cardinality a = a(E)
and |G| maximal independent node sets of the cardinality a = a(G).

Lemma 2 suggests the following definition :

Definition : Let A be a zero-one matrix of size mxn, m > n. A is said to have pro-

perty m if the following conditions are met

B,n
(1) A contains a nxn nonsingular submatrix A1 whose row and column sums

are all equal to B.

(ii) Each row of A which is not a row of A either is componentwise equal
. to some row of Al or has a row sum strictly less than B.
Remark 6 : Let A be a mxn matrix of zeroes and ones and G its associated intersec-
* tion graph. A is a clique-matrix, i.e. A contains as rows vectors the
incidence vectors of all cliques in G, if and only if A does not con-

tain any mxk submatrix A' having the property nB K with B = k-1 and
»
B=z2.

We will sketch the proof of Remark 6 only, since the assertion of Remark 6
is probably a known result. The necessity of the condition is obvious. To prove
sufficiency, let C be the node set of a clique in G such that the aséociated in-
cidence vector aT with a, = 1 if j € C, aj = 0 otherwise, is not contained in A.

- Define P' = P n {x ¢ R | xg = 0, ¥ j e N~-C} and Pé = P' n {xe:Rn|xj = 0} for



all j € C. Obviously, P' must have at least one fractional vertex. We now dis-
tinguish two cases : (i) Pj has integral vertices only for all j € C or (ii)

there exists a j € C such that Pj has a fractional vertex. In case (i), we can
show by an argument completely analogous to the one used in the proof of Lemma !
that A contains a mxk submatrix A' having property o,k with B =k -1, B22
and k = |C|. In case (ii), we can restrict attention to any P3 having a fraction-
nal vertex for jeC. Abusing slightly the notation, we redefine C to be c-{j}, re-
define the polytopes P', Pé with respect to the new set C and find again the two
cases mentioned above. (Note that the new set C defines a complete subgraph in G,
which is no longer a clique in G. This, Tiowever, does not affect the argument).
Clearly, case (ii) can happen only finitely many times and finally, we obtain a set

C having at least three elements and which is such that case (i) prevails. This com-

pletes the out-line of the nroof of Remark 6.
The following theorem states a necessary and sufficient condition for an

arbitrary zero-one matrix to be perfect

Theorem 1 : Let A be any zero-one matrix of size mxn. The following two condi-

tions are equivalent :

(i) A is perfect.
(ii) For B 2 2 and 3 < k< n, A does not contain any mxk submatrix A'

having the property m, , .
B,k

Proof : Suppose that A is perfect and that (ii) is violated. Then there exists a

mxk submatrix A' of A having property 8 K for som B =2 2 and k > 3., Suppose the
columns of A have been ordered such that A' coincides with the k first columns.
Then X defined by §j = % for 3 =1, ..., k, ij =0 for j =k+l, ..., n, is a
fractional vertex of the polytope P defined in (2.1). Hence, by definition, A

cannot be perfect.

On the other hand, suppose that A is such that (ii) holds.  Then A must be
perfect. For if not, then by Remark 6 and Theorem | of [6] the intersection graph
G associated with A must be imperfect.. Consequently G contains an induced sub-
graph G' that is almost perfect. Again by Remark 6, the clique-matrix of G' is a
mxk submatrix A' of A where k = IG'I. Let A" denote the m'xk submatrix of A'

whose rows correspond to the cliques of G'. By Lemma 2, A" has the property



ﬂB K with B = a(E') 2 2. Since the m-m' truncated rows of A not contained in A"
b
are dominated by some row in A", the mxk submatrix A' of A must also have pro-
perty ﬂB K with B = a(a'). Thus (ii) cannot be satisfied by A. Q.E.D.

1

Corollary 1 : Let A be a zero-one matrix of size mxn. A is almost perfect, i.e.

A is the clique-matrix of an almost perfect graph G, if and only if the follo-

wing two conditions are met

(1) A has the property ﬂB K for some B satisfying 2 < B < [gﬂ and
, o

k = n.
(ii) A does not contain any mxk submatrix having property WB K for
Jk ——

B 22and 3 <k < n-1.

Remark 7. The strong perfect graph conjecture [2], [3], if true, now is reduced
to proving that the only zero-one matrix A of size mxn satisfying the
conditions (i) and (ii) of Corollary ] and 2 < B< [g] is the circu-
lant of odd size having exactly two positive entries in every row and
column, i.e. A is the clique-matrix of an odd cycle without chords. A
characterization of almost perfect matrices in graphical terms appears
advantageous if one wants to check the perfection of a zero-one matrix,
For, similarly to the criterion for the total unimodularity of a ma-
trix A, a direct check of the perfection of a zero-one matrix via the
necessary and sufficient criterion of Theorem 1 is -computationally-
an impossible task, whereas graphical criteria -at least in the con-
text of total unimodularity- are relatively easily verified or known
to be satisfied by the physical conditions of a problem under conside-

ration.

Example 1 : Since a zero-one matrix A is perfect if it is the clique-matrix of a
perfect graph (and vice versa), the clique-matrices of perfect graphs furnish
examples of zero-one matrices satisfying the condition (ii) of Theorem 1. Among
the graphs known to be perfect are the rigid circuit graphs [77 (or "triangula-
ted" graphs [2]), the comparability graphs and the "i-triangulated" graphs, see
e.g. [2]. The example of rigid circuit graphs provides examples of zero-one matri-

ces which are perfect, but not totally unimodular. (I am indebted to D.R. Fulkerson

for this example).



Example 2 : Consider the graph G of Figure 1 and its associated clique-matrix A
in Figure 2. The submatrix A' made up of columns 1, 2, 3 and 4 and rows 1, 6,

11 and 16 has a determinant of 3. Consequently, A is not totally unimodular. Due
to the simple structure of A, we find by inspection that A is perfect. (Checking
Condition (ii) of Theorem 1) amounts to proving that G does not contain an odd
cycle without chords). Furthermore, the matrix A provides us with an example
where AT, the transpose of a perfect matrix, is not perfect. This is remarkable
since it is different from total unimodularity. The above example can be gene-
ralized to prove that given any natural number k there exists a perfect matrix
A having a minor whose determinant in absolute values equals k. (Replace K4 by
Kk+l and the Gi’ i=1, ..., 4, by k+] copies of G,, say, each of which is con-
nected to Kk+1 in a similar fashion as done above). This indicates why a charac-

terization of perfect matrices in terms of forbidden matrices is appropriate ra-

ther than a characterization in terms of forbidden subdeterminants (which is not

possible here, but possible for totally unimodular matrices).
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