N
N

N

HAL

open science

Laboratoire d’informatique théorique et programmation
M. Nivat

» To cite this version:

M. Nivat. Laboratoire d’informatique théorique et programmation. RR-0054, INRIA. 1981. inria-

00076507

HAL Id: inria-00076507
https://inria.hal.science/inria-00076507
Submitted on 24 May 2006

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00076507
https://hal.archives-ouvertes.fr

i Y 25 T M) N AN SRR 1D S ¥

INFINITARY RELATIONS

R T
% >

o
G

,,
Y
2

A

Maurice NIVAT

AL

Février 1981

IR 7 (s
o




INFINITARY RELATIONS

Maurice NIVAT
Laboratoire d'Informatique Théorique et Programmation
I.N.R.I.A,.
Domaine de Voluceau
Rocquencourt
78150 LE CHESNAY
FRANCE

\
3



RESUME :

Relations infinitaires

o0
Notons A 1'ensemble des mots finis ou infinis sur un alphabet fini A, et

@™y

par définition une partie de (A?)

le produit cartésien de k copies de A". Une relation infinitaire est
(k). La motivation essentielle de cette é&tude
est que l'ensemble des comportements d'un systéme composé de k processus
réalisant des actions de A peut naturellement &tre défini comme une relation
infinitaire. Nous démontrons des résultats analogues i ceux qui valent dans

le cas des langages infinitaires (parties de A" ou relations de dimension

k = 1). La situation est cependant plus compliquée, ceci venant du fait

)(k)

. > © R P
qu'un multimot o de (A peut avoir des composantes finies et des composantes
infinies. Intuitivement c'est ainsi qu'on peut modéliser le comportement d'un
systéme dans lequel certains processus composants sont indéfiniment activés

alors que d'autres s'arrétent pour toujours.

Un prochain rapport traitera du cas important des relations infinitaires

rationnelles.

ABSTRACT :

If A~ denotes the set of all finite and infinite words on a finite alphabet
A, we call infinitary relation any subset of the cartesian product (Am)(k) of k
copies of A”. The set of possible behaviours of a system composed of k processes
whose alphabet of actions is contained in A can be viewed as such an infinitary
relation, and this is the main motivation to the present work. We extend results
obtained in the case of infinitary languages, i.e. subsets of A” or relations of
dimension k = 1. The main difficulty is that a multiword 3 in (Am)(k) may have
finite and infinite components, this corresponding intuitively to the fact that

in a system of processes some may be activated for ever when some other come

after a while to a complete stop.

A second report will soon follow devoted to infinitary rational relatioms.



I - INTRODUCTION

If one considers the set of finite behaviours of a process p as a subset of the free
monold generated by the finite alphabet of actions A, let us denote it HR*(p), one
is lead to extend it to infinity to include infinite behaviours which are infinite
words on the alphabet A. The set HRw(p) of such infinite behaviours is, in the nor-
mal case of a process p which has the finite non determinism property, linked to

HR*(p) by the formula :
HRw(p) = {ue A’ IVIIE IN uln] € HR*(p)}

In other words an infinite sequence of actions u ¢ A® is an infinite behaviour of P
if and only if the initial segment of length n of u (denoted u[n]) is a finite beha-

viour of p for all n.
And we can reformulate this by writing simply :
HR”(p) = Adh (HR'(p))

by using the notion of adherence as it is defined in [3]. The adherence of a finita-
ry language L ¢ A" is the set of cluster points of L in the natural metric topology

on A~ = A"y AY

Now if a finite number k of processes Pyse«sPy behave simultaneously respecting
I3 . . . . 3 - ->
some synchronisation condition S, a finite behaviour of the system (p, S) thus for-

med is a k-uple of words <fy,...,f > where for all i e [k, £, e HR*(pi).

In [7] it is suggested that a general form of a synchronisation condition is the
->

pair <Pg>» (ZI> of a synchronizing process Pg and a multimorphism @ = <(/)1,...,(pk>

where for all i1 ¢ [k] ¢i maps the alphabet A of Pg into A; U {e} where A, is the

alphabet of actions of P;-

Then HR*(;, S) is exactly the set of all k-uples <fl""’fk> which lie in

HR*(p]) X ... X% HR*(pk) and satisfy the synchronisation condition :
*
JgeHR (pg) :Vielk] ¢.(g) = £,

We write :



HR(3,8) = (R (p)) x ... x HR(p)) n § (HR"(pg))

A question is immediately raised which is to define the infinite behaviours of the
system (;, S). Given a finitary relation R € AT X .. X A; can we define such a

thing as the adherence of R and writeHRw(;,S) = Adh(HR*(;,S)) ?

It is immediate to see that this question cannot be answered as easily in the case
of relations as in the case of languages though it is of the utmost importance for
the study of systems of synchronized processes. The present paper is devoted to

the mathematical problem of extending to infinity finitary relatioms : it should be
read as a sequel of [6] and a companion . paper to [7] . It is an essential part of

a theory of infinite computations and synchronization which the authortfiég to build

in close collaboration with André Arnold [1].



iI - LEFT 'FACTORS AND ENTENDABILITY

For words in A” the notion of left factors is well-known. We define if in the follo-

wing way :
- if £ = £(1) ...f(n) is a word of length n in A" and Ppe N
flo] = e where € is the empty word
£lp] = £(1)...£(p) for 1 < p < n
flpl = fln]l = £ for n < p
= 1if u = u(l) u(2) ... u(m) ... is an infinite word in A® and p ¢ IN
ulo] = ¢
ulpl = u(l) ... u(p) for p 2 1

Then for all a ¢ A we define

FG(a) = {alp] | p € IN} which is a subset of A"
The product on A" is defined by :
- if f € A" and g € Ap, fg is the word of length n+p given by :

(fg)(2) = £(R) for 2 < n
(fg) (1) g (2-n) for n+l < & < n+p

- if fe A" and u ¢ AY » fu is the infinite word given by
(fu) (L) f(2) for &
(fu) (2) = u(f-n) for &

N
=]

v

n+l

—ifueA’andae A tua=u

The relation of extendability is then defined by :
a<B<=>3Jy:ay=¢g

We say that o is extendable into B iff a < B.

Clearly a € B <=> a ¢ FG(B) or a = B ¢ A”.

Some equalities and equivalences hold
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FG(FG(a)) = FG(a) (where FG(FG(a)) = U {FG(B)|B € FG(a)}
FG(B)
a = B <=> FG(a) = FG(B)
a e A¥<=> card (FG(a)) < =

a £ B <=> FG(a)

In

Define an FG-set as any set L S'Aw which is totally ordered by the relation <. In

other words :

L is an FG-set <=> V a,B € L either a £ B or B8

A
Q
.

Property ! : For every FG-set L E_Aw, L # @, there exists a unique word a € A such
¢ that

L ¢ FG(a) and for all B L c FG(B) => a < B
This word o is denoted Sup (L) and characterized by :

FG(Sup(L)) = FG(L) = U {FG(a) | a € L}.

We assume the above property to be well-known and introduce a few more useful nota-

tions :

ae FGB) => a € A* and 3! vy

.
QR
<
|
™

This unique element y is denoted (B:a).

If L E_Am is an infinitary language and f ¢ A" a finite word :
(L:£) = {(B:f) | B e L and £ < B}

Clearly we have :
feL<=>¢ce (L:)

L is an FG-set implies (L:f) is an FG-set and if (L:f) # ¢
f Sup (L:f) = Sup(L)

This last assertion comes from the fact that :

FG(L:£f) = (FG(L):f)
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In this paragraph we extend the well-known notions just recalled to multiwords and

relations.

o

If Al,...,Ak'are alphabets, it is convenient to denote J%= A1 X e xA:. Elements in

Hare called multiwords (or k-words if we wish to specify the arity) ": they are

k-uples of the form :

-> . -]
@ = <ays .., a > where Vi ¢ [k] a; € Ai

. . >
We write also a; = ﬁi(a).

The multiword a is finite iff ni(g) € A; for all i € [k] and if o is finite we defi-

ne its maximal length
|a| = max {ﬂi(g) | i e [k1}

. > .. .. . - w .
The multiword a is infinite iff ni(a) € Ai for at least one i.
. >, e . >
Its maximal length [al 1s then set to be infinite Ial = o,

The minimal length of a multiword is :
[a]] = min {r, @ | i e (kD)
This minimal length is finite unless "1(3) € Ag for all i e [k]

.. >, . NP
If this is the casea is said to be totally infinite.

We denote :
HER LG 2] <
A A TS
e o] 113]] = @

e

One multiplies multiwords component wise :

> >
a B = <(1] 6]’ . ak Bk>

- . . .
and denote e the multiword each component of which is e¢ so that :

> > > > -> >
e a=a¢c=a for all a.

We first define the relation of entendability

ZS§<=>3Y _&?:E

<=> V i ¢ [k] a; < B
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We denote for all a ¢ dF:

> fi >
PP(a) = {f et ™™ | <3}
We clearly have :

PP (2)

FG(a]) X .o X FG(ak)

and if f € PP(a) there exists a unique-g'e # denoted (Z:f) such that

Obviously m, (a:f) = (a;:f,) for all i e [kI.

If we now define a PP-set as an relation R < & which is totally ordered by < we

can state a property which is very similar to property 1.

Property 2 : For every non empty PP-relation R < & there exists a unique multiword
-
o ¢ ¥such that

R c PP(d) and for all § e #R c PP@) => o < §
This a is denoted Sup(R) and is characterized by :

PP(Sup(R)) = PP(R) = U {PP(a) | & e R}..

Proof : If R is a PP-set then for all i ¢ [k]
ni(R) = {ni(Z)la € R} is an FG-language and R # ¢ <=> "i(R) # P for all i.
Sup(R) = <Sup(ﬂ1(R)),..., Sup(nk(R))> has all the desired properties. 0

Many rather obvious identities and equivalences can be stated :

PP(PP(0)) = PP(a)

PP (§)

PP (§)

Sup (PP(g)) (PP(Z) is clearly a non empty PP-set)
Sup (R:f) = Sup (R) if R is a PP-set and R:% # @

> -
8 <=> PP(0)
> -
B <=> PP(a)

IA
(Nl

Yy RY RY QY

A major difficulty when dealing with multiwords and relations is that we have to
. . 3 > . . > .
distinguish between the two relations "o is extendable into B".and the relation we

-
now defire'a is a left factor of g“. For o ¢ & define

Z[p] = <al[p],..., ak[p]>

FG(a) ={3lp] | p ¢ IV}

It is no longer true that :



o < E <=> Z € FG(g) or a = E eéﬂ}nf

(one can provide immediate exemples).
We have the following inclusions identities and implications :
N v
FG(FG(2)) = FG(a) ¢))

-
Proof : For all a ed, n, p € IN

(aln1) [pl = almin(n,p)] 0

FG(a) = FG(B) <=> & = 8§ (2)

Proof : For all i € [k] we have :
7, (F6(@) = F6(n; @)

for if fi € FG(ai) and n = lfil then ni(g[n]) = ai[n] = f which proves one inclu-
sion. The reverse inclusion 1s obvious.
Then FG(Z) = FG(E) implies for all i e [k]
> -+
m, (FO() = m; (FG(E))

which implies FG(ﬂi(g))
Thus for all i e [k] ni(

FG(m; (8)) .
) =m (@ anda=8 O

=X |

FG(a) < FG(B) =>a < B (3)

The proof is the same as above.

The interesting fact is that the reverse is not true and we can only state if we

define for all R, R' ¢ ¥

R<R' <=> V 2 ¢ R 3 g-e R! a < B

>
a

<8 <=> FG(a) < FG(B) (4)

Proof : a, < Bi => ai[n] < Bi[n] for all n.
Whence & € § > alnl <Bln] for all n.
Conversely FG(&) < FG(E) implies.
™ (FG@)) < m, (F6(B)) for all i since f; e m (FG(&)) => £, = . (f ) for some

Te FG().



There exists then _é € FG(E) such that f < E and clearly
=
£, = (D < . (8) € m, (FG(B)).
> > . . . .
For all i we then have FG(1ri (a)) < FG(ni(B)) which obviously implies
>
Fc(ni(?:)) c_Fc(ni(’s’)) since f < g ¢ FG(ni(E)) => £ e FG(g) < FG(m (B)).

Eventually for all i ni(g) < ni(g) and o < § 0

For all a e & FG(Z) is a non empty PP set
> > (5)
and we have o = Sup (FG(a)).
. . . -> - >
An 1mmediate consequence is that PP(a) = PP(FG(a)) = FG(PP(a)).

b a)

Fivof. Clearly for all n, p

ZEmin(n,p)] < almax (n,p)]

Suppose "é = Sup(FG(Z)) . Then for all i :

m; 8) = Sup (n; (FG@)))= Sup (FG(1; (@) = n,&). O



IIT - CONVERGING SEQUENCES, ADHERENCES AND CENTERS

In A there exists a very natural metric topology defined by the distance
d:a” xA o R, given by :

-9 min{n|aln] # 8lnl}

d(a,B) if o # B

i

d(a,B) O if a = B

[~

A equiped with the metric d and the topology induced by d is a complete metric

space which is also compact.

It may be useful to recall a few properties of this d-topology. The sequence o s

n e IN_converges iff it is d-?auchy, i.e. satisfies :
Vne W3Ne IN p,q 2N => ap[n] = aq[n]
Its limit a, = lim o is then the unique word in A” such that
Vne WNW3Ne N p=N=> ap[n] = ao[n]

. . .. * . .
And we. can see that lim a is a finite word a, € A only if the sequence a 1s

stationary :

Vne NINe N p2N=>q =aqa
A property which will play a role in the sequel is that

[e 2]
Property 3 : From every sequence Qs M€ IN+ of words in A one can extract a conver-

; ging subsequence.

Proof : The statement means that one can find an infinite subset N' of IN such that

@, n € N' converges, i.e. satisfies the d-Cauchy condition :
¥vyn3IN p,q=2Nandp,q ¢ N'" => ap[n] = aé[n]
Let us remark immediately that the convergence of a,ne IN implies the conver-

gence of a_, n ¢ N' for all infinite subset N' of IN, .

Two cases arise :
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~ The sequence of lengths Ianl, n e IN is ultimately bounded i.e. satisfies :
3Ne IN,Mc INVn2N |af <M
Then for all n 2 N, o belongs to the finite set :
<M

AT = {fe A" | |f] <M

And certainly there exists fo € A < M such that

N'={n2N| q

f } is infinite.
n o

Then @, n e N' converges towards £ -

- The sequence lan] is not ultimately bounded i.e.
VNe IN,Me N 3n2N |a| >M
+ n
Define for all m ¢ IN, :

m
E ={feA | card{n| fc a } = =}

This set is for all m finite and non empty : finite for E E_Am which is finite
and non empty for there are infinitely many n's for which lanl > m.and thus has a
left factor in A™. Whence certainly at least one f ¢ A™ is a left factor of a for

infinitely many n's.

Obviously if f ¢ E_ flm] € E .

+1?

By Koenig's lemma one can find a sequence fm’ m € IN+ such that fm € Em and

fm = fm+l[m] for all m.
This sequence obviously converges towards u ¢ A” such that ulm] = fm for all m.

Now we can build an infinite strictly increasing sequence of integers Ny, Ny weey

n_, ... such that for allm f < a andn <n . The sequence a_ converges
m m n m m+] n

o m
towards u. [

It will be quite convenient to use increasing sequences of words. In fact any increa-

sing sequence @, n € IN such that

< . .
Vn a < @ .y is converging to Sup {an}.
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Closed subsets : an infinitary language L € A® is closed iff it contains the limits
“of sequences @, n e N where a € L. From the definition of a, = lim a it is clear

3 *
that a_ e A" <=> a e L™ 2 L g A%, And o, € A" <=>¥n3p a_[n] = a,[n) for all

q > p. It follows that all the limits of sequences of words in L are finite or
belong to Adh(L) = {u ¢ A” | FG(u) < FG(L)}. And u ¢ Adh(L) =>Vn 3 a €L

= => = 1
uln] a, [n}=> u = 1lim @ -
We can state the :

Property 4 : The infinitary language L S‘Am is closed iff :
Adh(L) < L

The topological closure of L i.e. the smallest closed language containing L is

L=1LuAdh().

The set Adh(L) is called the adherence of L in [ 3 ]. Many properties of this adhe-
rence have been established in the same papers : a major tool to study the adherence

is the center of a language defined as the set of left factors of the adherence :
L = FG(Adh(L))

The center is characterized by :

L = Fe@™) v {f ¢ Fe™™) | (L:f) is infinite)

. . .
In this writing L' = 1 a®, pLFI0 2 o A*

And we have :

Adh (L) = Adh(L)

Adh(LI) = Adh(Lz) 1 2
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IV - ADHERENCES AND CENTERS OF RELATIONS

@ © . R .
The cartesian product ¥ = Ap X ... x Ak can be equiped with the distance 4 :
S« b R, given by :

. > >
aG,By = 2min (0 [alnd # 6inddie oy g
=0ifa=%8

Clearly :

d(%,B) = max {d(a;;8;) | i e [KI)

Proof : If g # E and n is the smallest integer such that Z[n] # B[n] we have :

g[n—l] = g[n-l] and for at least one i

m. (lal) # 7, (BlnD).

Thus for all i d(ai,Bi) < 2™ and for a least one 1 d(ai,Bi) =27, 0
The topology induced by d on Fis the product topology.

Thus the sequence gn’ n e IN of multiwords converges iff and only if it is d-Cauchy

i.e.
Van 3N p,g>N=>0aln]=a[n]
P q
and this happens iff for all i :
> .
m.{a_), n € IN is d-Cauchy
i*'n
If Zn’ n ¢ IN is d-Cauchy it converges towards 36, which is unique, such that :
Vn 3N p>N=>aln]=aln]
o p
R .
and 1if a ) = lim a  we have :
. > . > .
™ (lim an) = 1lim (ni(an)) for all i.

More precisely Zn converges iff "i(gn) converges for all i and

lim (Zn) = <lim ni(Zh), eev, lim nk<3n)>.
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We can entend property 3 and state.

-> .
Property 5 : From any sequence a5 ME IN of multiwords. We can extract a converging

% subsequence.

Proof : We extract the converging subsequence :
> >
L (an), n e N] from T (an)
> > .
Then we can extract T, (an), n e N2 from the sequence T, (an), n e Nl : this means
that we can find an infinite subset N, of N, such that :

a) N
Ty (o )s noe , converges.

By induction we thus build N, i?sz."' 3 Nk such that ni<35), ne Ni converges

for all 1i.

By a remark made above Nk E.Ni and Nk infinite implies that ni(ah), n ¢ N conver-

ges.

>
Thus a5, n € Nk converges. [J

Closed relations

Let R S_épbe an infinitary relation.

It is closed iff it contains all the limits of converging sequences of multiwords in

R.

for all

OQ“'

fin i >
As in the case.of languages a pr e IN converges towards a ‘%/ e

sufficiently large n's and this implies a e 1D - R n&fln

And the set of infinite limits

is equal to :
Adn(R) = {a e&i“f | F6(a) < FG(R))

We call Adh(R) the adhereqce of R.

Property 6 : The infinitary relation R is closed (in the d-topology) iff Adh(R) < R.
} The topological closure of R is R = R v Adh (R).

As in the case of languages a major tool to study adherences and closed relations is

the notion of center.
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The center of a relation R S_J?is R = FG(Adh(R)). We first characterize the center

of a finitary relation.

Property 7 : If R S_aﬁln is finitary

é R = {g €g%fin | card {E e R| Te FG(E)} = =}

Proof : We denote FG_l(z) the set of all E such that

T ¢ Fo(p).

Suppose firs T € FG(Z) for some o € Adh(R). For all n g[n] €eFG(R) i.e. for all n

there exists gnAe R such that aln] = gn[n].

The fact that o eé@lnf implies that :

Ig[n]l = n whence |§n1 > n and the set of En's is infinite.
If l?l = p, f= g[p] = (gfn]) [p] for all n = p.
v > . > =1 . e e s
Thus f = (gn[n]) [pl = gn[p] for all n 2 p. And FG* (®)' n R is infinite.

Conversely suppose FG—1(¥) N R is infinite : this implies FG_le) n FG(R) is infi-
nite since R ng'fln => R c FG(R).

Consider then the following sequence of sets indexed by m > n = l?[ :
E = {ge FGR) | T e FG(®) and |g| = m}

This set is for all m finite (obviously) and non empty for FG_](¥) n FG(R) implies
the existence of E in this set with arbitrarily large [EI. And if T = g[n],

lEl > m then f = (E[m]) [n] whence glm] e E, since Ig[m]{= m.

Now if g € E learly glml ¢ E
owif g € E_ , clearly glm] ¢ E_.

. s ! > > >
We can find, by Koenig's lemma, &y © Em such that for all m, 8n = Bl

[m].

. > > .
The increasing sequence g, comverges towards some a ¢ Adh(R) since

alml = gm € FG(R) for all m.

And we have f = alnl € FG(Adh(R)). O
One could have been tempted to write :
+ -+ . - - .
R = {f € FG(R) | (R:f) is infinite}.

This is false as proved by the exemple :
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R=1{<a" b | ne m)
FG(R) = {<a", > | n < p < 2n)

Clearly R : <an, bP> is infinite for all n, n< p < 2n for :
<an, bp> <aq’ b2n+2q_p> = <an+qs b2n+2q> € R
The adherence of R is <aw, b”> and the center is

R = <an, bn>.

One can check that FG_](<an, bP>) n R is infinite iff n = p : indeed

<an, b™> € FG(<am, b2m>) for all m 2 n and <an, bp>, n <p< 2nis a left factor

of <a®, bm>, p<m< 2n. [

Now the center of an infinitary relation is :
R = Fe®'™E) u RF Ghere
Rinf - R n%inf and Rfin - R n'%fi.n_
The properties of the center we stated for languages are preserved :
Adh(R) = Adh(R)
Adh(R]') = Adh (R2) <=> El = _1_1_2.
We also have for every finitary relation R
Adh(R) # @ <=> R # § <=> R is infinite.
Other obvious propertie; are
Adh(R) = Adh(FG(R))

R = FG(R) = FG(R)

And the following exemple proves that Adh (PP(R)) is usually strictly greater than
Adh(R)

R = {<a”, ™ | n e IN}
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Adh(R) = {<a“, b¥>}
*

PP(R) = a* x b

Adh(PP(R)) = a x {b®} u {a®} x b* u {<a®, b®>}

It

Property 8 : Adh(PP(R)) 5;(Adh(R)) nﬂgnf.
Where PP (B) = {& | & < B}

Proof : One inclusion is obvious.

IA

To prove the reverse inclusion we remark that :

> AN )
f € PP(R) and l?l = n imply that there exists

> -
E € FG(R) such that [El =n and f < g.

Indeed : FcPPR) >3 aeR: f<a
But then : #n) = f < aln] € FG(R).

. /
Suppose : o€ Adh(PP(R)).

Consider then the sequence of sets
E = {E e FG(R) | aln]l < E and |§| = n}
These sets being finite and non empty and satisfying :

v E . => glnl ¢ E
n gek = glnlekE

we can find, by Koenig's lemma, an infinite sequence g, with for all n g, € En

and g = gn+l[n]. This sequence converges to B such that :
8 =R{n] for all n

This limit B belongs to Adh(R) and from aln] < En < E for all n we deduce :
> . > > N\
a = 1lim a[nJ< B whence o ¢ PP(Adh(R)). [

He can make precise a remark made above.

Property 9 : PP(R) = FG(Adh(PP(R))) is precisely the set of all ¥ such that R:? is

% infinite.

Proof : One inclusion is obvious. The second one is one more straight foward appli-

cation of Koenig's lemma. [J
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'V - OPERATIONS ON RELATIONS AND CLOSEDNESS

V.1. Union and product

In [ ] we have studied the topological closure of the union and product of two lan-

guages and the star of a language.

There are many more operations on relations and in this paragraph,we shall establish
a number of formulae to compute the topological closure of the result of these ope-
rations in terms of the topological closure of the relations on which they are per-

formed.
The simplest.cas is the union which gives rise to :

Property 10: Rl U R2 = R1 U R2. »
Proof : The union of two closed relations is closed.

Thus Rl S_i? and R

2 S_ﬁ;. imply :

Conversely R1 c Rl 1] R2 and R2 E_Rl u R2 1mply :

R, ¢ R1 U R2 and R2 < R, UR

M 1 2
for the closure is obviously increasing R €< R' = R E.ﬁ' 0

As concerns the product componentwise i.e.

R, R, = {a E l % € R, B e Rz}

we have the same. formula as in the caseof languages.

Property Il : Rl R2 = R] R2
Proof : In the case of languages Ll’ LZ_E_Af we had proved :

fin

Adh(L1 L2) = Adh(Ll) U L]

Adh(Lz)

whence :
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| Ly = L) L, vAdh(L, L)

(L; vAdh(L))) (L, vAdh(L,)) =1, L,

since :

) fin
L] L2 u Adh L1 1] L]

1]

(Ll U Adh(Ll)) (L2 LJAdh(Lz)) Adh(Lz)

inf _ .inf _ .inf
L7 Adh(Ly) = L L,=Li <=1, L,
We cannot really use the same method for relations as for languages since the for-

mila FG(L; L,) = FG(L,) u pfin

: FG(LZ) is not valid for relations.
N

We give here a proof which uses as few theorems from topology as possible. It relies

on the :

oo
Lemma 1 : If s M€ :m+ and Bn’ n e IN+ are two sequences of words in A such that

the sequence :

Yo = %, Bn converges towards Yor

There exists an infinite subsets N' of IN such that a, ne N' and Bn, n € N' are

both convergent and their limits ags Bo satisfy g Bo =Yy
» . 3 3 *

Proof : Suppose y, = lim Y, is finite Y, € A.

We know that Y, 1s stationary i.e.

3N n=N-=> Yo =Y

o
For all n 2 N we can thus write :

ags Bp> e {<f), £ | £ £y =y}

Since the set of binary factorisations of Y, is finite, there exist <f1, f2> such
= Limm 1 1 1 ' '

that £, £, = y_ and <a.» B>= <f,, f,> for infinitely many n's say all ne N

where N' is an infinite subset of IN+. Clearly then o, ne N' converges towards

f, and B, n ¢ N' converges towards £,.

Suppose now is infinite : two case arise :
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1) Ianl is ultimately-bounded i.e. Iunl = M for all sufficiently large n ¢ IN. We
ha ’ = => = . 1 = ’ = .
ve Vp Bnp n np Yn[p] Yo[pJ and since Yo = % Bn(an Bn)[p] YOEP]
But lanl < M whence for all p 2 Mand n2>n :

— \J .
Yn[p] =a . B! with B;l <8

For infinitely many n's a =f e A<M, write :

a = f and yo[p] = f Bn[P‘If]]

Clearly if N' is this ‘infinite set of n's
a_, n € N' converges towards f and

n

Bn, n € N' converges towards Yo i f

2) The sequence lan[ is not ultimately bounded. We can extract o, n € N' which

' w
converges towards u € A .

From o < Y, for all n we can conclude lim a < lim Y, Whence u < Yo which
implies u = Yo+ We then entract from By M E N' any converging sequence By?
n € N" and clearly both @, ne N" and B> me N" converge with
1lim oy 1im Bn = u lim Bn = u= Yor 0
By a simple induction we extend this lemma to sequences of multiwords and this pro-

ves the inclusion :

Ll L2 E_L] L2

The reverse inclusion comes from the simple fact :

Lemma 2 : If ., ne IN+ and Bn’ n e IN+ converge towards o, and Bo then a Bn,

n € IN converges towards @ BO. The same holds for sequences of multiwords.

The proof is straight forward. O

We can now give a formula to compute Adh(R1 RZ) :

Adh(R] R Adh(Rl) R2 LJRI’Adh(Rz) U Adh(R]) Adh(Rz)

2)

This comes from :

Adh(Rl R2) =

[
7o)
2]

((R} v Adh(R))) (R, uAdh(Rz)))inf



20

5.2. Projections and slices of relations

8

Let Z>e F=a x ... x A: and I be a subset of [k] = {1,2,:..,k} which can always
{1

it —

be written I .,iz} with i, < iy < vew <di .

120" .

Then ﬂl(g) is the multiword in A;] x ...XAil given by :

™ (Z) = <7, (g),..., T, (§)>
I 1l 12

- . . © -
m. is a projection of & onto & = A x ...XA; . We shall need an operation of recom-

I I 1] j

position.

If I,J are d1$301nt subsets of [k], we denote I + J theirunion and if a € Jb, B e«f

we denote a X B the multiword 1ncﬂ’ +3 given by :

> . .
ﬂi(a) ifiel

>,
ni(B) ifi1eJ
These operations are entended to relations :

T (R) {m. (a) l o € R}

o
X
s
"
—~—
2
X
™

l ; € R § € R} if
1°? 2
R E.ji’ R, E_J%.where I and J are disjoint subsets of [k].

We now define slices of a relation :

Let o be an element ofcﬁi for some non empty subset I of [k]. We denote R(I,ZL and

call slice of R along g, the relationine%}[k]\I given by :

-+ >
a

> > > >
B e R(I,a) <=> B x g = x B € R.
We have some obvious identities.

For all non empty subset I of [k]

R =U{R(I,0) x {a} | e #)

and since obviously :



21

R(I,E) # @ <=> 3 € 1 (R)

we can rewrite this identity :

R=1U {R(I,g) X {3} I 2 e nI(R)}.

A relation is said to be decomposable iff there exist a partition of [k] in
(k] =TI, + ...+ I2 , where Iy eees I, are non empty pairwisedisjoint subsets such

that :

R=mn_(R) x7_ (R) x ... x 1_ (R)
I I Iy

A cartesian relation is a relation R which is equal to the product of its components

R = n](R) X ... X nk(R).

We establish a few easy properties which will be useful later on :

Property 12 : ﬂI(R) = ﬂI(ﬁ)

> >,
Proof : Suppose a,ne IN, a € R converges towards a  i.e. Vp 3N n 2N =>

ao[p] = an[p].
-+ -> R > >
Then ﬂI(an) converges towards wI(ao) since nl(a[p]) = (nI(a)) [(pl for all p.

-S>
Conversely if Bn, n e IN+, Eﬁ € nI(R) couverges towards E& we consider for all n

@ € R such that B_ = 7. (a )
some an € such that Bn = "I an .

. + .
From the sequence of multiwords @ > D€ IN+ we can entract a converging subsequence

- e e
@, e N' for some infinite subset N' of IN,.

- ' > . . > e 4
Suppose a5, ne N' converges towards @, : it is easy to see that nI(ao) = Bo since

> . > .2
nI(ao) = 1im ﬂI(an) = lim Bn. 0

Property 13 : Rl x R2 = Rl x R2

Proof : It is immediate if one remarks that for all a et and p ¢ IN :

I+J

alpl = (1;(@) [pd x (n,(@) pl . O

In order to characterize the closure of slices we have to introduce the notion of a

limit of a sequence of sets or relations.
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1f Rn’ n e IN+ is a sequence of relations, its limit is defined by :

. . > > >
lim R = {lim B, | B, converges and Vn B, € Rn}

Then we can state :

heg -+ . > > . >
Property 14 : R(I,ao) = lim R(I,an) for all sequence a_ converging towards o and
; satisfying gn € nI(R) for all n. '

ry 5 . > > . . . > >
Proof : Let 80 € R(I,ao) l.e. o x Bo 1s the limit of some sequence Yo» Y € R.

. > > - . >
We can write y_ = nI(yn) X nJ(Yn) if IfJ = [k]. Clearly nJ(yn) converges towards

gé and for all n :
> -+
T () € R, 1 ().
The reverse inclusion is also immediate :

> -> L - -> >
Suppose By € R(I,an) for all n and a, o . Suppose Bn converges towards Bo. Then
- > - > - > - >
a X Bn converges towards a_ X BO € R and thus Bo € R(I,ao). 0

An immediate corollary is :

Corollary 1 : If a eanln R(I,a) = R(I,Z;)

>“o
- >, . > ., . >, .
Proof : a > o implies that a 1is stationary whence R(I,an) is stationary, equal to

R(I,Zo) for all sufficiently large n's. [J

5.3. Infinite stars of relations

The star of the relation R E_J%is defined by
R = v (" | n e I}

where R® = {g} by definition and for all n :

+
Rn 1 - R Rn

R” is the set of all infinite products of the form

>
a =

> > > ' - >
@ &y ... @ ... where a; € R\{e}
The infinite product @ is defined without any difficulty as the limit of the increa-

. > > >
sing sequence Bn = Oy, a -
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But then there exists Np such that n 2 Np implies :

2(3)y _ > . :
ni(Bn ) = ni(aj) for all j = l,,..,mp

-+
Whence for all n 2 N, 7.(y )[pl-= ﬂ.(g)[p]. O
P i‘'n i
In order to establish the reverse inclusion R S_ﬁw . We shall make an induction on
k. The result is known for k = 1 that is in the case of languages. |
L =17

Property 15 : For all L c A

Proof :
(Lw)fin _ (Lfin)*
(Lw)inf _ (Lfing Linf U (Lfin)w
(f)fin _ Lfin
D™ - am@

From these identities we compute both sides of the equation :

(Lm)fln = (Lm)fln = (Lfln)* which is equal to :
(im)fln _ (ifln)* _ (Lfln)*
@™ - A = Adh(FG(LT))

But FG(Lw) = FG(L*) = (Lfln)* FG(L) and we can use formulae established in [ 1.

Adh (FG(LT)) =@ ™ *adn(L) u @finyuw
And this is equal to

~o_inf - (Efln)f flnf U (Efln)w

aB™* admy v @finye g
We assume now that R* E_ﬁw has been proved for all k' < k and consider & = 1im a
in R .
A very simple case is when a has a finite component :
> *
ni(a) =f € Ai

The sequence ni(gh) is stationary and there exists thus N ¢ IN such that
nz IN => "i(gﬁ> = f. Equivalently n > IN => gne R?(i,f) x {f}. This implies

ae B°(i,f) x {f} = ©(i,f) x {f}
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We can write Rm(i;f) as the finite union of all the products of the form

o . . o +
R(i,e) R(i,£) R(1,€) ... R(i,£)) R(i,e)" where f,,...,f, ¢ A; are such that
f = fl""’fz’
The closure of R™(i,f) is the union of the closures of these products that is the

union of R(i,e)" R(i,£,) ... R(i,£,) R(i,e)”

By 1induction we know that :

whence, since R(i,fj) = ﬁ(i,fj).
ned

R(i,e)m R(i,fl) +.. R(i,f,) - R(i,é)w is contained in ﬁ(i,e)m i(i,f])... .,

‘\
ey

ﬁ(i,fz) ﬁ(i,e)m. The last product is obviously contained in R (i,f).

Consider now the caseni(g) is infinite for all i € [k] where & = lim gn'
We can find Eél) and ;él) such that :

> (1) =2(D ~o = >(1 =

a1 < g 7, B, ' ¢ R R, N ) ¢ R

pa g(l) ;(1).

o o

and

From al1] = gn[l] for all sufficiently large n's we deduce that there exists a

.. T S+ n > © > _
factorization of a in a = Bn Y, Bn e R, Y, € R such that an[l] = Bn[l].

2

In fact we suppose that l is minimum, i.e. we consider ;h B Yn where Bn e R "
2n—1
¢n € R, o [1] B [1] and for all factorizations of B §%, Eg s E; e RT O,

B e R, 3 011 4 ﬁ'm

Since a_ converges we can extract convergent subsequences, B o B € N', Y,» D€ N'
n
Z(1) >(1) +(1) +(1)

0

which converge towards B and Yo such that o =

Two things may happen 2> n e N' is ultimately bounded by M.

, (N <M .. . . . ~<M
Then Bn’ n € N' converges towards Bo € R which is obviously equal to R .

) 2z . >

We can write Bo € R R since € € R and certainly since Bél)[l] = 3[]], Bél) c ﬁz
for some 2 2 1. zn is not ultimately bounded.

L
rel _éll With —B:,'l € R n-1

For all B_ consider B_ =
n n n 'n
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We certainly have, since all] # g'[11, ni(B;[l]) = ¢ for some i which implies :
n

3i ﬂi(B;[]J) =¢ for infinitely many n's in N'.

-5
Then B', for these n's in N", belongs to :
n

Zn-l
R (i,e) x ¢

. . . > -> > .
And we can write the limit of B, = B} Bh as the product of two converging subse~

" n 1
E(]) where §§') = 1lim E; belongs to

Z rON m"
quences of Bn and Bh 1.e. as E o o

Ré(i,e)xe which is contained by induction in ﬁm(i,e) x {e} itself contained in R .

+(])" T R ol "
Bo = lim Bn belongs to R since 35 € R. We have proved what was annonced.

Repeating the process we can find a sequence :

2(1) 2(2) 2(n)
B0 Bo Tt Bo

... such that for all n ¢ IN+
dtnd = @Y LRy

(1 gén)

> . > . >
The sequence B ‘e obviously converges towards o and we have written & as an
2(1)
B
o

(o]
5@

e e s > ., =0 —
infinite product a = ... of elements in R R,

To get our result it then suffices to prove the :

Lemma 3 : For all R (Rm)w = R,

£ - ] . .
(R in )* and (R )1nf _ (Rfln)* Rlnf v (Rfln)w_ And

Proof : We know that (Rw)fln

we compute :

(@YD _ (@ Eimy* _ ((gfimyryx_ pfingx oo fin
(®HDHIE o (@) Fim* @inf | (g Finge

* *

((Rfin) ) [(Rfin)* Rinf y (Rfin)w] U((Rfin)*)m
(Rfin)* Rinf y (Rfin)w

_ (Rw)inf. 0

Exemple : The following exemple shows that we cannot really simplify our proof. We
take :

n n
a = <a,e> <E,b> , n ¢ IN
n ’ ] 1 +

. . w o >
This sequence obviously converges towards <a s b > =20

1

> n n+
But a <a,e> <g,b> € R .

o= En 7n and a[1] = <a,b> < 35[1] implies §n
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.. o > n >
—_ L n : t " _ .
ert;ng Eﬁ = Bn Bn with En = <a,e> , Bn = <g,b> we get :
1
+(]) > x : re . (1] w . w
= = = > “b> = <« >
Bo lim Bn lim Bn lim gn <a ,e> <g;b a,b
. . -+ . > .o,
The factorization of a we can obtain from q = lim a, is :
> w ®
a = <a ,b> <a ,b> ... <aw,b> .

From theorem ! we can derive a formula to compute the adherence of the star a rela-
tion which is exactly the same as the formula to compute the adherence of the star

a language.

Corollary 2 : Adh(R®) = (RT™* adh(R™ u rfimye
Proof :
Adh(R*) - (R*)rnf _ (Rm)lnf - (iw)lnf
- (ﬁflq)* (Rlnf) U (ifln)w

®RIEM* am@m) v @EIHY g

5.4, Composition of relations

Let I+Jl and I+J2 be subsets of [k] such that I+Jl n I+J2 = @,

We can compose over I two relations Rl S.ﬁ&+J] and R2 Sé&I+J2 to get :
>,
Rio R ={axy|aed, Te 38t :axber
I 71 72 J] J2

Example : The following example shows that Rl o/ R, = ﬁl o ﬁz is not usually trye.

Take J, {1}, 1 =12}, Jy = {3} :

=
il

<an,(b2n)p l n, p e'IN+>

= <b(b2n)p, " | n, p e IN >

j~-]
|

The composition over I,

R, o, R2 is clearly empty since wz(R]) n nz(Rz) =@,
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R. ua x {b®} v <a”, b*>

1 1
) R] v {bY} x ¢t <bw, >

. But : R

w1
0

- ) + + W oW
And R1 o R2 contains a X ¢ U <a ,c >. [

Theorem 2 : If FG(Rl) € R then R, o. R

j and FG(R)) ¢ R 1 °1 Ry = Ry op Ry

2

Proof : The inclusion R, 04 R2 E.Rl o ﬁz ... is always true.

>

- T . . - - ->
o. R, is the 1limit of a séquence gn =0, X, where

Thus for all n there exists gn € cﬂ’I such that :

—)x-é R d+x+ R
un € an Bn Yn €

n 1 2

¥

‘+ . . -') . .
We can extract from Bn a converging subsequence, Bn, n € N'" with B as a limit.

> > >

Clearly the sequences a&_ x B ., n € N' and E x y , n € N' converge towards respec-
. > > - ) - - n, n, - '

tively a x B and g X Y. Since o X § € R] and X y € R2, we have :

-> > -> - -

§=axyeR o R

1 I 727
. . > > = =
Conversely assume FG(Ri) < Ri for 1 = 1,2. Consider g =qo X ye R o R,.

. e > - -> -> .
These exists B such that o x § € R1 and B X vy € R2. We can write :

- - . -+ ) > >
o X B= 1lim (an X §#) where Vh o X Bn € R]
> > . +y > 2y >
B x y= lim (Bn X yn) where Vn Bn ¥, € R,

Then for all p ¢ IN there exists N such that :

n2 N=>alp]=alpl, Y [p) = ¥lp]

and §.p1 = Blpl = B1lp].

Whence g[p]X E[p] = gﬁ[plx Eﬁ[p] = (Zﬁ X gn)[p] is in FG(RI) € R, and similarly
BLpIx YIp] is in R,.

The sequence E[p] x ?[p], p € IN obviously converges towards $=1ax ; and is

composed of elements of R, or Ry, where § € R, o; R,. O
Corollary : For all relations Rl’ R2

Adh(Rl) o Adh(Rz) u Adh(R]) o FG(RZ) u FG(RI) o] Adh(Rz)
= Adh(FG(R]) o FG(RZ)).
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Proof :

inf

Adh(FG(Rl) o FG(RZ)) (FG(R]) o FG(RZ))

inf

(FG(Rl) o FG(RZ))

((El U FG(R,)) o (ﬁz v FG(RZ)))inf

) inf i-nf D

= (R o (izuFG(RZ)) U (EIUFG(RI))(ﬁz)

1

CONCLUSION

We have obtained a number of results concerning the topological closure of infinitary
relations : in practice, at least for modeling the synchronization of concurrent pro-
cesses, we shall use mainly infinitary rational relations. A forthcomming paper of
the same author is devoted to:theim definition and properties. The author has had
very helpful discussions with A. Arnold, L. Boasson, F. Boussinot, G. Roncairol and

G. Ruggin.

BIBLIOGRAPHY

[1] A. ARNOLD and M. NIVAT
Metric interpretations of infinite trees and semantics of non deterministic

recursive programs. Theor. Comp. Sci., Vol. 11 (1980), 181-205.

[2] J. BEAUQUIER and M. NIVAT
Application of formal language theory to problems of security and synchroniza-

tion., in Formal Language Theory (R. Book, &d.) Academic Press, New York, 1980.

(3] L. BOASSON and M. NIVAT
Adherencesiof languages, Jour. Comp. Syst. Sci., Vol. 20 (1980), 285-309.

(4] S. EILENBERG

Automata, Languages and Machines, Vol., A,Academic¢c Press, New York, 1974.

[5] M. NIVAT ‘
Systémes de transition permanents et &quitables, Research Report n° 2577,

Laboratoire Central de Recherches Thomson-CSF, Orsay, 1980.

{6] M. NIVAT

Infinitary languages (to appear).

[7] M. NIVAT

Synchronization et multimorphismes (to appear).






