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AN ExamMPLE OF FAILURE DETECTION:

DESIGN AND COMPARATIVE STUDY OF SOME ALGORITHMS

Michéle BASSEVILLE Alain BENVENISTE
IRISA/CNRS IRISA/INRIA

Résumé :

Dans cet article, on analyse le comportement de plusieurs algo—
rithmes de détection de ruptures lorsqu'on les applique aux mémes
données réelles (signaux géophysiques), et on compare ces algorithmes
selon les points de vue suivants : complexité, efficacité, robustesse,
aptitude 3 caracté@riser les ruptures dé&tectées.

Trois types d'algorithmes sont &tudiés : détecteurs de type "déri-
vée filtrée", tests basés sur des sommes cumules ("cusum"), test du
rapport de vraisemblance généralisé (TRVG) de Willsky. Une version mo-
difiée de ce dernier test est &labor8e, et un nouveau détecteur, mélan-
geant les tests TRVG et "cusum'", est présenté.

Abstract:

The purpose of this paper is to analyze the behaviour of several
failure detection algorithms when applied to the same real data (geo-
physical signals) and to compare these algorithms from different points
of view: complexity, efficiency, robustness, ability to characterize
the detected failures. Three types of algorithms are investigated:
"filtered derivatives" detectors, cumulative sum ("cusum'") tests,
Willsky's generalized likelihood ratio (GLR) algorithm. A modified
version of this last test is elaborated, and a new detector, mixing
GLR and cusum tests, is presented.
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I. INTRODUCTION

The purpose of this paper is to analyze the behaviour of several
failure detection algorithms when applied to the same real data (signals of
resistivity of the earth) and to compare these algorithms from different
points of view: processihg time, complexity, efficiency, robustness, ability

to characterize the detected failures.

Let 'us first emphasize that the word "failure" should be inter-—
preted as abrupt changes in one or several parameters of a model representing
the observed signals. This model is usually a linear stochastic one, and is
designed with the specific purpose of failure detection, and not necessarily
in the framework of descriptive modelling. This point will be further deve-
lopped. As far as the formulation of the failure detection problem is concer-

ned, the interested reader is referred to the survey papers [3] and [14].

The problem to be solved is the detection of abrupt changes in some
geophysical signals. The processing time and computing load are.not the most
crucial issues of the study; therefore, somewhat complicated algorithms have
been considered or elaborated in order to obtain robust and accurate detection
of the jumps or failures and identification of their main characteristics.
However, some more simple algorithms have been studied too, in order to get

a new insight on the tradeoff in detector complexity versus performance.

The model, which has been chosen for failure detection in these
signals {yk}k>0 is simply a noisy slope on the mean, i.e., when no failure

is present:
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where {wk}k>0 and {ek}k>0 are two gaussian white noise sequences, stochas-

tically independent of each other, and such that:
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The "stabilization" coefficient T as well as the variances of the
two state noises q1 and q2 are supposed to be known (or arbitrarily chosen), - .

, . . 2, .
while the measurement noise variance o° is unknown and estimated at each step.

This model only takes into account the slope actually present in
the observed signals (see figure n°15); the state noises allow some adapta-
tion of the model to slow fluctuations. Obviously this simple model is not
sufficient to describe the behaviour of the signals, which present, in many
parts, a rather complicated structure; but it will be shown later that this
model, when coupled to adequate detectors, allows accurate detection of the
interesting failures or jumps. These jumps are supposed to be jumps in the

mean, that is to say the actual model is:

1
S DL ¢ W W P

2 _
(3) uk+l - k + Wk ".

( Yk et %

where 8 is the instant of jump and v the "amplitude" of the jump.



The problem is then the following:

i) give the alarm as soon as possible after an actual 8, but don't

give raise to too many false alarms;
ii) estimate the amplitude v of the jump;

iii) reactualize the observation procedure according to the informations

so collected by the detector.

In section II, the generalized likelihood ratio (GLR) algorithm
of A.S. WILLSKY and H.L. JONES ([15], [16]) will be derived in detail. It
will be shown that some drawbacks of this method, such as high sensitivity
to the designed threshold and window length, can be overcome, and a new
version of this algorithm will be presented. This detector is more robust
and easier to handle for the practical user, and allow some hierarchical
classification of the detected failures.

¢

In section 1II, some simpler algorithms are considered. First, the
classical "filtered derivatives" algorithm are shown to be not very efficient;
second the Hinkley's or Page's algorithm ([11], [13]), which has been shown
to be more robust and efficient ([2]), is presented with several modifications
concerning the design of the threshold. Finally, a new algorithm, mixing
Willsky's and Hinkley's detectors, is elaborated in order to reduce computing

time while keeping the efficiency of the GLR algorithm.

Detailed comparisons between the different detectors and general

conclusions are given in section IV.



II. GENERALIZED LIKELIHOOD RATIO (GLR) ALGORITHMS.

II.1. The original test.

This test is a sequential probability ratio test of the hypothesis
Hy' "o failure is present, t.e. all the observations v; until time k are

governed by the same probability law PO" agains the hypothesis H : " a fai-

1
lure occured before time k, t.e. the observations are governed by the law P
until time 6-~1, and by the law Pl from time 6 to time k". But the failure

time & and the "amplitude" of the jump, being unknown, are replaced by their

maximum likelihood estimates.

This test, which is usual in statistics, was first introduced for
failure detection in space applications, and was derived in its most general
form by.A.S. WILLSKY and H.L. JONES ([15], [16]), whose presentation will be
followed in this section. The GLR algorithm has already been described in
the survey paper [3]. but another description is given here in order to derive
the new version of the algorithm which we propose. Some applications of the
GLR detector should be mentioned in various areas: digital aircraft control

({51, (6], [7]), electrocardiography ([9], [10]), freeways supervision [16].

Consider a system whose possibly disturbed behaviour can be modeled

by the following equations:

X o (k+1,k) X + T, w + 8

Kt 1 R I Y

(4)

L Tk 1 Hk+l *k+1 R S|

where the state X belongs to IRn,'the observation Yy belongs to IRP, and
{wk}k and {vk}kare two white gaussian sequences, stochastically independent
of each other, with respective covariance matrices Qk and Rk definite posi-
tive. 6 is the instant of jump and v is its "amplitude'". The GLR algorithm
is essentially intended for detecting failures which have a "linear" effect
on the system and can be modeled as jumps or ramp in the state or in the
observed variables. It seems to be poorly suited to detect failures in the
dynamics of the system (changes in the parameters of ¢, T, H), because, by

inserting these failures in an augmented state space for example, one looses



the linearity of the model, which is the key point in the derivation of the
algorithm (additive decomposition of the innovation - see further on). The
main interest of this method lies first in the recursive manner in which
the estimates of the failure time 8, the amplitude v and the generalized
likelihood ratio can be computed, as it will be shown, and, second, in

its ability to give a compensation scheme for updating the filter estimates

after a system change has been detected.

Under the null hypothesis H0 (6=), the Kalman filter, correspon-
ding to the model (4), is described by the following equations:

~

x|k
ik T Ffk-1 Ky

where Yy is the innovation:

xk""]lk ¢(k+})k)

(5)

® v = oy -H *k|k=1° ' ;

and where the gain Kk’ the error covariance Pkfk and the covariance Vk of the

innovation are given by:
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Now, X gk‘k’ Vi and Y, can be expressed in a form that explicitly

involves 6 and v. Indeed because of the linear effect of the failure, we can

write:
) - ] + 2 }? = ;{] + ;\{2
e T M T % klk  Tklk T x|k
@) _l, 2 _1, 2
A Yk Tk 7 Yk

where the uppperscript 1 indicates all the effects but 6 and v, and the upper-.
script 2 indicates only the 6 and v effects. From the filter equations, we

yield:



X = ¢(kse) \Y

Ve = H ¢(k,8) v

(9) Qilk = F(k,e) AY
2
Y, = G(k,0) v
where:
F(k,8) = Kk G(k,0) + ¢(k,k-1) F(k-1,0)
(10) { G(k,8) = Hk[¢(k,9) - ¢(k,k=1) F(k-1,0)]
G(k,k) = Hk

(For k<8, ¢, F, and G are obviously zero).

G is called the signature of the failure.

Therefore, the two hypothesis to be tested are:

i

Bof Y T %
(11) i
HI: Y Tt G(k,0) v

1. , . . . .
where Y is a white gaussian sequence, with covariance matrix V, . The genera—

k
lized likelihood ratio test computes the likelihood ratio:

L(Y],...,Yk | Hl’ 6=§k, v=$k)
12 A=
( ) k L(Yl""’Yk !Ho)

where ék and Gk are the maximum likelihood estimates of 6 and v under the

hypothesis HI:

(ek,vk) = ar% 2ax L(yl,...,yk [ Hl’ =6, v=v).
' (8,v)
Under gaussian asssumptions, the log-likelihood ratio is:
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and: (15) K
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Besides, 8

K is the time between 1 and k which maximizes the log-likelihood
ratio:

(16 2,8 = a'%, 8 ¢ w,) aw,d).

The decision rule is as follows:

—_—

(7 2k,

WA v T

0
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The first drawback of this method is the increasing length of the
filters bank it requires (searching for ék between 1 and k). En practice, the
search is constrained to a finite window of length M: k-M < 8 ¢ k.
kM < § < ken+l,

(In fact,
where n is the state space dimension).

For the particular model that we consider here:

v
Ker T R M| ey
(18)
yk = H Xk + ek
X T 1
where: Xk = s ¢ = s and H = (I 0),
Mk 0 1
2, 2 a0
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E(ek ) = o, E(Wk W'k) . BE
q
o ak b
the gain Kk = and the error covariance Pk[k are given by:
8
k
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The estimates have the following fdrm:

S T o N e L T TS B
(20) - - -
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where:
@ vy = Viep = T X T My
and:
A2 k=2 a2 k a2
(22) o = =79k ! DD T T TR

{k>2}

The weighting coefficients in (22) are chosen in order to obtain
an unbiased estimate with exponential forgetting of past observations. But
the key point in this estimate is the presence of the '"delayed approximation

n = . . -
error TX, . The choice of Ypep ~ TX

Yir1 = Fg instead of Yy T TX, Or even

K’
yk+i - T§k - ﬁk, is intended to contend with the undesirable under estimation
of the variance ¢ of the measurement noise. (See also [12] for anmother
approach of this problem. But R.K. MEHRA's approach seems to involve too
many computations). An extra reason for using the estimate (22) is the need
for a large variamnce 02 in the highly noise areas (see fig. n° I or 10 for

example) where the hypothesis "white measurement noise" is clearly unrealistic
P y y
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(notice that 2000 sample points are present). The estimate (22) leads to
increase 02 in the serrate areas, by including the effect of the local

slope in the measurement noise.

The signature and test functions are as follows:
£1(x, 0)

let be: F(k,0) = 2 - Then, for k-M+l < 0 < k+1:
' £7(k,0)

£l e, 0) = (o, ) [t £1,0) + £2(k,0)] + 570!

Yg+1
2 1 2 2 k+i-
DL FL0 = - g 080 + £w0] + 20,0 + 410 g
gr1,0) = 170 L el oy + £2a, 0]
and:
1
{ £ (k+l,k+1) = %e
(23b) 2
£7(k+1,k+1) = Bk+l
For the test function: 2(k,8) = d'(k,6) C_l(k,e) d(k,6), we have in this case:

X [d(k,8)]2
(24) 2(k,ek) = TowAy

’"k

where the functions C and d are given by:

cc o) + LEGr1,0)]7
’ ~2

C(k+1,8) =
Ie1 ¥ Vi
(25)
dk+1,0) = d(k,0) + B0 Vs
e+t T Vg
(k=M+1 < 8 < k+1) and:
ClctTictl) = —]
o + v
k+1 T Yk
(25b)
~ 1
Al k1) = Yy
%k+1 T Vi
Finally:
_ d(k,8,)
2_ T e
(26). v €, 5,)
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The main drawback of this algorithm lies in the difficulty to
choose the window length M and the threshold e. By a simulation study as
well as on real data, we observed that, in this special case, the log-
likelihood ratio &(k,k-i) is a linearly increasing function of i, and
therefore ¢ should linearly increase with M. This fact has been corrobo-
rated by some theoretical computations (see the Appendix). Furthermore,
for noisy observations, the number of false alarms and missed detections

is highly depending upon the threshold €. (see figures n° 1, 2).

However, the systematic investigation of the behaviour of the log-
likelihood ratio % and the estimate V shows that the failure time 6 is
correctly estimated (even if the jump occurs in more than one step), and

that the estimate v, = Q(ék) is a good estimate of the amplitude of the

k
failure. As it shall be seen later, this properties of the failure estimates

have been explicitly used for deriving a new version of the algorithm.
‘ ;
Before doing this, let us just mention some other studies of the
algorithm and describe the compensation scheme for the filter, as it was

introduced by A.S. WILLSKY and H.L. JONES ([15], [16]).

A simplified version of the algorithm, where the maximization on 8
is cancelled, has been studied by E.Y. CHOW [7]: in this case, the estimate
§k is constrained to the value k-M+1,

Besides, the problem of the existence of C-l(k,e), which is the

covariance matrix of the estimate v can be ratherAdifficult for non obser<

k’
vable systems and has been studied by C.B. CHANG and K.P. DUNN [6] who pro-
posed a new algorithm in which the inversion of C is avoided and replaced by
the inversion of a matrix, the dimension of which is generally less than

that of C.

The sensitivity of the algorithm to modelling errors has been studied
in [4]. It seems that an oscillatory behaviour of £ and a jump in the esti-

mate 8 are characteristics of model errors.
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The compensation of the filter after detection of a failure works
as follows (see [15]): let the subscript n indicate "new" estimates and the
subscript o indicate "old" estimates, then one natural choice of the new

estimates is:

- Al 2
el T Rt %

-~ 2 ~2
(28) = (xklk)o + X, - xklk

(iklk)o + [¢(k’§k) - F(ksék)]

and for the error covariance matrix:
AY — ™ . -— -~ _.1 ~ . ~ - -~ '
29 @y - By, * B, 8)-F(,8)] ¢ (k, 0,01 Ck, 8, )-F (k,8,)]".

In order to aveid succes91ve false alarms after a failure detection,
theitest is reinitialized, i.e. the innovations are reset to zero, and the
error covariance is increased essentially because the estimate 2 is not

always accurate and can lead to instabilities in the algorithm.

For our particular model, we shall see later that this reactualiza-
tion procedure has to be modified in order to take into account the fact that

the slope of the observations is scarcely the same before and after a jump in

mean.

IT.2. A new version of the GLR algorithm.

In fact, this new algorithm is not a GLR test but uses all the infor-
mations given by this test as it was introduced by A.S. WILLSKY. It has been
derived in order to obtain a more ropust detector, and to allow an easier

adjustment by the practical user.

We use the estimate Gk = G(@k), which has been seen to be a rather

good one, and decide that a jump has occured when this estimated amplitude
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exceeds (in square norm for example) an a priori fixed minimum amplitude vy
by a quantity which is of course a function of the variance of vy In other

" v<vm" by a likelihood ratio technique. The

words, we test "v>vm against

. -1 N . . . -~ . .
matrix C (k,ek) is the covariance matrix of V3 but, because this fact is

true only under the hypothesis H] and under the hypothesis that 6, is an

k
unbiased estimate of 6, and because of the frequent multistep jumps that

occur in practice, we prefer to smooth the estimate v, in a finite window

k

and estimate the covariance matrix Sk of all the estimates Gk present in
this window. The length p of this window is obviously taken to be less than

the length M of the window introduced in Wiilsky's algorithm.

Our test is then the following:

30) N G v s{(l Gy !

A,
0

where Nk =p « | +# (k=1) =1 , and where. the threshold A and
{k>p+1} {k<p+1}

the minimum amplitude of jump to be detected vy have to be chosen. Up to now,

AV I

we bbviously assumed that Vo and Gk are positive. In case where ;k is negative,

in the preceeding test statistic.

we replace it by - X

For the special slope model we consider, this test becomes:

— 2
N, (x v.=-v ) H
(1) k k m >1 X
Sk <
Ho
where: .
-\—)‘ = o~ pil ; . = N -+ \)k \)k_p
k P ;oo k-1 k-1 P
(32) LY G
k p-1 120 k=i "k
3,
- ~k _k-p |ptl o~ — ~
i [p—l v + v * "k}

if k > p+!, and:
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if 2 <k < p+l.

The minimum amplitude vm‘and the threshold A, which measures a kind
of deviation between the estimated and the expected jump amplitudes, are clear-
ly more meaningful for the user than the threshold ¢ on the log~likelihood
ratio £. Furfhermore, it quickly appeared, during application of the two algo~
rithms to real data, that the modified one is less sensitive to the choice of
the window size M and of the threshold (¢ or A) and that these two choices are
1e£§ dependent upon each other. For example, for M=20, T=ql=1, q2=0, changing
€ from 30 to 40 may heavily affect the number of alarms obtained with Willsky's
previous GLR algorithm (see figures n° 1 and 2), whereas for the same parame-
ters and p=15 and vm=40,-changing A from 20 to 100 is less discernible for our

modified version. See figures n° 3, 4.

In order to understand the figures, it should be noticed that the
original signal is always the upper one, the lower being the filtered and
segmented one. The vertical lines indicate the detected "failures". Except for
the two last figures (#° 20 and 21) where the processing is reversed, for all
the figures the signal is processed from right to left. Each figure corresponds

to 2000 sample points.

Let us conclude this paragraph by some comments concerning the adjust-
ment of the different parameters in our slope model: T, qI, q2, and in the GLR
detectors: (M,e) or (M,p,vm,k). Paramete; of "stabilization" 7 appeared to be
of poor interest within the scope of failure detection and so was cancelled
(t=1). On the contrary, a noise on the mean state X, is necessary because it
allows a quicker convergence of the Kalman filter and increases the Kalman gain
and thus the forgetting ability. For our 28 levels quantized real data, q]=1

seems to be a good value (0.1 is obviously insufficient, and 10 too large).
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Taking into account a noise on the slope My should allow a better following

of the filter, especially in very noisy areas where our simple model is ina-
dequate, and should be chosen according to the sampling frequency of the data.
However, as far as the only aim of the study is the detection and estimation
of the failures, it seems that the introduction of such a slope-noise does

not improve the accuracy of the GLR detectors: the variations it involves on
the estimates gk and Gk are not very important if one thinks to the oversam—
pling of the signals and the difficulty one encounters in setting the true
instants at which jumps occur and their amplitudes. Compare figures n° 5§ and 7

with figures n° 6 and 8.

_ Nevertheless, when a first step towards a classification of the de-
tected failures is of interest, the estimates given by the Kalman filter may
be key parameters (for example, ak’ Gi), and a slope noise variance q2 may be

useful (of order of magnitude 1075 in this case).
_\1

The size M of the window used for searching the estimate [ partly

k
depends upon the number of steps in which most of the failures occur, and

could not be taken here less than 20. On the other hand, when using M=30 and
M=40, we observed that k—@k was nearly always between 15 and 20. So this size

(M=20) was chosen.

As was explained before, choosing the threshold € for the first GLR

algorithm is a difficult taks; so no "rule of thumb" will be given for it.

Therefore, let us now consider the setting of the parameters p, Ve A
involved in the new version. The size p of the window used when smoothing the
successive estimates Gk also obviously depends upon the number of steps neces-
sary for actual jumps; p=15 seemed to be more apprepriate than p=10 (for M=20).
Setting of Vo and ) depends upon the size of the jumps one is interested in.

In our example, both small and large jumps are interesting and meaningful for
the geologist; but, on the other hand, it is not desired to obtain too much
false alarms in very noisy areas. Keeping in mind the form of our test statis-
tic, which involves the variance of the smoothed estimate ;? as a multiplica-
tive component of the real threshold for the difference !3£—vm| which is of
interest, we decided to agsociate high thresholds for low minimum amplitudes
of jumps, and much lower thresholds for higher minimum amplitudes. For example,

(vm,A) = (25,1000) and (40,100) appeared to be adequate values. Furthermore,
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it seems that these two choices for the pair (vm,A) allows a first step -
towards a hierarchy among the detected failures, (for example see figu-
res n° (5,9), (10,11)) which is obviously not possible with the first
GLR algorithm.

Finally, a comment, concerning the reactualization procedure of
the Kalman filter after a detected failure, may help characterization and
claésification of -the alarms given by GLR detectors. To take into account
the fact that the slopes before and after a failure are scarcely the same,
a useful tool consists in over-initializing the error variance ¢, on ﬁk’
and the error covariance bk on (Qk,ﬁk), simply by multiplying the reactua—

lized values proposed by A.S. WILLSKY by constant factors.

As a first conclusion, GLR algorithms are powerful tools for fai-
lure detection and estimation, essentially because they estimate, at each
time, the amplitude of a possible failure, and, on the other hand, because
they allow processing of multidimensional signals. But, even for scalar
data, they involve a large computing burden, and therefore it is necessary
to compare them to less complicated algorithms in order to evaluate which
gain is obtained with this increased complexity and to give a guide for sol-
ving one of the tradeoffs we mentioned in the Introduction: the tradeoff in

complexity versus performance of such detectors.
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III. "FILTERED DERIVATIVES" DETECTORS AND CUSUM TESTS.

This section is devoted to the application of some simple failure
detection algorithms to the particular problem we presented in the Introduc-
tion. Most of the algorithms have already been studied, both via simulation
analysis and from a theoretical point of view; the interested reader is re-
ferred to [2] for this study, and to [1] for an application of these techni-

ques to edge detection in’'digitized pictures,

The behaviour and limitations of these algorithms will be analyzed,
and a new algorithm, which is a mixing of Willsky's GLR detector and Hinkley's
cumulative sum test, will be presented. This algorithm will be shown to be
far less time consuming than GLR algorithm, and still efficient and rather

robust.

III.1. "Filtered derivatives' detectors.

These simple well-known detectors first filter the analysed signal
before comparing its derivative to a threshold A. The two simple filters con-
sidered in [2] were the integrating filter and a‘filter, called "triangular",

the impulse response of which is of the form:

(34) =-atl - a(28~-t) 1 , with a?=1.
{O<t<2} {2<t<2s}
After one of these filtering operations and derivation (in discrete time),
the obtained observations are:

Yn+g Tn-g

(35) “n 22

in the first case, and:

(yn+l+yn+2+"'+yn+£) - (yn-1+yn-2+'°'+yn-2)

22

(36) z

in the second.
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With the aid of these two detectors, we mentioned, in (2},

ways of setting the alarms: the first one, called "rough", consisted in
setting the alarm when lzn, > A and forgetting the 22 observations fol-
lowing this instant, in order to avoid successive detections in the neigh-
borhood of a jump. The second method, called "with counter", consisted in
counting the number of instants at which the new signal [z | exceeds the
threshold A and which occur within the 2% instants follow1ng the first
overcrossing, and in setting the alarm only if this number of crossings
exceeds a fixed value NC; the instant of alarm was then chosen to be the
first of these crossing times. The advantage of such a method is obviously
to avoid false alarms, the drawback being the risk of nondetection if N

is too high. It was shown that N =2 was a good value, in the s1mu1at10n
analysis of simple jumps in mean as well as in the framework of edge de-

tection in noisy pictures (see [11, [2D).

However, when applied to the real data which we consider in this
paper, these algorithms appear to be quite inefficient in very noisy areas,
as it could be expected for. Thus a more elaborated type of counter has been
used: this new counter takes into account z, itself, and not only its abso-
lute value, and the alarm is now given when the number of crossings of the
same type (i.e. overcrossings of the level +\ or undercrossings of the level
=)) exceeds the threshold Nc during the 2% instants following the first one,

which is taken as the estimated jump time.

Some examples of application of this new "filtered derivative"
algorithm, with 22=16, A=320, NC¥4, can be shown on figures n° 12 to 15.
It can be seen that this algorithm is not robust enough for our purpose

(see figure n° 13): two many false alarms occur in very noisy areas.

III.2. Hinkley's cumulative sum test.

This cumulative sum test has been introduced by E.S. PAGE [13] in
quality control and studied by D.V. HINKLEY [11] for detecting jumps in mean
in a sequence of independent random Gaussian variables. It has been theore-

tically investigated in [2] for the two cases of jump in mean for Gaussian
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observations and jump in the parameter in a sequence of independent Bermoulli
random variables; new results concerning mean time between false alarms and
mean time delay for detection of a jump (under the hypothesis that no false

alarm occurred before the jump) were derived.

Let us recall the principle of this algotithm. Let (Yn) be a

n €
sequence of independent identically distributed random variables, ofIzaussian
laws with common variance 02, and the mean of which changes from mo>0 (known)
for n<6 to m =-m for n>0, where 6 is the unknown instant to be estimated.
(In the case of known means before and after the jump, we may always assume
by translation that the problem is to detect a change of sign). If the means
are unknown, the first mean o is estimated and the two detectors, one for an
increase in mean, the other for a decrease in mean, are adjusted in order to
find -jumps, the amplitude of which is supposed to be greater than a minimum
amplitude v = Iml-mol fixed a priori,

&
For a change of sign, the test works as follows: let SO=O and

n
Sn = z Yi (n>1), and observe the current maximum of this integrated signal:
i=1i
(37) M = max S, .
B Ocksn K

When Mn-Sn > h, where h>0, the alarm is given. See figure n° 22. Recall that

the drift of Sn is positive before the jump and negative after.

Contrary to the "filtered derivatives" algorithms, this detector
has the advantage of memorizing the entire past of the observed process by
the use of (Mn), and not only a fixed-size past as all filtering operations
with sliding windows do; nevertheless, it does not require complex calcula-

tions because:

(38) M -S = (M =S __,=Y ) 1 : .
n n n-1 n-1 "n {s <M }
n n-l!

When the means are unknown, the two Hinkley's detectors which work

in parallel are as follows: the first ome given by:

n AY
— — __m__ =
s, = izl (¥ ~m + ) (n>1) (s,=0)
(39)
Mn =  max Sk

Ofkfn
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is looking for downwards jumps (m° —*n%—vm), and the second one given by:

n \Y
= - -— —m =
U izl ; -m - (n>1) (U_=0)
(40)
m = min Uk
0k n

is looking for upwards jumps (m0 > m +vm). The decision concerning the pre-
o
sence of a jump is taken according to the first of these two detectors which

gives an alarm.

Two estimates of the instant of jump 6 are possible: either the
instant Th of alarm decreased by its theoretical bias, which has been cal-

culated in [2], or the last instant TM

reached between the instants 0 and Th' In the sequel, this last estimator

of 8 will be the only estimator that we shall consider.

» a4t which the maximum MTh has been

For detecting jumps in the mean in signals, the state model of
which is of order greater than'1, the procedure obviously consists in using
the previous Hinkley's detector for the innovations of the Kalman filter

built according to the considered model.

But, in spite of their properties of efficiency and robustness
vhich were shown in [2], Hinkley's algorithms cannot be used without know-
ledge of the first mean m_, and, in order not to forget possible jumps which
could occur during the estimation of m , one usually introduces a filtered
derivative detector during this only period where the error variance on the
estimated m is too large. This has been done for line-by-line edge detec-
tion in noisy images (see {1]), and we shall come back to this coupling of

algorithms in the next paragraph.

But one can also think of using a threshold h which is a function,
not only of the minimum amplitude of Jump Vo and the measurement noise ¢°,
but also of the error variance on the estimated m_. This has been done for
our data, and an example can be seen on figure n° 16. 1t immediately appears
that this procedure may not be efficient for detecting two successive jumps
and thus the use of a "filtered derivative" detector during the estimation of

m is quite necessary.



Let us first mention another procedure which has been elaborated
for detecting two opposite jumps which occur quickly one after the other,
in the case where a coupled "filtered derivative" detector is not sufficient
to detect the second one (except if one accepts many false alarms): it con-
sists in using, for the second jump, the same detector that has found the
first one, but the mean estimated before the first one. This procedure has

been used for blood vessels detection in noisy images by J. GASNIER (see [8]).

III.3. Coupling Hinkley's algorithm and "filtered derivative" detector.

Considering the noisy signal which has to be analyzed it is quite
clear that a simple integrating filter, which was used for edge detection, is
not efficient enough to detect "early" jumps without giving raise to numerous
false alarmé. Therefore, we used the more complex counting of the crossings
which was presented at the end of the first paragraph of this section. See
figures n° 17, 18. Comparing figures n° 16 and 17, one can appreciate how the
use of this "filtered derivative" detector, while estimating m_, can reduce
some undesirable behaviour of the Kalman filter after detection of a jump.
(0f course, we use here the same state model for the data as was used with

GLR detectors).

Let us recall that this drawback of Hinkley's algorithm, with respect
to Willsky's GLR algorithm, cannot be overcome: after each detection of a jump,
the analysis of the signal "starts again from zero" as at the beginning, and
one cannot do anything else because the processor does not obtain any infor-
mation about the size of the jump when a detection occurs; the minimum ampli-
tude Vo is in fact a poor information because,.with noisy real data, the
"symmetrical" situation (corresponding to the change of sign of mo) is scarcely
encountered. Therefore, the "reactualization" procedure used by A.S. WILLSKY
to initialize the Kalman filter after each detection of a jump cannot be intro-

duced when Hinkley's cusum tests are used.

In the next paragraph, a new algorithm, which keeps the computational
advantage of Hinkley's algorithm and the power of Willsky's GLR detector, will

be presented and shown to allow a real improvement.
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ITI.4. A new algorithm mixing GLR and cusum tests,

A large part of the computlng time involved by Willsky's GLR algo-~
rithm is due to the search of the estimate 8 of the failure time which maxi-
mizes the likelihood ratio 2(k,8) ‘for k-M+l < 6 < k. Thus using Hinkley's
estimate leads to a noticeable reduction of the computing time, all the more
as the estimation of v with the aid of Willsky's formulas does no longer need
computing the functions F(k,6), G(k,98), C(k,8), d(k,6) for all 6 between
k~M+1 and k, but only for the time 6 given by Hinkley's test. In other words,
as long as: Mk= or mk= (i.e. the random walk Sk increases or Uk decreases)
the estimate of 6 is taken to be k, and F, G, C, d are computed with the aid
of the "initialized" formulas (23b) (25b); and when Mk or m remains the same,
say M K, or mk , 6 is taken to be k and F, G, C, d are computed with the aid

of the recurs1on formulas (23) (25)

This ﬂew algorithm, which gives an estimate of the amplitude of the
failure together with the failure time, can therefore be connected with
Willsky's updating procedure for the Kalman filter after each detected failure.
It should be noticed than this algorithm is a little less efficient than the
modified version of Willsky's GLR algorithm we have presented in section II.2;
the main explanation for this behaviour is the fact that the ideal "symmetri-
cal" case for Hinkley's detector is scarcely encountered is noisy areas, and
therefore the estimate of the failure time is less accurate: the delay for
detection is often larger. This can be seen for example on figure n° 19
(compare with figure n° 4) where the horlzontal arrows indicate the delays

for detection.

However, as far as one is concerned with the classification of the
detected failures, a first short analysis has shown that this new algorithm
mixing GLR and cusum tests may be almost as efficient as the modified GLR

algorithm.
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COMPARATIVE STUDY AND CONCLUSIONS.

Several elements of comparison between the different algorithms have

been given all along the former sections. This last section is devoted to a

more precise comparative study in terms of quantitative evaluations of the

computations,

the number of data that have to be memorized, the number of

parameters to be adjusted, and, on the other hand, qualitative pieces of in-

formation such as sensitivity of the algorithms to the setting of the parame-

ters (model, filter, detector, updator), efficiency (quick detection after

actual failures, but not too many "false" alarms), and robustness (essentially

with respect to modelling errors, and high non~stationarities).

IV.1. Quantitative evaluations of the complexity of the algorithms.

§

We consider here only three detectors: Willsky's original GLR algo-

rithm and the modified version we have presented in section II.2, and the new

algorithm mixing GLR and cusum detectors presented in section III.4. They will

be respectively denoted by W,

WM and HKW. The computations are related to

the special model (3) (see Introduction).

Kalman .
filter W WM HEKW
nb of additions
at each step 17 8(M~1) 8M+ 1 6 or 6+8
nb of multiplica-
tions at each step 20 9(M~-1)+2 9M+2 2 or 2+6
nb of parameters 3 or 2 2 4 2
to be chosen
chos (t,q1, (¢2) M, €) (M,p,vm,l) (v »h)
6 4M 4M+p+1 10
nb of data to be (% ,ﬁk ,82 s (fl,fz,C,d (f] fz,C,d (2 cusums
. k=1 -1’ "k~1 s ’ . ?
memorized (apart a b c )over the window)| over the window 2 extrema,
from the current k=1’ "k~1>"k~-1 and Vimjr e 2extremum times,
data vy, ) - gl g2
k \)k,"'p’sk—l) £ sf sC,d)
nb of tests (search
for extremum) at _ M-1 M+2 5

each step apart
from failure test

For the updator (the same for all the algorithms), 5 additions and 10 multi-

‘plications at each alarm. (bk and Cx being updated and emphasized).
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IV.2. Practical versus theoretical point of view for studying efficiency

and robustness.

It should be emphasized that we here study sensitivity, efficiency
and robustness only from a qualitative point of view, for the following rea-
sons. First, some theoretical studies concerning some of the algorithms have
already been done: for the first GLR algorithm, A.S. WILLSKY and H.L. JONES
derived the probability of false alarm and the probability of correct detec-
tion of a jump of magnitude v at time 6 (see [16]; for Hinkley's cusum test,
M. BASSEVILLE derived formulas for the mean time between false alarms and
the mean time delay for detection of a jump, under the hypothesis that no
false alarm occured before the jump (see [2], where a comparative simulation
analysis, concerning Hinkley's and Shiryaev's cusum tests and some "filtered
derivatives" detectors, can also be found). The second reason that led us to
this qualitative point of view is that theoretical results concerning the
properties of an algorithm are scarcely sufficient to give a guide for the
setting of its various.parameters in practice. Three examples, concerning
the real data sfudied in the present paper, can be given: the probability
of correct detection derived in [16] can be used only if the magnitude v and
the failure time 6 are known, and furthermore it has been shown in section
II.1 that the first GLR algorithm is rather sensitive to the choice of the
window size and of the threshold; second, the theoretical results concerning
Hinkley's cusum test may be difficult to be used in practice because of the
complexity of the formulas and, especially, because the "symmetrical situa—
tion" for detection is scarcely encountered (see séction I1T1.2), all the more
as the underlying model which is used is a poor one with respect to the actual
structure of the data (think of the very noisy areas of the signals); and,
third, standard choices of thresholds coming from theoretical results may be
very different from the choices which appear to be interesting in practice:
for example, the likelihood ratio test used with the smoothed estimate v in
section II.2 is usually set with a threshold of about 2 (at the level 5 Z)s
but thresholds of orders of magnitude 100 and even 1000 appeared to give in-
teresting results. So it seemed to us that qualitative informations coming
from implementation of the algorithms in real situations {and not ideal ones)

could be of interest.
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IV.3. Concluding remarks.

Let us first notice that the causality underlying the recursive pro-
cessing of the data has to be actually taken into account: all the studied
failure detection algorithms differently work according to the processing di-
rection. For instance, compare the figures n° 2 and 4 (where the signal is
processed from right to left) respectivély to the figures n° 20 and 21 (where
the signal is processed from left to right). This can be explained by the
differences that generally exist between the measurement noises before and
after the failures: it is obviously easier to detect transitions between a
smooth signal and a noisy one than in the opposite case; and, in our special
application, this fact is due to the ''geological causality: the way in which
a layer has been formed depends upon the previocus ones (and thus downwards

ones, or right to left on the figures).

Sgcond, let us indicate that, because of the good results which have
been obtained especially with the modified GLR algorithm, it does not seem that
non sequential treatments by sliding blocks could improve the global results
if one think of the tradeoff between complexity and efficiency; but this point

has to be further investigated.

Fipally, let us emphasize the main conclusions coming from the compa—
rative study which has been described in this paper. In spite of the large num-~
ber (4) of parameters to be chosen for the WM detector, it has been shown that
this algorithm is less sensitive to such a choice than HKW algorithm for which
only 2 parameters have to be set up. (See section V.1). Furthermore, the main
advantages of this WM algorithm are the relative independence of the window
sizes M and p with respect to the threshold X (see section II.2) and the simple
interpretation of the two key parameters v and A, which are more meaningful
for the user than the threshold ¢ on the likelihood ratio of the original test
(see (17) - section II.1)). It has to be noticed that the minimal amplitude of
jump Voo which is involved in the WM algorithm and in all the algerithms based
upon Hinkley's detector, has not exactly the same meaning in these two cases
because Hinkley's algorithm (and HKW also) allows detection of failures the
actual amplitudes of which are less than the fixed v (this fact is due to the

non symmetrical case often encountered in practice. See section IIT.2).
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Another consequence of this situation is the delay for detection which is
larger with Hinkley's detector than with WM or W algorithm (compare figures
n° 4 and 19).

A last feature, common to GLR algorithms and cusum tests, has to
be emphasized: the robustness of these algorithms with respect to the hypo-
thesis "white measurement noise" is obvious, especially in the serrate areas.
Let us only recall that, first, this fact has already been observed in [1]
and [8] for Hinkley's detector, and, second, the choice of the estimate of
the variance of the measurement noise contributes to this robustness (see

section II.1).
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APPENDIX

Theoretical behaviour of the GLR.

The purpose of this appendix is the study of Willsky's GLR detector
in "stationary" operating mode, in other words after the Kalman filter has
converged, in order to analyie the influence of the variops model parameters
(18) upon the test function and to give a guide for settiﬁé the threshold ¢
(see (17)).

. . 2 . .
Assuming that the variance ¢~ of the measurement noise is known,
we derive from (19) that, when k = +», the Kalman filter converges to the

following values:

for the gain:

a = 4
2

v+o
Tb+c
£ = 5=
g +v

\

where v =1a+ 2 tb + ¢ + ql,

and for the estimation error covariance matrix:

a = (I=a) v
b = = B8v + 1thb + ¢
= (1=a) (tb+c)
2
¢ = = B(tb+tc) + ¢ +q .

. . 2 . .
In the special case where the variance q° of the slope noise is zero,

we obtain: tb + ¢ = 0, and thus: 8 = b =0, and ¢ =0, If follows that:
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and q = vz is the positive root of the equation:
v+go
1
02T2a2 + (02(1—12)+q Ja - q1 =0
i.e.:

-[ 02(1-12)+ql] + /[ 02(1+ T)2+q1][ cz(l—r)2+ql] .

2 021

Again when k = +®, the test function F(k,6) is such that, if
£5(n) = lin £ (k,k-n) (i=1,2), then:

k>
£m = 0 (¥ w0
and:
fl(n) = (l=-a) T f](n-l) + " o for n>1
{ £1) = o
(see (23)). ¢
Thus: fl(n) = [1—(1-a)n+]] ¥ n>0,

and the test function g becomes:
gm) = ®- 1l
ice.: gm) = "(1-a)"

Therefore, from (25) it comes:

C(n)

it

2
C(n-1) + le@i” g(n;]
v+o

or, equivalently:

m 1 l___c2r1+2(1‘___0‘)2n+2
Cn) = 2 2 2
v+o -1 (1~a)
2
where: :v =,EE_’
I-a
I~ 1_T2n+2(]_a)2n+2

i.e.: c(n) =
02 l-rz(l-a)2



- 29 -

On the other hand, A.S. WILLSKY and H.L. JONES [16] have shown
that, for a general model (4), the GLR 2(k,8) (see (16)) has a non central

Chi-squared density with n_ degrees of freedom (n_ = dimension of the "fai-

£ f
lure" vector v) and noncentrality parameter v' C(k,0)v, where 6 and v are
the true values of the failure characteristics. Therefore, for our special

model (18), the GLR 2(k,8) is such that, if: 2(n) = 1lim 2(k,k-n) (conver-

gence in distribution), then: kot
,
E(m)] = 1+v°c)
: v2 l_T2n+2 (1-a)2n+2
= 1+ —E-(l—a) 5 > .
o =17 (1-a)

The "asymptotical" behaviour of the test functions %(k,0) within
a window of length M (k-M+1 < 6 < k) can then be deduced from the following

remarks:
let us compute:

2
Vo T2n+2(1_

2
c

ER(n+l)=-2(n)] = 2n+3.

)
If the state noise has variance q1=0, then the Kalman gain o=0,

and thus E [#(n)] is a linear function of n, as has been observed during a

simulation study. The threshold ¢ in this case should linearly increase with

the length M of the window.

If the Kalman gain o« is near to zero, then:

V]

2n+2
T

ERm+D)=2(n)] = y'f [ 1-(2n+3)al,

o
i.e. E[R(n)] is a parabolic function of n. This fact has been observed on

real data.

Let us emphasize thatithis behaviour of the generalized likelihood

ratio depends upon the state model.
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. FIGURE CAPTION

(W) Original Willsky's GLR test (threshold 30).
(W) Original Willsky's GLR test (threshold 40).
(WM) Modified GLR test (threshold 20).

(WM) Modified GLR test (threshold.100).
Modified GLR test. No slope noise.

Modified GLR test. With slope noise.

Modified GLR test. Incidence of (vmﬂk).

A "filtered derivative" detector.

Hinkley's detector. Threshold depending upon the error
variance before jump.

Hinkley's detector coupled to a "filtered derivative' detector.
Incidence of v

(HKW) An algorithm miwing GLR and cusum tests.
W algorithm. Processing from left to right.

WM algorithm. Processing from left to right.

Hinkley's cumulative sum test.
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