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ABSTRACT
We present a new definition of pure or ty ped
- lambda-calculus models together with new syntactic and

semantic model constructions. We motivate our definition by
the construction of structures which are not models in the
usual definitions although they should definitilely be (in

our opinion). The syntactic constructions concern initial
and fully abstract models in the sense of Milner. The
semantic constructions show how to obtain models from

cartesian closed categories. In all cases we put a special
emphasis on the additional properties of continuity and
approximation continuity.

RESUME

Nous donnons une nouvelle definition des modeles des
lambda-calculs purs ou types et de nouvelles constructions
syntaxiques et semantiques de modeles. Nous motivons notre
definition en construisant des structures qui ne satisfont
pas les definitions classiques alors gqu“elles devraient
clairement etre des modeles. Nos constructions syntaxiques
produisent des modeles initiaux et des modeles completement

adequats au sens de Milner. Sur le plan semantique nous
montrons comment obtenir des modeles a partir de categories
cartesien fermees. Dans tout les cas nous etudions plus

specialement les proprietes de continuite et de continuite
par rapport aux approximations.



(G

Introduction

There are two main methods for constructing models of
A-calculi or programming languages. We shall call the first one

the syntactic method. It is characterized by the fact that the

elements of the model are derived from the terms themselves. They
may be for example equivalence classes of terms, infinite terms

etec. [ 1,4,14,32 J. On the other hand, in the semantic method the

objects have some intuitive meaning on their own, independently

of the modelled language. They may be integers, functions, relations
etc. T 6,26,28,23]. Our purpose here is to present some syntactic
and semantic model constructions for the free lambda calculus and
for Milner LCF languages [19,20,2ul, which we take as examples of
"programming languages" (these languages are typed A-calculi with
first-order primitives and recursion operators). The syntactic
constructions will concern initial models and fully abstract

models [ 20 ]. The semantic construction will show how to obtain
models from cartesian closed categories. In all cases we shall be

particularly interested in some additional properties of the models,

namely continuity and approximation continuity (a continuous model
is said to be approximation continuous when the value of any term
is the lub of the values of its syntactic approximations [ 14,31 1.
The models Dm, Pw, Tw, 28,29 ,25 ,31] are typical examples of

approximation continuous models).

Of course the first thing to do iIs to define the notions
of model, continuous model and approximation continuous model. In
most classical definitions one introduces a value domain, an
environment domain which is the set of functions from yariables to
values, and one interprets any term as a functig& from environments
to values in the traditional logical style. We shall not follow

this technique, which has in our opinion two major drawbacks

- When considering models which are not extensional,
i.e. do not consist of functions, the binding of a variable by
a X in a context may be of a different nature from its binding

by ar environment, which is always extensicnal by definition.



This is certainly odd, since environments are used for passing s
bindings through lambdas. Hindley-Longo [ 9] introduces an extra
condition in order to have also extensional binding by lambdas.

It is met by models such as P%r T% 729,25 1, but not by some

other models such as the sequential algorithms model of [ 6 ].

- For continuous and approximation continuous models one
is lead to put some extra structure on the interpretation domains
(typically a cpo structure). It is often impossible to give the
required extra structure to the set of functions or even continuous
functions from environments to values, while it may be easy to
do it for other sets. Typically in the sequential algorithms model
of T 687 it is obviously natural to interpret a term as an algorithm

from environments to values and not as a function.

The solution we propose 1is a simple one. For example
in the pure A-calculus we add to the usual combinatory algebra
<D, . > aset E and a map eval = Ex Env—sD. The terms are
interpreted in E and their value in environments is computed "
through eval, more or less like in LISP [ 16]. The extra structure
is added by a suitable choice of E . The classical models are .
just recovered by taking E as the set of functions from environment
to values and eval as functional application, although we shall
see that this choice is rarely interesting. The notion of morphism
of models becomes quite straightforward. Notice that the definition
is actually quite different in spirit from those of [1,3,18 1.
In particular our models may very well satisfy the n-rule without
being extensional, which is impossible in [ 1 , 9 J. Again the
sequential algorithms of [ 6] are an example of such a non-

extensional n—model,See[?]for a comparizon between the model-definitio

Our first constructions are straightforward and ccncern
initial models. The initial (n-) model is simply obtained by
taking E and D as the (n-) interconvertibility classes of
cpen and closed terms, eval being just ordinary substitution.

The initial approximation continuous model is obtained in the same
way from BShm-trees [ 1 ,14]. A more interesting model is the

initial approximation continuous n-model for PL languages. Here we

use the fact that the n-expansion always terminates in typed



A-calculi [10]J, so that any n-equivalence class of BS8hm trees has
a canonical element in maximal n-expansion. The set of n-expanded
BShm trees has many interesting properties : it is closed by
abstraction, application, substitution and B-conversion. From this
one checks that n-expanded BShm trees form the required model.
Moreover we show in theorem 3.3.9. that this model is order
extensional when the language has enough basic function symbols,
in other words that A < A' holds iff AB < A'B for all B when

A and A' are Bdhm trees of the same type. This new result has
some similarities with BShm's theorem [8] and will be reused later

on.

The second constructions concern fully abstract models
of PL, as introduced in [20,2414. We show how to extend Milner's
construction [20] for combinatory logic to A-calculus, which is
not entirely straightforward (notice in particular that contexts
may bind free variables, which is of course impossible in
combinatory logic. The proof of Milner's first context lemma is
therefore much more delicate). Moreover we give new fully abstract
model constructions for the initial (or free, or symbolic)
interpretation to which Milner's construction does not apply.
We notice that the initial approximation continuous n-model
constructed above is fully abstract w.r.t. the initial interpretation
because of the theorem 3.3.9. As a consequence we see that any
model of the symbolic interpretation is fully abstract, contrarily

to what happened in [20] where the fully abstract model was unique.

The last construction concerns categorical models. We
obtain a model from any retraction 6 = ¢ =-(C+C) in a cartesian
closed category. We show that it always satisfies n when 6 is an

isomorphism, without needing to be extensional.

The main application of these results are to the categories
of stable functions [3,4], for which a classical proof by
extensionnality is possible but tedious, and to the category of
sequential algorithms on concrete data structures [6], where the
categorical proof is really necessary since the objects are not

functions anymore.



Clearly the idea of relating the Lambda-calculi and
cartesian closed categories is not a new one. The first explicit
relation to our knowledge appears in Liambeck 13], who shows
the connexion between proofs in intuitionistic logic, combinatory
algebras and cartesian closed category. (Notice that the "polynomial
equality" between expressions considered in [13] is close to our
model equality and is not defined extensionnally on environments).
Categorical constructions are implicit in Scott's construction of
D> , and are made explicit by Wand [33] and Smyth-Plotkin [ 30]

(who also propose categorical treatment of universal domains such
as PY or TY). But the property of being a model is generally
proved by some extensionnality arguments [25, 28, 29]. We show here

that these arguments are indeed not necessary, and claim that the

cartesian closure is really the key property for semantic model

constructions. Notice that the sequential algorithms of [ 6] are

in no way extensional, so that the classical proofs by extensionality

do not work for them.

The first section recalls necessary preliminaries. In the
second section we present our model definitions. The third section
is devoted to the study of initial models, while we give fully
abstract model constructions in the fourth section. The categorical

constructions are presented in the last section.



1. PRELIMINARIES

We recall briefly some basic definitions about partial
orders. We introduce the syntax and basic properties of our
two languages A and PL, together with their notions of syntactic

approximation. We follow the definitions of [1,4,14,31]

1.1. Complete partial orders

Let <D,< 1> be a partial order with least element L.
A nonempty subset AcD is directed if for all x,yeA there exists
zedA such that x<z and y<z, and D is a complete partial order or
ecpo if any directed A<D has a least upper bound (or Zub) wva.
Given two cpo's D and D', a function h: D+D' is continuous if
it is monotonic (increasing) and if it preserves lub's of directed
sets. A strict function or morphism of cpo's is a continuous
function h: D»D' such that h(1) = L. Let h: D+D’be continuous.
A fixpoint of h is an xeD such that h(x) = x. The element
yh = th(l) is the least fixpoint of h.

Let <D,<,1> be a partial order. A directed ideal 1cD
is a directed set such that xeD, yel, x<y imply xel. The comple-
tion by ideals <D ,<,1> is the set of directed ideals of D
ordered by inclusion. For xeD, let i(x) = {y<x}eD". Then D" is
characterized (up to isomorphism) by the fact that for any
cpo D' any monotonic h: D+D'’extends in a unique way into a
continuous h : D°»D' such that h = h"oi.

O

1.2. The pure A-calculus

The A-calculus A is generated from a set V = {x,y,...}
of variables by xe€A,(AxM)€A and (MN)eA if xeV, M,NeA. We use
classically right association for A's and left association for
application, so that Axy.xyz abbreviates (Ax(Ay((xy)z))). We
consider the usual o- and B-conversion rules defined by

AxM AyMly/x1, y not free in M, and (AxM)N 3 MIN/x1. (We shall

not view the n-rule as a conversion rule but only as an exten-

sionnality principle, see 2.1.2.).



We ‘call context CG[ ] an expression with a hole [ ]
to be filled by another expression M, giving result G[MI].
Notice that in this process a free variable M may be bound by
a A in ¢[ 1, as in Ax.[x]. Such a capture is not possible by

substitution.

We call head normal form any eXpression of the form

. > >
AX . X "xm'XM1M2"°Mn’ also written Ax.xM. Let Q be a new

172°
symbol called the syntactic undefined. We define the set N
of Q-B-normal forms [31] by

QeN
kxlxg...xm.xalaQ...aneN if al,az,.ﬁ,aneN
For a,beN we write a < b if either a = Q or
= Ax b = Ax.xb_b b b i<
a = Ax.xa,a,...a ., = Ax.xb, b ...b ai< 3 for 1<i<n,

We denote by <Nm,<,9> the completion by ideals of
<N,<,Q>, and denote the elements of N by A, A', B... [Notice
that N° is an w-algebraic coherent cpo [ 4,261 with N as basis].
Given MelA we set w(M) = Q@ if M is not in hnf and w(xg.xM) =,A;~X£T§
Clearly w(M)eN. We set BT(M) = ulw(M')|M3M'}eN” and
call BT(M) the syntactic value of M in Nw, see 1,144,157, If
AeN® satisfies A<BT(M) then A is called an apprcximation of M.
If AeN then A is called a finite approximation of M. We write

A<M instead of A<BT(M) when no confusion is pecssible.

It is also convenient to add Q to the language A itself
(as a new variable which cannot be bound), thus obtaining the
language 2% of partial A-expressions. The Q-match ordering C
on AQ is of course defined by M N if M = @, or M = Ax.M,,
Mlg Nl’ or M = M1M2, N = N]_NQ’ Mll;_Nl, M2 I;NQ.

N = Ax.Nl,

Notice that N is included in AQ and that a < a' is equivalent .

to a [Z a' for a,a'eN. If aeN and MeA, then a<M holds if a N

for some N such that MiN.



A closed term in A, AQ or N is a term without free
variables. A closed term of N  is an AeN" which has only closed
finite approximations. The sets of closed terms will be written

Q

A, AY, N and N”.
¢ c c c

1.3. The languages PL(F)

These languages are typed A-calculus with Y combinators
and a set F of first-order basic function symbols, see [i9,20,24]
When F is assumed from the context, we simply write PL instead

of PL(F).
We consider a set K = {Kl,r2,..,xn} of ground types,

and generate a set T of types by keT if xeK and (o+t)eT if

c,TeT, see M 20]. We write OX0, % .. X0 T instead of

(01+(c24...+(0n+t)..)) and notice that any type ¢ has a unique

decomposition of the form ¢ X0 X .. o X0 FK, keK. A type of the

1
form KXK X .. Xk >k, Ki,KEK, igny is called a first-order types.
We also consider a set F = {f%,g",...} of basic function symbols

where each £f°¢F has a first-order type.

Given a set V = gVO of variables(ﬁhere each V% is

((o>0)>0)

denumerable) and a set {Y » 0eT} of fixpoint combinators,

we generate the language PL = PL(F) = uPL(F)’ by
o
(i) x"ePL(F)? for x%ev

(ii) £%PL(F)° for f£frF

(1i1) (Ax.uT)epn(F) (97 T) for x%cv, MTePL(F)"
(iv) MRy pL(F)T for w7 pL(F)%?T, NOePL(F)®
(v) (y$(920)20)(o3a)y o1 (09 fop w(979) pr(p)(020)

Of course we shall omit types unless strict necessity.
Notice that we allow Y to appear only in combinations. This
corresponds to common programming practice, simplifies many
results, but is not essential to these results (see [ 1 ]).

The conversion rules here are o- and R-conversions as before,



plus Y-conversion defined by (YM) —p M(YM).

The contexts are defined in the same way as in A,

that the holes must be typed and filled with expression of their

types. We shall also need contexts with several holes

o o
L ]11, r ]22, Ceee

With respect to head normal forms or approximations,

the symbols of F act just as variables

. > >
Hence hnf's have either the form Ax.xM
approximations are constructed as in A

Qd, ceT, and form sets N(F)=8N(F)O and
The language PLQ is constructed in the

The c¢losed terms are the terms

in V and form sets A , AQ, N and N .
c c c c

The restriction that any feF has a first-order type has
an important consequence : for any ground type keK the elements

of Nf and me only contain symbols in F and ground Q's (no A's,

which cannot be bound.
or the form AX.fM. The
with typed symbols
NT(F)=yM(F)°”,

Q
same way as A .

without free variables

except

C

no variables, no Y's).

In other words NZ and N:K are the free ordered and

continuous algebras of type k generated by F, so that Nz is

generated by
(i)  e¥eN
c
(ii) fKeNz for f£YeF

e K
(iii) fala2...aneNc for f
eN<1

C

and

K1XK2X ... XKp+K

eF

, 1l<is<n

As an example we shall consider Plotkin's language

PCF[ 24], suited to arithmetic computations. It has two basic

types N (integers) and B (booleans), and the following list of

basic function symbols

s1,2,...0,... ¢ N

B
N->N

+ |Oo

b

] Hy
= [

s
[

]

-



zero? : N-B
CondN : BXNXN-+N

CondB : BxBxB-+B
where condN and condB define conditional expressions, so that

condNPlP2P3 should be read as if Pl then P2 else P3 endif.




2. THE MODEL DEFINITIONS

We start by the definition of a model of A, which
is the simplest one. Then we turn to approximation continuous

models of A and least fixpoint models of PL(F).

2.1. Models of A

2.1.1. Definition : A semantics S of A is defined by

a set E¢ and a mapping ST 1 : A+E¢ which satisfies the two

following conditions for all M,NeA.

(Cong) SIMI=SCNI=vA[ 1.SCqCMII=SCCLNIT
(Conv) M —N=>S[MI=SINI

A semantic is syntactically extensional or is a
n-semantics if it satisfies one of the three following equivalent

conditions (equivalence proof left to the reader)
(se ) VM,N, (VP SIMPI=SINP])=8TMI=8IN]
(se2) YM,N, x not free in MN,

S TMx]1=STNx]1=STMI=SINI
(n) VM, x not free in M, SEAx.Mx1=STM]

A premodel M=<EH,DH,eval,o> of A is defined by

- a set EM called the semantie domain ;
- a set DM called the value domain ;

- a set EnvM called the environment domain, which is the

cartesian product of denumerably many copies of D indexed by
the variables of V. We write p,p',...€cEnv. For peEnv we call
p(x)eD the x-th component of p and for deD we call plx+d] the
environment such that plx<«dl(x)=d and plx<«d](y)=p(y) for yzx ;

- An evaluation mapping eval : EMXEnvM+DM, which will allow

to compute the value of an expression in an environment.

For $eE, peEnv we write ¢p= eval(d,p)

- An application mapping .:0xD>D



A premodel is environment extensional if ¢p=¢'p for
all p implies ¢=¢' in E, value extensional if d.e=d'.e for all
e implies d=d' in D, extensional if it is both environment and
value extensional.

’

A model M of A is a premodel M together with a semantic
mépping ML 1:A»E which satisfies (Cong) and (Conv) above -i.e.
is a semantics- and satisfies the following conditions for any

M,N,x,0,0",d
(Var) MIxTp=p(x)
(app) MIMNIp=(MIMDp).(MINTp)
(lambda) (MEAxMIp).d=MIMIp{x<«d]

(Free) MIMIp=MIMIp*®* if p(x)=p'(x) for all

x free in M.

We write M=,N for MEMI=MEN] and call 1 the M-equality.

It is straightforward to see that the semantics
is syntactically extensional when the model M is extensional.
We shall see that the converse is not necessarily true.

O

Notice that our model definition differs from those _
of 1, 9]. The first difference lies in the explicit introduction
of the semantic domain E, which is implicitely always assumed to
be the set of functions from Env to D in [ 1, ©J]. We shall see
that in many case this implicit choice of E is not satisfactory.
This will be quite clear on approximation continuous models
where some extra structure is needed on E, which call not always
be defined on the set of (continuous) functions from Env to E.

The second difference lies in the requirement (&) M=MN=>AXM=MAXN

which follows from (Cong). Hindley-Longo [ 9 ] require a stronger
condition which will not necessarily be satisfied by the
categorical models of section 6, and is indeed not satisfied by the
algorithm model of [ 6 ]. The introduction of E gives us useful
flexibility without loss of generality. The precise relations

between the various model definitions are studied in [7].



Let us turn to continuous semantics and models

2.1.2. Definition : A continuous semantics S is

defined by a cpo <ES,[;,1> and a mapping Sl H:A+ES which
satisfies the following conditions for all M,N,G[ ]
(conv) M —S5N =) ST MI=S[N]
(mon) STMICTSINI = SICGIMIT=SICINI]

(1im) TFor all XcA, if the set SIXI={STMI,MeX} is
directed and has lub S[N] then the directed set
SCQrx11={SIQIM]I,MeX} is directed and has lub STCLMI].

We write ME;SN for SIMICSTIN]. Notice that (mon)

implies (cong), so that S is a semantics in the previous sense.
The equations (mon) and (conv) express the monotonicity and
continuity of the formation laws of A. For example (mon) can

obviously be replaced by two conditions.
vM,M' ,N,N', SIMICSIM'] and SIIND;S![N']1=>SEMN]]I;SSEM'N'D
VvM,N,x, SIMICSEM' =) ST AxMI=ST AxM'].

Notice that a continuous semantics S is syntactically
extensional iff it is syntactically order-extensional, i.e
satisfies one of the three equivalent conditions
(soel) WwM,N, (vP STMPI=SINP[)=>STUI=STN]

(soce2) VM,N, x not free in MN, STMxJIc STNxI=STMI= ST NI
(n) VM, x not free in M, SEAxMx1=STM]

Hence the introduction of the ordering makes no difference
for syntactic extensionnality.

A continuous semantics S is approximation continuous

if it satisfies in addition the two conditions

(omega) STMI=r if BT(M)=Q

(approx) STMI=u{Sfal,a<M} for all MeA.



Hence the value of M must be the lub of the values
of its finite approximations. A continuous model satisfying
only (omega) will be called sensible, following [1,12]. In
any sensible model the semantics S[ J:A->E extends to S[ B:AQ+E
by setting S[Ql=1. Also SIMD=1 implies S[AxMI=1. and S{MNI=. for
all x and N (use (cong) and BT(AxM)=BT(MN)=Q when BT(M)=Q). In
any approximation continuous model SI I extends furthermore to
N by setting S[Aal=u{S[al|a<A}, and is continuous. Then (approx)
rewrites into SIMI=SIBT(M)T.

O.

Having finished with semantics we turn to models.

2.1.83. Definition : A continuous premodel is defined as

a premodel M=(<EM,g;,l>,<DM,s,l>,<EnvM,s,1>, eval,e) where
EM and DM are cpo's, where EnvM is ordered component-wise and

where eval and e are continuous and left strict (i.e. such that

eval (1,p)=t and Led=1 for all p and d4).

A premodel M is environment-order extensional if

$p<¢'p for all p implies $=¢"' in EM’ value order extensional
if dee<d'ee implies d<d' in DM’ order extenstonal if both
conditions are satisfied.

A continuous model M is a continuous premodel together

with a continuous semantics MI B:A+EM which satisfies the model

equations (var), (app), (lambda) and (free). It is sensible or

O

We grouped the different conditions to satisfy in

approximation continuous if the semantics M[ ] is.

appendix A. Classical examples of approximation continuous
models are the models D° of [ 281, which is order-extensional,
and the models Pw[2@ and Tw[23 which are not extensional. It is

shown in [ 2 ] that BT(M)<BT(N) is equivalent to Mol



2.2. Models of PL(F)

The basic definitions are similar, with types added
of course. Here we also need to define the semantics of the
combinations (YM) and of the basic function symbols of F. For
(YM) we shall use least fixpoints. For symbols of F we shall
follow Milner [ 20 J and use first-order interpretations. It
would be also interesting to introduce first-order rewriting
rules as in [ 11]. However this would raise important syntactic
problems which are certainly outside the scope of this paper.
In the particular case of PGF, an equivalence proof of the two

techniques is given in [ 24 ]. We start with interpretations.

2.2.1. Definition : Let K a set of ground types and F

a set of basic function symbols typed on K. An Znterpretation
A of (K,F) is defined by

- For each xeK, a‘cp0'Di

- For each fceF with a=k
K

A

lXKZX,..XKn+K a continuous function

Kl K‘2 K
A(£):D, xD, x...va“+v

As a typical example, the standard interpretation of
PcF is defined as follows
A(n)=n, A(tt)=tt, A(££)=ff, A(+1)(L)=A(-1)(1)=1

A(+1)(n)=n+1, A(-1)(0)=y, A(-1)(n+1)=n, A(zero?)(1)=1,

A(cond)(tt,d,d")=d, A(cond)(ff,d,d')=d' where cond stands

for condN or condB‘

An important interpretation is the symbolic interpretation

. K _ Ko -
E defined by DE—NC (see 1.3.) and E(f)(AlA ..An)—fAlAQ...An.

o
Then F is just made of expressions, and 1s of - course initial
let us call morphisms of interpretations h:A+A' any collection

{hK:Di D;,} of morphisms of cpo's such that

h(A(f)(dl,dQ,..,dn))=A'(f)(h(dl),h(d2),..,h(dn))



holds for all f’dl’dQ""dn' Then there exists one and only

one morphism h:E+A, which we shall denote by Al 1. Hence
Al A] is the value of A in A.

O

2.2,2, Definition : A continuous semantics S of PL

is defined by a collection of cpo's <E§,;°;¢U>,06T and a mapping
St B:PL+ES=8E§ which respects types and satisfies the typed

versions of (conv), (mon) and (cont). It is sensible if it

satisfies (omega) at all types, and approximation continuous if
it satisfies (approx). It is synmtactically (order-) extensional
or is a n-semantics iff it satisfies one of the five equivalent

conditions (sel), (se2), (soel), (soe2), (n). The extension of
SI J to pL? and N” is done as in A.

A continuous premodel M is defined by a collection éf
semantic domains <Ea,§;a,lc>,oeT, a collection of value domains
<D§,S§,LO>,GGT, a collection of continuous mappings eval®
EEXEnvM+Dn and a collection of continuous left-strict application.
~mappings .G'T;D§+TXD§*0&, 0,TeT. Extensionnality is defined as
in A.

Let A be an interpretation of F. A least fixpoint
model M is a continuous premodel M together with a sensible
continuous semantics MI 1:PL-E which satisfies (var), (app),
(lambda), (free) and the following conditions for all

fadl,d29--sdnap » M
il ceee = ,d
(int) Mﬂfﬂp.dl.dQ. d_ A(f)(dl

(fix) MLYMDp = Y ML MIp

joeesd)

where in (fix) we understand Y.d as ud.(de..a(det)...),
n N

o o
i.e as the least fixpoint of the function e-+d.e from DM to DM

if M has type o-0.



The first condition expresses that M respects A, the
second condition says that Y is interpreted as a least

fixpoint operator. C)
Notice that we did not require (approx) in the least
fixpoint model definition. This is because (approx) is indeed

a consequence of (fix).

2.2.3. Theorem : If M is a least fixpoint model, then

MI J is approximation continuous.

Sketch of proof (complete proof in [ 4] : We have to show
MEMI=u{Mlal,a<M}. Assume a<M. Then there exists P such that
acP and M3P. By (cong) and (conv) we get Mlal=MEPI=MINIJ.

Therefore u{M[al,a<M}—_M[ M. The other direction is harder, and
inspired from Wadsworth [31,3%] and Levy [14,15]. Define the

—=>
approximate semantics Mn by setting MnEMH=MEC[NnQ]H if ¢L 1 is

the context of the subexpressions YN in M. Using (lim), show

MHMB=UMHEMH. Then show that for any n there exists a<M such that
Mn[MHEIMEaﬂ. For this purpose, introduce a labeled calculus
in which any Y receives an integer as label and in which the

Y-rule is changed into YPM+M(YP_1M). Show that this calculus
has the Church-Rosser and strong normalization properties. Then
given n20, let M" be M where all Y's are labeled with n. Let
P be the normal form of Mn in the labeled calculus, let a=w(P).

Check M_[ wlT=M[ al.

O



3. CONSTRUCTION OF INITIAL MODELS

3.1. Morphisms of models

The notions of morphisms are quite straightforward

from.the model definition.

3.1.1. Definition : Let S, S8' be two semantics of A.

Then a morphism 6:8+S' is a mapping 6:E¢*Eg, such that

6(SLMI=6'[M] for all MeA. Let M, M' be two models. Then a morphism
. ' - . » . .

6:M>M' is defined by two mappings 0L Ey>E and 65Dy Dy

such that GE is a morphism of semantics and such that
Vx,yeDM, GD(x.y)=6D(X).6D(y)
V¢€EM,peEnvM, SD(¢p)=6E(¢)6D(p)

where eD(p) is of course defined by eD(p)(x)zeD(p(x)) for all

XeV,

Let S,S' be two (approximation) continuous semantics.
Then 6:8S+S' is a morphism of (approximation) continuous semantics
if it is a morphism of cpos together with a morphism of semantics.
Similarly 9:M>M'" is a morphism of (approximation) continuous
models if GD and eE are morphisms of cpo's and if 6 1s a morphism
of models.

Of course a semantics (or model) S of a given class is

initial 1f for any semantics S' of the same class there exists

a unique morphism 6:8+S’'.

The definitions for PL(F) are similar, considering here

o and GU

E D> ogeT. Notice that if M is a

collections of mappings 6

model of A and if M' is a model of A', then any morphism 6:M->M'
defines a morphism of interpretations 6:A>A' given by the eK,

keK.

O




3.2. Initial models of §

The construction of the initial (n)-model is quite

straightforward.

3.2.1. Definition : Call substitution in A any mapping

0:V>A and for MeA having free variables X1s%s e o X, write

M0=M[c(xl)/xl,...,o(xn)/xn];

Define the model T in the following way

- EI is the set of B-interconvertibility classes in A.
The class of M 1is written [M].

- DI is the set of B-interconvertibility classes of closed
term in Ac'

- An element of EnvI is then a substitution p:V—»Ac

- For [M]eEI and peEnvI, CMlp=LCMp]

- r r =
For [Ml]"M2]€DZ’ _Mlj.[M2] [M1M2]

The model In is defined in exactly the same way,

replacing B-interconvertibility by Bn-interconvertibility.

O

3.2.2. Proposition : The model (semantics) I is the

initial model (semantics). The model (semantics) In is the

initial n-model (semantics).

Proof : That I and In are models is immediate. Given another
model M, define GB(KM])=MHMH for MeA and eD([M])=MHMHp for
MeAc where p is any environment. Then 6 is the unique morphism
from 1 to M, If M is a n-model, define en:In+M in the same way

but considering n-interconvertibility classes. Then en is

0

the unique morphism from In to M.



3.2.3. Remark : Although In is the initial n-model,

it is not extensional - more precisely it is neither environment -
extensional nor value extensional. This is shown by Plotkin

counterexample to the w-rule, see [ 1,22 1].

O

For constructing the initial approximation continuous
model we need the basic syntactic continuity theorem of

Wadsworth [ 321 and Levy [ 14].

3.2.4. Theorem : Assume BT(M)<BT(N). Then for any
context G[L ] one has BT(CLMI])<BT(CINI). 1

3.2.5. Definition : A substitution o in N is a mapping

0:V>N". Given o:V+>N and aeN with free variables Xis RpseeX
we define ac=BT(afc(xl)/xl,..,c(xn)/xn]). Given o¢:V-»N and Aer,

we define Ac=uf{ac]a<A}. Eventuall iven o:V>N" and AeNm, we
y 8

set

Ao=u{At|T:V>N, 1<0}
(all these definitions make sense because of 3.2.4.).

The model B is defined by EB:Nw, DB=N:, Ap as before
for peEnvy (which is just a substitution in Nm), and
A.,B=u{BT(ab)|a<A,b<B} for A,B,eN: (again this definition makes

).

sense by 3.2.4. : consider the context [ ]l L ]2

O

3.2.6. Proposition : The model (semantics) B is the

initial approximation continuous model (semantics).

Proof : That B is a model follows from 3.2.4.. Its initiality

is obvious.

L]



We shall not construct initial approximation continuous
n-models, although this would be certainly possible using the
relation/Vn of 112] between B8hm trees. We think this construction
is too complicated and not enough informative in A. However it
will be quite simple and interesting in PL, as we shall see

the next section.

3.3. Initial models of PL

The definitions of morphisms of models and the constructior

of the initial models I, In and B are of course the same as in

A, and we shall concentrate on the construction and properties

of the initial approximation continuous n-model. Here we take
advantage of a convenient property of the typed A-calculus

the n-expansion M>AxMx always terminates, so that we can construct

the model by terms in maximal n-expansion.

3.3.1. Definition : The set Nﬂ of n-expanded approximation:

is the least subset of N° such that

. o ,,0
(i) Q eNn

6 6 5]
(ii) Axolx02 xcm.sra la 2 a "eN®
172 """ "nm 1 72 " "n n
if 030 X0, %. .. X0 >k, keK, seVUF
ei Gi
T=0._%x8,%x...%x0 >k, a. eN for 1<is<n.
1 "2 n i n

Define Nzw as the ideal completion of Nﬁ. Notice that AeNn and

B<A in N” imply BeN:.

For A,Ber, write Ax.A=u{Ax.ala<A}, A.B=u{BT(ab)la<A,b<B}
and finally ATB/x1=u{BT(alb/x]1)la<A,b<B}. Again these notations
make sense by the continuity theorem 3.2.4. which also holds in

PL, see I 4 1],

For xoeV, define the n-expansion n(x%) by induction on

the size of o



(i) n(x<)=x* \
o, @ o a o ' o

(ii) n(x%)=ax e 2. .x ?ox%n(x l)n(x 2)--*-n(x ™)
if 0=0,%X0,%. .. X0 _>K.

Then n(xc)eNg. For feF of type KlXK2*”..XKn+K, define

\
. Ky K, Ko

similarly n(f)=>\xl Xy T eeaxy .fx1x2...xn, so that n(f)eNn. Let

Xﬁo be inductively defined by

(i) XOG:QU
n
o, @ o
.. +1 1 -
(ii) X2 °=Axl x22...xmm.xU oX:cn(xl)n(xz)...n(xm)
if c=olxo2x...xom+K,

Intuitively XEG is the n-expansion of x"Q and will be

O

used for interpreting combinations YM.

3.3.2. Lemma : If A,BeN:, then AerN:, A.BeN: and
A[B/x]eN:.

Proof : The result is obvious for AxA. Assume A0+T€Nm and

BoeN:. We show A.BeN: by induction on the size of o¢. Let
O=0 X0, %0 X0 >k, and TET XT X e o XT Ky We have to show
BT(ab)eN: for all a<A,b<B. We show this by induction on the size

of a
case 1 : a=Q. Obvious since BT(ab)=Q

\ T T Tn o
case 2 : a=ix Y Vy 0¥, .sala2...aP with s=#x

Then BT(ab)=A§.s.K where Ai=BT(aifb/x]), Since Ai=BT((Axoai)b)
where the size of )\xai is smaller than the size of a, one has

AieN: by induction on a and the result follows.

T, T T o, © o
. _L,.o0. 1 "2 n o 1 2 m . _
case 3 : a=Ax Y1 Vg, eeey, cx A 7, i@, with K TKye



Then ab+x§.baltb/xja2tb/xj...amtb/xj. Let A,=BT(a,[b/x]). Then
AieN: as in case 2. Now omne has BT(ab)=A;.(...((b.Al).AQ)..).A .

Since the size of every o, is less than the size of ¢, one has

b.AleNn, (b'Al)'AQENn”"’BT(ab)€Nn'

Of course A[B/x]eN: when A,BEN: since A[B/x]=(AxA).B.

[

3.3.3. Definition : The model Bn is defined in the

following way
- E=N"
n
- D=N"
ne
- Env is again the set of substitutions in N:C, and Ap is
defined as the result of the substitution p in A.
~ «DxD>D is defined in 3.3.1.

- The semantic function Bnﬁ ]l is defined by

(i) Bnlx%1=n(x%)
(ii) Bnl£%1=n(£%)
(iii)  BnlMN]=B TM].B 1N]
(iv) B TxxMI=ax.B MM]
n n

(v) BnnYMn=uBnux§rm/x]n

All these definitions make sense by 3.3.2.

O

3.3.4., Proposition : The model Bn is the initial

approximation continuous n-model.
Proof : no difficulty. []
In general the model Bn is not extensional. For example

assume F=0. Then the only closed term of type k is QK, and the

K s KK
N

two terms AxK.QK and AxK.x in n are such that

K

(AxK.QK).QK=(AxK.xK).Q but are different. We now see that Bn



is indeed order-extensional when F is rich enough.

3.3.5. Definition : We say that teN: is written only

with Fu{x ,xn} if the symbols in t are all included in this

R
set (hence no A's allowed). We say that F separates Nn if the

two following conditions are satisfied

(i) For any ground type k there exist two terms ti,t;
written only with Fu{x“} and of the form tl:fl?’
> .
t2-f2t, flzfQ.
Ki Ko Ko
(ii) For any list L={xl % SUFERE N } of ground variables and

any keK there exists a term uLeNn written only with
K .

- i
FUuL and containing at least an occurence of each X4

O

For example it is immediately seen that the basic
arithmetic functions of PQF separate Nn. For showing that B

. . . o
is order extensional we shall introduce two separators s, and

sg at each type o with the property that aga' holds if

a.sl#a'.s or a.szfa'.s holds at type 1 for any closed a,a'

1 2
of type (o»>t). This obviously shows the result by induation

o_

on types. For instance take o=kxk>k. Then Sy

Axy.hlxy and

sg=xxy.h2xy, h_#h are adequate separators. For example if

17722

a=ix.x(xfg)f and a'=ix.x(xff)f then a.s =hl(hlfg)f#h2(h2fg)f=a'.s

1

and similarly a.sQKa'.s Two separators are needed because s,

X
alone would be unable to separate the two terms a=Ax.x(xfg)f

and a'=Ax.hl(hlfg)f. Notice that the separation problem here is
solved in the free X-calculus by Bdhm's combinator [8]

s=(Axlx2x3.x3xlx2)(kxy.x)(kxy.y).

But this combinator cannot be adequately typed, so we must act

with basic function symbols.



3.3.6. Notation : Assume that F separates Nn. Call En

the set of sequences e=(il,12,...in), ij=l,2 for 1<j<n.
Write U_=u, U, ...u. . For o=0, %0, X...%X0_-K write
e 1, 1 i 1 72 n
172 n
212 i K . .
0;%0,%X0,%X...%X0, *k.. Call u a term of type « written only with
i 7171 i i o

FuX, where X is the set of variables x? . with e€eE_ ., and
s .
i

containing all these variables. Write cvl:tifug/xK] and

_.K K, K
cvz—t2 [uo/x ], where t

K

and t2

are as in 3.3.5.. Define finally

NQ -~ R

in N° by induction on ¢ in the

the separators s? and s ne

1
following way

‘g %1 92 %n 955 “i
3 = r
s ] Axl Xy weex eov,Dx. SQ/Xi,e’EeEpi]
o, © o} o. K.
a 172 n i 1
= r
s, AX . Tx X eov Dx. SQ/Xi,E’EeE i]
(The induction starts at n=0 by sl=cvl=t§[u:/xK] and

- ~.K K K
32—ov2-t2[uK/x .

O

3.3.7. Lemma : Assume that F separates Nn. Then for all

020 %X0,%...x0 +k and all a,beNzc the following conditions are

equivalent

1. a<b
2. a.sol<b.s§2 for i=1,2
3. a.s <b.? for all ecE_.
— € € n
Proof : The only non-trivial implication is 3=>1. Assume 3

satisfied and assume 1<=>2<=>3 for all term of size less than

the size of a.

case 1 : a=Q. Trivial
se 2 =X Gl 02 xcn X a,a a
ca PAaTAX TR, X Taja, ... .



o
Clearly xkk is bound since a is closed.

l 2 pk - . . .
Let O T0 X0 X e e X0y Ky let gjoixT%x"°xTéj+K'j‘
Let a' = s . '
j Axlxz...xn.ai for 153Spk. Then a i has type
glx02x...xanTixT%x...XTé.+K3.
]
Let 6=ok. We start with the case where b has the same form as

a, then show that the other cases are impossible.

Oy
ceeXp Xy b1b2...b

case 2.1. : b=Axlx

2 pk'

We need to show a§<b§=x§.bj for 1<j<py, or equivalently

) by induction. Any €€En+q. decomposes

] 3

into e=e,e, where e¢.,eE_ and e,eE_ . But we know that a.s. <b.s
172 1"™n 2 3 €4 €y

holds by hypothesis. By construction, a.§z has the following
1

al.s <b'.d for all eeE
j*Te TiTe n+q

form

a.s =9 fat s s / Kﬁ 1<j<p E ]
. = v | ..S OS X. 9 - LY € €
€1 el(k) i%Te " Te, ey, k 2 qj

- >

By construction of the term 6v the term aj'].sE *S

bl

el(k)
. - >

has at least one occurrence in a.s€ . Similarly b%.se oS has

1 1 2
. -+ > > > >
the same occurrence in b.s€ , So that al.s .s <b%.s eS

1 J 1 2 1 %2

which is the required result.

case 2.2. : b=Q. Clearly impossible since a.s€¢9.

] >
case 2.3. : b=A;.fg. Impossible since the term b.s8 always
>
begins by f while the term a.s_ may begin by two different

functions symbols according to the choice of ¢.

o
»
case 2.4, : b=k§.x££b, L£x



If we take e such that e(k)=1 and e(£)=2, then a.;
and b.§€ begin with two different function symbols, which

is impossible.

D> > . .
case 3 : a=Ax.fa. As in case 2 one first shows the result when

b has the same form and one then shows that the other cases are

O

impossible,

3.3.8. Lemma : For all aeNnc and all i, 1<i<2, one has

des.eN_, so that a.s. is a finite term.
i~ ne i

Proof : Easy induction on the size of a. 1

3.3.9. Theorem : For any F, the model Bn is an initial

least fixpoint n-model. If F separates Nn then Bn is order-
extensional and is initial among extensional and order-extensional

models.
Proof : The first part is easy. Assume that F separates Nn.
Let A,A'GN::, assume A.B<A'.B for all B. For showing A<A' we

must show a<A' for all a<A. By hypothesis, a.sl<A'.s1 and

a.52<A'.82. Since a.s and a.s, are finite by 3.3.8, there exists

a'<A' such that a.s_<a'es. and a.s.<a'.s

1 1 5 5 by application

of 3.2.4.. Hence a<a'<A' by 3.3.7.. Therefore Nn is value-

extensional. Let A,A'esz, let peEnv. We must show that Ap<A'p
for all p implies A<A'. Assume a<A. Then if a has its free

—
x. }, we have ap=(k§.a).p(xi), and the proof

variables in {xl,... K

goes as before, taking environments with values in {81,82}.

Hence Bn is order-extensional. Its initiality is obvious.

[



4. FULLY ABSTRACT MODELS OF PL

4.1. The operational ordering

We recall the definitions of [20,2u4].

4.1.1. Definition : Let F a set of function symbols and

A an interpretation of F. A program is a closed term of ground

type, and programs are called P,P',P We write PEOpP' if

EERE
ALBT(P)I<AIBT(P')]), see 2.1.1.. For M,M' arbitrary terms, we
write McopM' if PFM]COPPKM'] for any context Pl ] such that P[M]

and PLM'] are programs. We write M= M' if Mc _M' and M'c M. C)
. op op op

Notice that PEOPP' is not trivially equivalent to PcopP'.

This will indeed follow from 4.1.3.

4.1.2. Lemma : If M<M' then Mc_ M'. If M3M', then

- L ' r ' r .
M_OpM If McOpM , then G‘M]Copq[M ] for all ¢ 1]

Proof : Immediate using 3.2.4. ]

A very useful characterization of cOp is given by

"context lemma" [20 1. We give a new proof of this result,
obtained with J.J. Levy. Notice that Milner's original proof

does not extend simply to the A-calculus

. ¢ .0
4,1.3., Proposition : Let o=olXG2X...Xom+K, let Ml’

T T

1 %

2 Tn
es X }.

two terms having their free variables among {x EEE N

Let M,=Ax. x 2...x ™. M, for i=1,2. Then M.c__M_ holds iff
i 1 72 n i 1 op 2

N holds for any vector N such that Mlﬁ and M2ﬁ are

— —
MlNEZOpM2

programs.

Proof : The "only if" direction is obvious, considering the

context P[ J1=akx.[ IN. Conversely, assume the condition satisfied



and let PL 1 be a program context such that P[Ml] and P[M2]
are programs. We show AEP[Ml]HSAEP[M2]B by induction on n,

and for each n we show A[aﬂsAﬂPfMQJB for each a<BT(PFMl]).

This is of course trivial if P(Ml] has no hnf. Otherwise let
llall be the size of a, let d(PEMl]) be the length of the head
reduction of P[Ml] (i.e.the left most outermost reduction to

head normal form, see [ 14, 31]), and let n(Pl J]) be the number
of occurrences of the hole I ] in P[ ]. We operate by induction

on <Ha“,d(PFM1]),n(P[ 1)>. The context PY 1 has only four

possible forms.

—)
Form 1 : PL J=[ 1c¢lf 1.

—

Then M, and M, must be closed. Let P'[ ]=M1C[ 1.

Clearly P[Ml]=P'[Ml] and the induction works since

n(P'C 1)=n(Plf 1)-1. Therefore AEaESAﬂP'[MQJD. But the terms

m— . .
C[MQH are closed, so that the global hypothesis gives
A

> ——

1piM23n=AaMlthQJnsszcr_Mz’]n and finally Alal<AlPCH,1] which

is the required result.

———
Form 2 : P[L 1=fP[ ]. Then either az=Q and the result is trivial

> . .
or a=fa and the induction on |lall works.

—
Form 3 : Pl J=(Ax.G.[ 1)Gg'r 1Ic¢L 1.
-orm 3 0 0

Let Dof ] be the context with two holes [ ] and [ ]l

where the occurrences of [ ] in qO[ ] are renamed into [ Jl

provided that they are not in a subcontext Ax.D[L 1 of CO[ 1

(formal definition left to the reader).

Case _3.1. : The hole [ 11 has at least one occurrence

in Do[ 1 and x is free in M1M2. Let then

P'L J=(Ax.D.T 1 TM.1.)C'T 1¢r 13
- [ 0 Rt s | 0~ -t



Clearly P'[Ml]=P[Ml] and n(P'C J)<n(PL 1). Hence by induction

AlallATP'CM,1]. Let P T 1=p (M7 I ]ld[M;]. Then

P'[M2]+Pl[M1[CO[M2]/x]] and P[M2]+P1[M2[CO[M2]/X]]. But CO[M2]

i L r | B .
is closed, and Ml Ml[CO;MQJ/x], M 5 MQECO[M2]/x] have their free

yvariables among {x .,xn}—{x}. Then by induction

19% g0
AEP'[M2]H=AUP1[Mi]HSAHP[M2]ﬂ, and the result follows,

Case 3,2. : Not in case 3.1.. Let then

—
' =0 T ' r ' r 1
Pl J=G," 1 0Gal 1/x1GC J. Then PIM, I>P'OM, T, PLM I-P'IM, T,
and P(Ml]+P'[Ml] is the first step of the head reduction of
PEMl]. Hence AﬂaﬂSAHP'[M2]H=AUP[M2]H by induction on £(PL 1J).

Jr .
Form 4 : PL J=YG,[* 1cT 1. As in case 3.2., setting

—
P'L J=C [ 1(YGL 1)cl 1. u
4.1.4. Corollary : If M3+T and M‘;T are closed, then
M,c M_ holds iff M_Nc__M_N holds for all closed N. For all
1 op 2 1" op 2
Mo, M p holds for all substitution p

1’M2’ MlcopMQ holds 1fFMlpCOPM

by closed terms. If Pl and P2 are programs, then PlcOpP2 holds

2

iff A[PlHSATPQH.

Proof : Immediate. []

4.2. Fully abstract models

The next result shows that any model is adequate w.r.t.

the operational ordering Cop'

4.2.1. Proposition : Let M be a least fixpoint model of

A. Then A[PN=M[P]L for any program P, and MlgMM2 implies

MlcopM2 for any Ml’MQ of type o.

Proof : The first part is clear from the structure of szﬁand



from the approximation continuity of M. The second part

immediately follows. g

4.2.2. Definition : A model M of A is fully abstract

w.r.t. A if MlgMM2 is equivalent to MlcopM2 for all MoLM,.

Not all models are fully abstract, as shown for example
in [ 24]. We know of two constructions and characterizations
of fully abstract models. The first one is due to Milner I 20]
and applies to articulate Interpretations. Milner's construction
for combinatory logic easily extends to PL (and indeed one can
simplify the construction in replacing the inverse limit
construction by a directed ideal completion, see [ 4 ]). The
obtained model is unique (up to isomorphism) and characterized
by the fact that any isolated point is definable by a term. The
other construction was already presented in section 3, and
concerns the symbolic interpretation E of 2.2.1., which is

not articulate. (the projections are not definable).

4.2.3. Proposition : The model Bn is fully abstract w.r.t.

the symbolic interpretation E when F separates Nn

Proof : Immediate from 3.3.9, and 4.1.3. .

Here the fully abstract model is not unique, and moreover

any model is fully abstract.

4.2.4, Lemma : Assume M,M' are models of A such that M

is fully abstract w.r.t. A and such.that there exists a morphism

8:M>M'. Then M' is also fully abstract.

Proof : Immediate. dJ

4.2.5, Corollary : Any model of the symbolic interpretation
E is fully abstract when F separates Nn. )



Proof : Follows from 4.2.3., 4.2.4., and the initiality of Bn- 0

Therefore the situation of the symbolic interpretation
is quite different from that of articulate interpretations.

If M is a model of E it is impossible to find two terms Ml’MZ

such that Ml;;M and M- M mainly because of the lack of

2 I=op 2’

definable functions. On the contrary, this is generally easy

in models of articulate interpretations, as shown by Milner's
uniqueness theorem [ 20]. Also in articulate interpretations the
only morphisms from the fully abstract models are isomorphisms.
All these remarks suggest that it might be difficult to construct
fully abstract models of arbitrary interpretations by quotients

of the fully abstract model Bn of E. "



5. CATEGORICAL MODELS

We briefly recall some preliminaries on categories,
see [4, 17 ] for details. Then we construct models of A, and
study when they are approximation continuous. We finish with

models of PL.

5.1. Preliminaries

5.1.1. Definition

We denote the categories by (¢,C',..., their objects
by C,C',Cl,..., the arrows by f,g,..., the set of arrows from

C to G' by C[G,C'], the identity of G by lﬁ' A retraction (resp
coretraction) is an arrow e:Cl+C2 such that there exists
8':0,>Cy satisfying 6o008'=1 (resp 0'06=1). A Cartesian closed

category is a quadruple (C,T,x,»>) where T is a specified
terminal object, where x is a specified product functor
(right adjoint to the diagonal) and where - is a specified
exponentiation functor (such that G». is right adjoint to Gx.
for any object C). In more elementary terms the following

conditions must be met.

- One must specify a terminal object T, i.e. an object
such that for any ( there exists a unique arrow CT from G to T.
In categories of sets and functions, T is generally a one-point
set and the set CLT,(] is in immediate bijection with the set
G. This is how elements are turned into arrows in a standard

way, which we shall use constantly.
- For any objects Cl and CZ, one must specify an object

clxcz , called the product of G, and G,, together with a pair

of arrows nl:CGC2+Cl and nz:CGC2+C2, called the projections,
which are such that for any f1:C+Cl and FZ:G+C2 there exists

a unique arrow <fl,F2>:C+CGC2 satisfying f =m,o<f,,f,> and



f o<f see fig.l. Given two arrows F :C +Ql

2=Tge<f1Fy>,
L} 3 ; .
CZ+C2 one defines the product arrow flez.qlxq2+qixqé by

f1Xf2=<F1°“i’fz°“é>’ see fig. 2.

C1%C,
//4; ;é\y
Cl Fixfsy
l CGC' 2

i \C.

In categories of sets and functions, Clxcz is generally

the usual cartesian product, with <f F2>(c)=(Fl(c),F2(c)) and

l’
(lefz)(cl,cz)z(fl(cl),fz(cz)). In all cases notice that the
set C[C,Clxcz] is in immediate bijection with the cartesian

product C[C,C,]xc[C,C,].

- For any objects Cl and CZ’ one must specify an object
(C1+C2), called the exponentiation of Cl and Cz, together with
an arrow app:(Cl+C2)xCl+C2 having the following universal
property : for any object C, for any arrow F:CxCl+C2, there
exists a unique arrow curry(f):C*(Cl+C2) such that
fzapp o (curry(f)xl), see fig. 3. Given i :G! +C and fZ:C2+Cé,
one defines (Fl+f2):(Cl+C2)+(Ci+Cé) by

(Fl+f2) z=curry (g o app o (1xf)), see fig. 4.



curry(f)xl (Frg)xl
— zr//’ﬂﬂ—_——\\\\\\\\
(C1+C2)XC1 Cxcl (Ci+Cé)XCi (C1+C2)xCi
1xf
app P (C1+C2)XC1
app app
CZ CZ
/g
C2
Fig. 3 Fig. 4

Notice that (F1+F2)°(gl+gz)=(glofl+fzogz): the functor
+ is contravariant in its first argument.

In categories of sets and functions, (Cl+62) is generally
the set of arrows from Cl to Cz, app is just functional

application, and curry(f) is just classically determined by
curry(f)(a)(B) = f(a,B). See [6] for examples not in this

case.

In all cases there is an important bijection between

the arrow set C[Cl,CZ] and the arrow set C[T,(C1+Cé)], i.e.
the set of "points" of (C1+C2) as said before. Define the two
mappings T:C[Cl,C2]+C[T,(Cl+C2)] and ?:C[T,(Clécz)]+C[Cl,C2]
in the following way

T(F)

i

curry(Fonz)

Flg) = appo<goCI,l>

T(F) 1

(C1+C2)xCl TxCl
%
S

/

G2

app




We leave to the reader
T(#(g))=g for all f and g, and

simple meaning described above

To finish we define an

will be the application in all

and g : C+Cl, we define f*g

(cl

4

C2

to check F(T(f))=f and
also that T and F have the

for functions.

essential operation, which

our models. Given f : C+(C1+C2)

C+C2 by f*g=app o <f,g>
<f,g>
>Cp)

app

As examples of cartesian closed categories we have

- The category of sets and functions. Any one point set is

terminal.

- The category of cpo's and continuous functions. The terminal

object is the cpo {i}. The exponentiation is the set of

functions ordered by the classical extensional ordering fcg

if f(x)cg(x) for all x. Two particularly interesting

subcategories which are also cartesian closed are Plotkin's

category SFP [ 23 ] and the category of g-algebraic

consistently complete cpo's [ 26 ].

- The categories of stable functions of [3,4]. Here the

exponentiation ordering of functions is not any more the

extensional ordering.

- The category of sequential algorithms on concrete data

structures [ 6 ]. Its arrows are not any more functions.

To end the section we give some useful basic lemmas

5.1.2. Lemma : Let f:CGC2+C3 and g:C4+C1-




Then curry (f)og = curry(fe(gxl. )).

Proof : One has app o ((curry(fleog)x1l) = app e (curry(f)x1l)o(gxl)
and the result follows. ]

5.1.3. Lemma : Let f:CxCl+C2 and g:C»Cl. Then

curry(f)*g = appo<curry(f),g >= fe<li,g>.

Proof : One has <curry(f),g>= (curry(f)xl)e<l,g > and the result

follows. Ll

5.1.4. Lemma : Let f:C>C' and g:T»C. Then T(f)*g = feq.

Proof : Immediate. [l

5.2. Categorical models of A.

5.2.1. Definition : A categorical model M is given by
a cartesian closed category (C, an object C of C and a pair of
arrows 9:G+(C-»€) and 0':(C»>C)»C with 606'=z1 (hence 0 is a
retraction). For simplicity we shall assume that C is closed by
w-products, although this is not necessary : it simply avoids
counting variables, and allows to introduce an object ENV in C
which is the categorical product of denumerably many copies of
C indexed by the variables in V. Let m tENV-C be the

x-projection, let SX:ENVxC+ENV be defined by nXoSX and

:T[Z

nyosxznyonl for y#x (intuitively Sx(p,q):p[x+a]). We start by

defining a semantics from M, setting EM=C[ENV,C] and simply
calling [ ] the semantic function. We shall later on turn this
semantics into a model. The semantic mapping [ | is defined in

the following way
(1) [xl=m
(ii) [MNT=(0c[M])*[NT

(iii) ﬂAxM]:e'acurry(Umyosx).



Of course these equations are just obtained from (var),
(app) and (lambda) by removing elements p and d, in a classical

category-theoretic style.

curry([M]on)xl

m
BNV =NV (G+C) xC, ENVXC
<6o[M], INT>
T L\ 4
X (G+C) xC /
app CxG
d ! Ml
G q
Equation (i) Equation (ii) Equation (iii)

Let us give the main result, the proof of which will

require some lemmas.

5.2.2. Theorem : Let M be a categorical model. Then

[ ]is a semantics. It is a n-semantics if § is an isomorphism.

The first lemma is the abstract presentation of the elementary
properties (p[x<«d])[x<«d']=p[x<«d'] and
(p[x«d])[y«d'1=(p[y<«d'])[x«d] for x#y.

5.2.3. Lemma : For any x,ye€V, x#Zy one has
SXO(SXxlC) =SX°(ﬂlxlC) and SyO(SXxlC) =Sx°(5yxlc)°<ﬁlxlcyﬂ2°ﬂ

l>

Proof : Elementary verifications (compose with “x’ﬂy’ﬂz for

ZEX,Y. O

5.2.4. Lemma : Assume x not free in M. Then
[MIeS, = [M]om,




Proof : By induction on the size of M. Let us treat for example

the case M=AyM', y#x

[MleS =8 ecurry([M ]osy)osx

e'ocurry(ﬂM']oSyo(Sxxl)) by 5.1.2.

e'ocurry(ﬁM‘ﬂoSXo(Syxl)0<nIXl,nzonl>) by 5.2.3.

e'ocurry(ﬂM'Bonlo(Syxl)o<nIXI,nzonl>) by induction

1] L] P
8'eocurry([M ]oSyonlo<nlxl,nzonl>) for nlo(Syxl)_Syonl

e‘ocurry(ﬂM'ﬂoSyo(nlxl))

e'ocurry(ﬂM']oSy)on1 by 5.1.2.

[MIem, 0

5.2.5. Lemma : If y is not free in M then [AyM[y/x]]=0xxMl].

Proof : It is sufficient to show [M[y/x]] Sy = [M] S,

The cases M=x, M=z#y are immediate. The case M:MlM2
easily works by induction. The case M=AxM' is immediate from
5.2.4. The case M=AyM' reduces to the case M=AzM', z#x, z#y,

by definition of the substitution. Then we have

HM[y/XJﬂosy 'ﬂxz.M'[y/x]Hosy

e'ocurry([M'[y/x]ﬂoSZ)oSy

il

e'ocurry([M'[y/x]ﬂoSZo(Syxl)) by 5.1.2.

e'ocurry([M'[y/x]ﬂoSyo(SZXl)o<nlXI,n2°ﬂ1>) by 5.2.3.

e'ocurry(ﬁM'noSXc(Sle)o<nlxl,nzonl>) by induction

e'ccurry(ﬂM'HOSZO(Sxxl))

e'ocurry(ﬂM'ﬂoSz)OSx by 5.1.2.

MJes,

H



5.2.6. Lemma : For all x,M,N, one has [(AxM)N] = [M{N/x]]."

Proof : Let A=[(AxM)N] and B=[M[N/x]]. Then
A:appo<9oe'ocurry(ﬂMﬂoSX),ﬂNﬂ>

A=[M]eS o<l s INI> by 5.1.3. and gog'=1

We operate by induction on the size of M.

case 1 : M=x. Then A:nxoSXo<l,HNﬂ> o<l,[IN]>=[N] =B

T2

case 2 : M=y. Then A:nyoSXo<l,ﬂNﬂ> ﬂyoﬂ10<l,ﬂNﬂ> :ny =B

case 3 : M:Mle. Then

A:appo<eoﬂMlﬂ,HM2ﬂ>oSXo<l,ﬂNﬂ>
A:appo<boumlnosxo<1,uNn>,nM2uosxo<1,uNﬂg>
A:appo<90HM1[N/X]ﬂ,HMZ[N/X]H> by induction
A=[M [N/xJM,IN/x]]
A=B

case 4 : M=)xxM'. Then

A:e'ocurry(ﬂM'ﬂoSX)ono<l,ﬁNU>
A:e’ocurry(UM'ﬂon)oﬂlo<l,ﬁNﬂ> by 5.2.4.
A:e'ocurry(ﬂM'ﬂoSX)

A=B

case 5 : M=AyM', y#x, y not free in N (using possibly g-conversion

as justified by 5.2.5.)



A:e'ocurry(ﬂM'ﬂoSy)ono<l,ﬂNﬂ>

A:e'ocurry(ﬂM'ﬂoSyo(Sxxl)o(<l,ﬂNﬂ>xl)) by 5.1.2.

A:e'ocurry(ﬂM'ﬂono(Syxl)o<nlxl,nzonl>o(<l,ﬂNﬂ>xl)) by 5.2.

A:e'ocurry(ﬂM'ﬂono<Sy,ﬂNﬂonl>) by elementary computations
A:e'ocurry(ﬂM‘ﬂoSXo<Sy,ﬂNﬂoSy>) by 5.2.4.
A:e'ocurry(ﬂM'Uono<1,ﬂNﬂ>oSy)

A:e'ocurry(ﬂM'[N/x]]oSy) by induction

A=lxy .M'[N/x]]

A=B

5.2.7. Lemma : Assume that @ is an isomorphism, let
not free in M. Then [Ax.Mx] =[M].

Proof : [ax.Mx] =e'ocurry(appo<eoﬂMﬂ,nx>oSX)
:e'ocurry(appo<eoﬂMﬂoSX,nXon>)
=e'ccurry(appo<eoﬂMﬂonl,w2>) by 5.2.4.

6'eocurry(appo((0e[M])x1))

8'ocurry(applopo[M]

[M] for curry(app)=1 and 9'o6=1.

Proof of theorem 5.2.2. : The satisfaction of (cong) is

3.

X

immediate from the definition of | [. The satisfaction of (conv)

then follows from 5.2.5. and 5.2.6. If @ is an isomorphism,

B

[ ] is a n-semantics by 5.2.7.

To turn M into a model, it is of course natural to

set DMzC[T,C], with .:DMXDM->DM defined by d.d'=(fed)*d'.

Then EnvM is just C[T,ENV]. One could of course keep

EMzC[ENV,C] and [ | as before, defining eval :EMxEnvM+DM

by eval(¢,p)=¢op. But we prefer to compose the semantics [ ]
with the isomorphism T, in order to define eval from * and

therefore to gain uniformity.

then



5.2.8. Definition : Let M be a categorical model, and

call also M the premodel defined in the following way
- DM=C[T,C] with ded'=(8od)*d"
- EM=C[T,(ENV+C)] with eval (¢,p)=¢*p
Let the function M ﬂ:A+EA{be defined by M[M]=T([M]). Notice

that EnvM:C[T,ENV] with p(X):ﬂXQp and p[x+d]=5xo<p,d>.

5.2.9. Theorem : Any categorical model defines a model

of A. Moreover this model is a n-model if § is an isomorphism.

Proof : The only equations remaining to be checked are (var),
(app), (lambda) and (free). Notice that M[M]Jp=[M]Jop for all M
by 5.1.4.

(var) : M[x]p =T 0P = p(x) by definition

(app) : MIMNDp = appo<6o[M], [N]>op

appe<fo[Mlop, [N]op>
MIMIo*MINT o
(lambda) : M[AxM]pe.d

(eoe'ocurry(ﬂMﬂosx)op).d

1]

ﬂM]ono<p,d> by elementary computation

MIMTp[x«d]

(free) : Immediate induction on the size of M.

Notice that p needs not be extensional to be a n-model.



There are several ways of obtaining retractions of

the form 0: (C>C)-C :

- One may construct category-theoretic solutions to
C=(C>C) as in the D” construction [28]. A general solution

to this problem is presented in [30].

- One may construct a universal domain such as PY, T®,
See [25,29,30].

- One may apply a set-theoretic construction as in [6].
The domain there is again a solution to D = (D+D), but no

category~theoretic arquments are needed to build it.

Most constructions involve ordering and continuity.
However retractions 0 : (G+C)»( do not necessarily give
approximation continuous models, see Park [21]. Wadsworth
[31,32] shows that Scott's original D° is indeed approximation
continuous, and its proof applies equally well to Pw,Tw, the
stable models of [3,] and the sequential algorithms model of
[6]. We believe that Wadsworth's proof extends to categories
satisfying appropriate conditions, but we did not work out
that point.

5.3, Categorical models of PL

The construction of categorical models of PL is VEery
similar, but of course there is no need for solving domain
equations. We need cpo's there, and the natural way to introduce
them is to consider ordered categories as in [ 0,33], i.e.
categories where every set of arrows C[G,('] is turned into a
cpo by an ordering gc,c, in such a way that the composition is
order continuous. We shall give no details here, referring
to [ 4]. We shall just state the result.

5.3.1. Definition

A PL-category is given .by an ordered cartesian closed
category C together with the assignment of an object Cr for each
type teT with the following conditions



(i) The composition is left-strict, i.e.-lof=f for all f
(ii) The < , > operation is order-continuous and sheick.
(iii) The operation * is left-strict, i.e. L*f=1 for all f
(iv) The curry function is order-continuous

(v) For each o,teT the object C(O*T) is the exponentiation
of €% and CT.

5.3.2. Theorem : Let A be an interpretation of (K,F),
let C be a PL-category such that C[LqCK] and Di are equal as

cpo's for each keK. For any FO7KeF let fceC[L,(CO+CK)] be an

arrow of C such that

FoX<ayr0gy a0 > =A(f)(<xl,oc2,--,an)-

For each ceT let Dﬁ =C[L,C% and EE:C[_L,(ENV-»CG)] as

cpo's, define eval and « as the * functions. Define the semantic .
function M[ ] :PLO+E§ as M[ J =Te[ ] where [ ] is defined as

follows

Ix] = 1,

If] =Fe FC

[MNY = [M] * IN]
[axM] =curry(EMﬂOSX)'
IYM] :curry(Fgéonz)

where FIX :H(l*(l*(...*(l*ij...)))
n t:ﬁes

(with 1 =1 andJ_eC[T,q("*")*"] if M is of type o).

o

Then M is a least fixpoint model of A and is approximation

continuous.

[



CONCEUSION

We hope to have convinced the reader that our model
definition is fruitful and nevertheless necessary to discuss
correctly continuity and approximation continuity. The various
syntactic constructions receive their main application in the
study of full abstraction, while the categorical construction
is applied in [6]. It would be interesting to study further
approximation continuity and term equalities in categorical
models, in the line of [12].



APPENDIX A

The model equations :

Semantics

(cong) S[M] =SINI =)V C[ ].S[G[M]] = S[G[NI]
(conv) MEM'=>S{M] = S[M']
(sel) ¥ M,N,(¥P.S[MP[ = SINP])=>S[M] = S[N]

(se2) ¥ M,N, x not free in MN
SiMx] = S[NxJ=S[M] = S[IN]

(n) V M, x not free in M, Sf{ixM[] = S[M]

Models

(var) Mix[Qp = p(x)
(app) MIMN]p = (MI[MJp).(MIN]p)
(lambda) M[AxM]p.d = M[M][p[x<d]

(free) MIMip = M[M]p' if p(x) =p'(x) for all «x

Continuous models

(mon)  S[M] & SINI==>Slc(M]I= SlIc(N]] for all CL ]

(1lim) For all XeA, if the set S[X] = {S[M][MeX} is
directed and has lub S[N], then for all context
G[ ] the set S[G[X]] has lub SIC[N]I].
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