N

N

On the uncapacitated plant location problem I: valid
inequalities and facets
D. Chinhyung Cho, E.L. Johnson, M.W. Padberg, M.R. Rao

» To cite this version:

D. Chinhyung Cho, E.L. Johnson, M.W. Padberg, M.R. Rao. On the uncapacitated plant location
problem I: valid inequalities and facets. RR-0086, INRIA. 1981. inria-00076475

HAL Id: inria-00076475
https://inria.hal.science/inria-00076475
Submitted on 24 May 2006

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00076475
https://hal.archives-ouvertes.fr

X7 GBI RIS SRR LA RE K AT X VRV

N ORI iR

3y

R,
I el AT
SRR
i )
j‘w X

4':”“
2

@\'ﬂa%ﬂmm;mmpnmwe.mm);\\'n TR SRS X RSN

g

s
L
e

o

25

&

=

Rapports de Recherche

5

3, //‘
TR

AN ARG

AL e s

e ‘\"1’\,%3‘%’“' ;

G §

% 15:‘.‘;‘} i |

ERVESAI N
| ﬂ’ g No 8 6

8

.;a ON THE UNCAPACITATED
| PLANT LOCATION PROBLEM I:

VALID INEQUALITIES
AND FACETS

| D. Chinhyung CHO
| Ellis L. JOHNSON
Manfred W. PADBERG
] M. R. RAO

3

i
1o

| | Juillet 1981




ON THE UNCAPACITATED PLANT LOCATION PROBLEM I :

VALID INEQUALITIES AND FACETS

by

D. CHINHYUNG CHO*)
ET1is L. JOHNSON**)
***)

Manfred W. PADBERG

M.R. RAC****)

*) GBA, New York University, New York, N.Y., U.S.A.

*%) IBM Research, Yorktown Heights, N.Y., U.S.A. and Universitdt Bonn,
Bonn, R.F.A.

*xx)  GBA, New York University, New York, N.Y., U.S.A. and INRIA,
Rocquencourt, France.

*xxx) Indian Institute of Management, Bangalore, India.



Résumé :

Nous considérons un probléme standard de la recherche opérationnelle
concernant 1'implantation des installations appelé ‘"uncapacitated plant
location problem" (PLP) dans la Tittérature anglaise. Nous voyons ce
probléme ici comme un probléme défini sur un graphe od il faut trouver un
ensemble de sommets indépendants. Pour le probléme PLP, nous montrons
plusieurs inégalités valides dont quelques unes définissent des facettes
du polytope avec des sommets zéro ou un associé a ce probléme. Nous
déduisons des conditions nécessaires et suffisantes pour les facettes
dites triviales et, en plus, des conditions nécessaires pour des facettes
générales. Pour le cas particulier de ce probléme & trois installations
et a trois destinations ou plus, nous donnons une description compléte du

polytope associé d des inégalités linéaires.

Abstract :

The uncapacitated plant location problem is considered as a node-
packing problem. For this problem, several valid inequalities and facets -
are discussed. Necessary and sufficient conditions for trivial facets
along with necessary conditions for non-trivial facets are derived. In
addition, all of the facets for the case of 3 plants and 3 or more
destinations are identified.



l. Incroduction.

The plant location problem is the problem of fimding the optimal location
of plants so as to minimize a cost function while satisfying given demands. The
problem is called the uncapacitated (or simple) plant location problem if each
plant under consideration has the ability to satisfy the total demand. The plant
location problem is a standard problem of the OR/MS literature and is of interest
not only for its own merits but also gor its close similarities to other
classes of real-world problems. (See (10] for a detailed bibliography.)

Weber [24), who may bé credited with the formulation of the problem, and
other researchers attempted to solve the problem by way of locatihg the center-
'oids. This approach often resulted in locating the plants at impossible loca-
tions; for example, at the top of a mountain or in the middle of a lake. This
impossibility of the optimal location was later resolved by constraining the
problem to allow only a finite number of feasible locationms.

In fact, since 1954 when Hirsch and Dantzig [17] introduced a linear pro-
gramming method for solving the fixed charge problem, most of the studies have
been carried out along a linear programming approach using 0-1 decision vari-
ables. The majority of the researchers attempted to solve this mixed integer
programming problem by using the branch and bound technique, see e.g. Efroymson
and Ray [9] and Spiéiberg [25]. However, the computational results have not
been satisfactory, especially when faced with problems of a large size. This
can be expected because the problem is NP-complete, i.e. i; belongs to the
class of hard combinational optimization problems which ﬁo;da:e cannot be
soived by polynémially bounded algorithms (12]. -

Recently, several researchers have begun to study facets of the uncapac-
{tated plant location problem. (See Guignard (16] snd Cornuejols and Thizy (6].)
This approach deserves attention since facets are ''stongest cutting planes”.

One can thus reasonably expect to improve computational results substantially



even if one can identify ounly a subset of these facets. This point has been
well illustrated recently with related work on the travelling salesman pro-
blem by Grotschel and Padberg (14, 15], Crowder and Padberg (7] and Padberg
and Hong [23].

Qur objective, then, is to investigate some of these facet inequalicies
that describe the integer polyhedron of the uncapacitated plaant location pro-
blenm.

In section 2, we formulate the problem as the node-packing problém (PLP)
and introduce some notation that will be used through-out the study. Once
formulated in this way, it follows that the constraint matrix of (PLP) is
totally unimodular if the number of plants, p, is less thaa 3 or the aumber
of destinatioms, d, ;s less than 3. This implies that the linear programming
relaxation of (PLP) will give an intager solutiom and thus it is of ao in-
terest to us here. However, i{f p 23 and d 2 3, then linear programming
solution will not always be integer and thus our concern is how we can elimi-
nate these non-intager solutions.

Section 3 deals with a particular class of valid inequalitites which re-
move scme fraqcional extreme poinc§ of the polyhedron associatad with the
linear programming relaxacion of (PLP). It is demonstrated that all of the
valid inequalities scudied to date are members of this class.

In section 4, we show that the noa-negativity comstraints and clique
constraints are gll faéets and prove several necassary and sufficient condi-
tions that chara;:erize facets.

The results of section 4 and the necessary conditioms for nom=-trivial
facets of section 5 enable us to give a description of all facets of (fLP)
when p =3 and d 2.3. In fact, theorem 6.1 states that all of chese
facets correspond to odd-cycles of length 9 in the associated intersecticn

graph.

In a3 sequel to this paper (4], we discuss several lifting procedures and



present necessary and sufficient conditions for non-trivial facets with 0-1
coefficients. We also derive a family of facets and describe all facets for

the case of several plants (p 2 3) and three destinatious.



2. Problem formulation and notation.

The uncapacitated plant location problem arises from the following situation.

Suppose that, at p possible locations, plants can be built necessitating

a fixed investment fi at location i (i = 1,2,...,p) for producing a

homogeneous good demanded from destipation § (j = 1,2,...,d). Assuming

that the capacity of each plant {s sufficiently large to satisfy the

total demand, one has to decide at which locations to build the plants

S0 as to minimize the total cost of satisfying the destination's demands.
Denoting by xij the fraction of destination j's demand filled by a plant 1

and letting yi = 1 if a plant is located in location { (yi = 0 {f not), the

problem can be formulated as the following mixed integer programming problem.

Min. ZZec,.x.. + L £y!
j i 13713 { {71
subject to
f xij =1 for j = 1,2,...,d
Osxij syi fori'l,Z,.-o,P; j .1’21“')d
yiaOorl fori'l.z.---,P

Here, cij are the transportation costs involved in satisfying the total
demand of destination } from plant { and, moreover, transportation costs are

agssumed to be linear,

This formulation can be transformed into a set-packing problem by interchanging

the variables yi with l-y1 and by converting the set of d equality constraints



into less~-than-or-equal-to constraints. The latter can be accomplished by

introducing an artificial variable for each equation having a "large enough'

cost (e.g. ej > % cij) and subsequent elimination of these variables. More

precisely, the interchange of variables yi with .l-yi transforms the pro-

blem into the form

Min. Z T ¢, ,Xx

jiijij'

subject to

Tx,,=1
i 4

(PLFE)

Y1

for j

l’z,tlﬂ’d

for £ = 1,2,...,p; J = 1,2,...,d
for i = 1’2,..‘,?

for i = 1,2,...,P; j = l,zponcjd'

Applying the second transformation, (PLFE) cam be brought to the following

equivalent form:

Max. T Z (8
i

subject to
s,

f xij 1
(PLP)
*13

vy " Q or 1

+_y1 <1

. . =20
\ 13

17%150% 1y

- TEf, - Z¢8

nEy

{ 11 i i ] 3

for § = 1,2,...,d ' (2.1)
for L = 1,2,:..,p; § = 1,2,...,d (2.2)
for 1 = 1,2,...,p

for £t = 1,2,...,p; §- = 1,2,...,d.

This formulation is the required set-packing version of the planmt

location problem.




Remark 2.1. (PLPE) differs from (PLP) by the fact that the former must
satisfy the constraints (2.1) with equalities. |
Remark 2.2, In this formulation, y; = 0 means that a plant is located
at 1 and yy = 1 means the opposite casé. Also, even though X4 § is al-
lowed to take a fractional value, there exists an optimal solution with
X3 = 0 or 1l if all variables y; are fixed at O of 1.

Let A be the matrix whose elements are the coefficients of the conatraints
(2.1) and (2.2) of (PLP). Note that A is a (pd+p) x (pd+p) matrix whose elements

are either 0 or 1. The intersection graph G = (N,E) is constructed. by

assigning a node for each column al

of A and an undirected edge for each
pair of nodes whose corresponding columns are non-orthogonal, i.e. |N| = pd+p
and there is an edge between the node i and the node j if and only if

ai.aj # 0. It follows that (PLP) is equivalent to the node-packing prolbem (NP)
in this intersection graph in the sense that they both have the same solution
set (including the set of optimal solutions) if for each node i the node

weight is defined to be the cost associated with column i. (see (8,13, 19,21].)

For counvenience, we define some notation.

1) p={1,2,...,p} with lp| = p and D = {1,2,...,d] with |p| = d.

d - oP(d+l)
2) P [(x,y) €R S1V §€D; <1, . :
{(x,y) € l f % FED x by Slix 2 0, y;z 0 i€, jen}
This is the Polyhedron associated with the linear programming relaxation of
(PLP) with p plants and d destinations. Note that dim(Lpd) = p(d+l).
pd p(d+1) ,
3y 1Y = ((x,v) € R T = 1V JED; + < y 2z 0 i€
‘ E xij J€D; xij Yy 1, xij 2 0, Y2 ) ¥ iép, JED]

This is the polyhedron associated with the linear programming relaxation of

(PLPE) with p plants and d destinations.



d+)y p(d+1)

is the

4) Lgd 3 conv{Lpd n Zp( where c¢onv means the convex hull and 2Z

set of all 0-1 yectors of deminsion p(d+l). This is the integer

polyhedron associated with (PLP), i.e. the convexified solution space of (PLP).

+ zypt Slvs<Pinm

"V i ’ D
1t TR TR i€p, jED}

d d+1
) QP = ((rwer? @) 5o
]
where ¢ 18 an onto function from D into S (= P-S). This is the anti-blocker

pd pd
1 I

vertex of de.

11 of L and thus, if rx + gy < 1 i3 a facet of L] , then (mu) is a

d . -
) FP% a f(r,p)cRp(d+I)| ™ + uy < i3 a facet of L?d for some ”o}

This is the set consisting of all the possible facets.

1) ng - {(n,p)éRp(d+1)| ™x + Jy § Ty where ™y = 0 or 1 and mx + puy is equal to
- - €P, i<
f x(y OF X +y, or Xy OF =¥ for some i€P, j€D }

This is the set consisting of all clique constraints and non-negativity

constraints.

. _ ' n(d+
8) “n p - L;d N ~[(x,y)€Rp(d l)l ™ + Uy = 1], where mx + By s 1 is a valid
]
inequality for Lpd.

1 This 1s the set consisting of all the feasible points

that lie on the plane mx + py = 1,

9) 1, = [iGP[ Uty >0} for j = 1,2,...,d for a given (m,u) and, likewise,

]

I - {ien| Ty >‘o} for i = 1,2,...,p.

10) Let (m,u) € de. Then, we partition mas n = (nl,ﬂz.....nd) vhere

nJ a oo, ) for = 1,2,...,d and accordingly for x as

(nlj'"ZJ |
1.2 d).

X % (X ,X ,0.0,%

PJ



11) We let G = (M, E) be the {ntersection graph associated with (PL?). Recall
(hat each node in N corresponds to a column of A whose elements ave the
coefficients of the conatraints (2.1) and (2.2). ﬁence, ve denote the
nodes accordingly by their corresponding variablea of the constraints 2.0

and (2.2). 1In other words, N consisty of all the nodes ¥y {=1,2,...,p

and X {®1,2,...,03 ) " 1,2,...,d while E contains all the edges (xij,yi),

1y’

{ =1,2,...,p} 3 = 1,2,...,d and (xpj'xvj)' pdoviy= 2,4

12) Let GS - (V y E ) be a subgraph of G {nduced by Ns where N C N, l.e. Gs has
the node set Ns and all edges of G whose both end points aru in N let

« {1€P| Yy €N } and B (sén} x € NS for some L € P}. Also, let § be

an |IS\ x |Js] matrix whosc elements are guch that sU =1 {f (yl,x“) € Es

S :
_:-md s“ 0 {f (yi,xu) ¢! , Note that l“ 1 fmplies that a plant { can

cover a destination j. We say that S is an adjacency matrix tf there Ls

no zero column , i.e., every destination in Js can be covered by some plant

i€ IS. and no zero rows {.e, each plant 1 € IS can cover at least ore
destination § € Js. Vice versa, any \Isl x ‘Jsl gero-one matrix S = (’ij) aith
I C P and Js =) having no gero column agad no zero row is

an adjacency matrix and there exists a corresponding cubgraph G (NS,ES)

of G, vhere N° = [ €| te1°, 3€° and 8, JF0Iuly &N 1€1°} and
S a [(x x OEEl p # v, T wrS, 165° and s 40} U {(y.x >
L %o SEL B VT KT, SR and 00, ypx el €0

e yS
j€J” and Y 5 0},

13) For any subgraph Gs of G, we let a(GS) be the independence numbcr of Gs. t.e.
S

-

maximum node packing for the {ntersection graph GS, and we lat 8(C ) be the

covering number of Gs, {.e. the minimum number of plants 1 € Is necessary to



14)

13)

16)

cover all destinations j € Js. ;f no ambigﬁity arises, we siﬁply write @ or
3. We call S to be a maximal adjacency matrix Lf changing the zero element
to one decreases B(Gs) by one or increases a(Gs) by one. We call an edge

of Es to be critical if its removal increases d(GS).

For an adjacency matrix S, let Li - L%d n {(X.y)GRp(d+l)\ Xy = 0 for 8,4 = 0,

and y, = 0, %y = 0 for { € Is, ] ¢ Js}.

An adjacency matrix S is called a pd-adjacency matrix if 1) Gs {s connected,
fas S
{1{) there exist at least one zero element in each column, and iii) !I ‘ =3

and \Js| > 3. The corresponding subgraph Gs 1s called a gd-subgranh.

fi} is the smallest integer greater thaa or equal to a.



3. Valid inequalities.

An inequality ax + by < éo is called a valid inequality with respect to Lgd

if and only if_Lgdsz {(x,y)GRp(d+1)} ax + by < ay}. The valid inequalitfes

(or cuts) are very useful in removing the fractional extreme verticies that
result from the linear rel#xation of the integer programming problems. A facet
may be viewed as the 'strongest' valild inequality in a 3ense that it {s a valid
inequality that intersects the {nteger polyhedron in a face of the highest
possible dimension. However, it should be noted that intersecting Lpd by a valid
inequality may introduce new fractional extreme points that in turn have to be

removed again.

By noting the correspondence between a pd-subgraph GS = (Ns, Es) and its

S
iISI x |J | adjacency matrix S, we get the following theorem.

Theorem 3.1. For anv od-suberash GS = (Ns, ES), the inequalictv
T Los.x. v gy s |18+ 55 -« (3.1)
esS o5 Ht st
€17 jeJ i€l

is a valid inequality of L;d if and onlvy if k is an integer satisfving k < B(GS3.

Furthermore,ggics) - |Is| + lei - S(Gs).

(=)Suppose (3.1) is a valid inequality and suppose k > S(Gs) = 3, Since 3 plants
are sufficient to cover all destinations j € Js, the left hand side of (3.1) can
become |JS|+|IS|- B which is greater than the right hand ;ide of (3.1). Hence, we

have a contradiction.

(=)Consider any feasible solution such that T plants from Is are open.

10
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S
case 1. T = B. Then, Y, " 1 for exactly \I l-n plants. But,

‘Isl-n < {Is‘-a < \Isl-k. Thus, even if all le! destinations are covered, the

: S
left hand side of (3.1) will be less than or equal to |1 l+lJS|-k.

Case 2. T < 8. Since 8 plants are required to cover all !JS| destinations,
" T plants can cover at most |Js|-(8-n) destinations. Therefore, the left hand
side of (3.1) can be at most |Js|-(B-ﬂ)+|ISl-n which 1s less than or equal to

|15]+]35] k.

S
Now, we prove that a(GS) = |I |+|Jsl-B. First, we note that a(Gs) s \IS|+IJS|-B
because (3.1) holds when k = 8. Without loss of generality, assume that the
3 plants that can cover all destinations are numbered 1 to 8, i.e. Yy = 0 for

i=1,2,...,8 and Yy = 1 for the remaining plants in IS. Since the B plants

can cover all destinations, for each } € Js we can set xij = 1 where i is such
S S S S

that (xij'yi) {s an edge of G_ and 1 s i $ 8. Hence, a(G") 2 L7 |+{07 | -8.

Therefore, a(Gs) 3 lIsl+le|-B.k A

Remark 3.1. If (3.1) is a facet, then k = B(Cs) and the right hand side becomes

a(GS\.

A valid inequality is useful only when it can remove some fractional extreme
points. Cornuejols, Fisher and Nemhauser (C.F.N) showed the following characterization

of an extreme point fof the LP relaxation of (PLPE). (See [5].)

Theorem 3.2, For a given non-integer solution (xfiyf) contained in lEpd‘ let

= {iep| 0 < vi <11, Df = {1€D| xij non-integer for some i, and xgj = 0 or
o i

-vf for all 1 € P;} and F be the LE:‘ X lDEE matrix whose elements are
i ] ¢ T T

‘1 if x., > 0 . Then, the non-integer solution (xf,yf) is an extreme
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point of LEpd if and only if

1) vf = 1 - max xf

=i j 1]

for all { € Pf ,

2) for each i £ D, there exists at mcst one {(4) € P with 0 < xE <1 - £

L(j) 1= i

3) rank of F equals IP,L.
L .

Proof: See [5, theorem 6].

Tf we further define Py = {1€p| yf = 0}, P1 - (1€p| yf a1}

D, = fjén] xfj integer for all i € P}, D, = f1€p] 0 < x for precisely

£ £
103 <

one i(j) € P}, then it is easy to see that [PO, P, P.} and {Dl, Dy, Df} partition

P and D, respectively. In fact, any fractional extreme point must have the

following xij's- .
destinations
D1 Df Dz
p [0 0 0
planc§ Pe 0 2ra::ion::s grézzionals
Py 0 or’1 0 grazzionals
*:

Each column has exactly one 1.

**: There are no zero-rows and each column has at least two fractional

numbers. This |Pf| x IDEI matrix corresponds to F.

If the rapk of F equals |Pgl, F contains a IPfl x |D%l non-singular

submatrix B where lel = IDE! and Dé S D¢, and the fractional parts of the extreme

£ £
point (x, y°) can be fully identified by solving ztB = et where 2" and e are
the transpose of zi's and one's, respectively. This is so because an extreme

point of prd must satisfy inj = 1, Xy * Yy £ 1 and the three cénditions above
i

-~

in ctheorem 3.2. 1In other words, we let



£
yy = 1 - z, for all { € Pf

£ = ™ - N
xij {zi if fij 1 v i€ Pf. J € Df orv i€ Pf i1, &0,

1- ¢ . viyen,

14
x -
L) er - 1) 1

Note that B is an adjacency matrix.

Vice versa, it can be seen that there corresponds an extreme point of LEpd
for any non-singular k x k adjacency matrix B Lf k S min{p,d} and :CB = e: has a
non-negative solution. Furthermore, an extreme point of LEpd {3 also an extreme
point of Lpd. llence, we can derive a valid inequallty of L%d.that removes some

d
extreme points of tP® as follows.

Theorem 3.3, Let B be an lIB‘ x lJB| non-singular adlacency matrix where

‘?)' ' B t t I B
|1°{ = {J°| and for which z B = e  has non-negative z, 8. If 8(GY > T , L
ier”

then the inequality

+ Ly S |18+ 2126 (3.2)
ter®

by L b

b4
£y 13
e1® jest

pd . ¢ Lpd
{s a valid inequality of LI and removes some fractional extreme points o .

Proof:

From theorem 3.11 (3.2) is a valid inequality of Lgd . Furthermore, from

theorem 3.2, there exists a fractional point satisfying

T T b x,+ LTy = | 8] +|1B] - T 2,
s gty a1
1€1° j€J €1 €1

LI

Therefore, the valid inequality (3.2) removes some fractional extreme points

because S(GB) >
€1

3%y a
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We now consider some special cases of (3.2). Let C be a k x k cveclic
matrix whose rows are 0-1 vectors in which t consecutive ones are successively
moved one position to the right., Furthermore, assume k and t are relatively

prime with t < k. Then, C 1is a non-singular adjacency matrix and

a(cc) = [-E?] > T z,= % . Hence, the valid inequality (3.2) becomes

t i
et®
¥ T e..x.+ T v, S 2k-'-1‘-] (3.3)
c c i3 1] c'i t
1e1° jes 1€1 :

C
In particular, if there are k-l one's per row, f.e. t = k-1, then 8(G ") = 2
and the valid inequality (3.2) becomes

T Sty

+ I ¥y s 2k -2 (3.4)
c c
1€1” jeI i€l

c

. c
On the other hand, i{f k is odd and t = 2, then C is non-singular with 3(G ) = [

R

|
and the valid inequality (3.2) becomes

K )
- - 3.
iffyy v T St s % [-2 ] (3.3)

z r ¢

ie1® jes€ €1

We note that the inequality (3.3) is exactly the same as the one obtained

~in (5], (3.4) is the same as the one obtained in [ 16] and (3.5) is the odd-cycle
inequality obtained {n [21]. We shall show, in a sequel to this paper (4], that
one can lift the‘inequélity (3.3) and (3.5) to be a tacet of Lgd whereas in [16]

it has been shown that (3.4) defines a facet of Lid. (See also (6].) Mote that-

(3.3) remains a valid inequality for L%d if the assumption that k and t are
relatively prime is dropped. . This is an immediate consequence of Theorem 3.1.

In the sequel [4] we show how these valid inequalities can be extended to be

facets of the polyhedron I..;d.



3. Trivial facets.

An inequality mt < my is called a facet of a polyhedron P 1if {) mt < =,

for all t € P, and {1) there exists n affinely independent points ti €P

i
such that nt” = ny for { = 1,2,...,n where dim (P) = n. The first property

-

implies that nt < ny; is a valid inequality for P and the second property implies
that there are n linear independent vectors on the face of the polyhedron L{f my # O.
From this definition of a facet, we immediately get the following theorem

about the non-negativity constraints. (See Balas and Padberg [1] for a similar

argument.)

Theorem 4.1. Let mx + uy < m, be a facet of Lgd. Then, m, = 0 if and onlv {f

¢ + yy = -x,j Or mX + Uy = -y ,
L p S

Proof:

X for L = 1,2,...,p;

For notational convenience, we let t(i-l)d+j = 1]

j=12,...,d and cpd+i = yi for { = 1,2,...,p. Then, the a§ove statement can be
written as follows: Let mt < m, be a facet of Lgd. Then My = 0 1f and only if
nt = -ti.

(®)Suppose m, = 0, Then, since any unit vector is feasible, we must have ! <0

for all 1 = 1,2,...,pd+p. Let N = {i] m, < 0}. Then, there are pd+p-|N"| linearly

independent vectors satisfying mt = O, However, for wt < 0 to be a facet, we must

have pd+p-1 linearly independent vectors satisfying nt = 0. Therefere, iN-l =1,

(=)Suppsoe ™, # 0, but nt = -ti' Clearly, my < 0 is not possible because 0 vecto:

15
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is a feasible solution. If 75 > 0, then therc exists no feasible vector satisfying

nt = 7, contradicting the fact that mt < ny, is a facet. Therefore, m, = 0. &

Remark 4.1. If my # 0, we can assume without loss of gemerality that m = 0 for

{=1,2,...,pd+p and ™, = 1. This can be seen as follows. Suppose N OF D,

let i € N°. Then, since nb'# 0, there must exist T € Lid such that Ei =1

and nt = My. (Otherwise, if t, = 0 for all solutions such that mt = Mg, then all

i

such solutions also satisfy the facet -t, < 0 with equality. Consequently,

i

mt S g can not be a facet.) But, if we define t* to be t¥ = t, for j # L and

3 J

t; = 0 for 1 € N, then from the non-negativity of A, we have At* < At S e, i.e.
t* feasible, and mt* = mc + lﬂil > ny contradicting the fact that mt s 1y is a

facet. Consequently, ¥ = @ and ve must have m, 2 0 for i‘- 1,2,...,pd+p. -

i
Furthermore, my > 0, which enables us to divide both sides of inequality by m,.

We, now, give necessary and sufficient conditions for the facets to be
clique constraints. Clique constraints have been shown to be facets by Padberg (21

and we will use this fact in the proof of the next theorem repeatedly.

pd

Theorem 4.2, let mx + yy < 1 he a facet of LI Then, the following statements

are true,

1) mx + uy = x,
A

3 + v for some {1 € P, § € D if and oniy if T T 1.
LY
i

2) mx +uy =x,, +y if and only if there exists | such that m 40 and
g P Y

3

exactly one ﬂ’j > 0.
p S

3) m™ +uv = 2;513 for some } € D'if and only if ﬂj > 0.
i

Proof:

1) (=)This is obvious because we have T 1, and K ™ 0 for k # 1.
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(@)If (m,u) € de, then T
3

g is an onto function from D into S. Take S = {i}. Then, we must have

n + < 1 must hold for all S € P where
sy T EH

z et z By < 1 because it is feasible for a plant i to supply all destinacions.
L k ‘
k#i

This is equivalent to T m _ S i because of the condition T B ® 1. Suppose mw, >0,
. it i K i)

but mx + Wy # xij+ Yy Then, all solutions (x,y)EH“ 4 must have either y = 1 or

y " 0 and xij = 1. This {s so because, if there exist a solution (x*,y*) € H‘_Y “
such that yz = 0 and ij = 0, then we can let (;,;) be samé with (x*,y*) except
;i = 1 and ;Lt =0 for t € J1 so that (;,;) {s feasible but

™ + g; a mx* + py* + By © z U + nij > 1 leading to the contradiction,
t€J,
2) (=)0bvious.

(e)Without loss of generality, suppose ﬂj # 0 and ™y >0, = 0 for k 2 2.

My

Furthermore, suppose mx + Uy ] xlj + yl. Now, there must exist an integer vector

such that .
(x,y) € Hn,“ uc at x,, + 7y

- = 4
1) < 1, which implies xlj 0 Yy This i3 so

becavse xlj + ¥y <1 is a facet and (x,y) are integers. Since ﬁlj is the only

positive component (i.e. nqj = 0 if q # 1), if we define a new vector (;,;5 to be

;&j =1, EAJ = 0 if xqj = 1, and all other components being same with (x,y), th. =

- - d - - ,

(x,y) € L; and mx + gy = ™ + Uy + \"!1‘1 > 1. This {s a contradiction to the feo
m™ + Uy < 1 is a facet,.

3)(=)This is obvious because nJ = (1,1,...,1).

(=)Suppose nJ > 0 but m™ + Uy $Z xij‘ Then, we mus;‘have an integer vector

(x,y) € H_ u such that T xij < 1 which implies xJ 2 0. This is so because
[} , i
€ x,. $1 defines a facet and (x,y) are integers. Consequently, Yy ® 1 holds

i 2
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for all { = 1,2,...,p. Otherwise, if Ve ™ 0 for some k, then we can set xkj =1

while maintaining feasibility for Lid but, then, mx + uy + nkj > 1 which

contradicts the assumption that mx + uy < 1 is a facet. Hence, < By ® 1 holds
1

and by 1) we can not have ﬁ? > 0. This is a contradiction.

We have thus shown that all inequalities of the set de defined under
point 7) of section 2 define facets of L;d. We will call these faceats

trivial facets of L%d .



5. Non-trivial facets.

In this section, we will discuss some necessary conditions for non-trivial
facets. By remark 4.1, we can restrict ourselves to non-negative (m,p) whea we
consider nontrivial facets. Furthermore, the right hand side of the related

inequality, 7., Ls understood to equal 1 in the following discussion.

Theorem 5.1. let (mu) € de- ng. Then, the following statements are true.

for all §.

1) If ﬂ'j > 0 for some j, then gi >

i

1]

> 0 and 1,

2) Ify. >0, then there exist j # k such that ufp

3) If Ij # @, then lI,I > 2 and there exist 1 # k such that
Jd

max (T j' q € Ijt = ﬁ!j = n*j.

4) If Ij # Pand I # @ for { # k, then I, # I., f.e. I and T must be distinct.

Proof:

1) Since (m,u) is not a clique constraint, there exists an integer vector

(x,y) & H" u such that xj a ) for some j € D. Otherwise, & xij = 1 for all
’ 4

j =1,2,...,d which would be clique constraints. Consequently, without loss of

generality, we can le; Yy = 1 for all { € Ij’ Because, if not, then yk = 0 for

some k € I, and so by defining a new vector (x,y) to be X, , =1 for some m , >0

] ch ¥

others being same with (x,y) we get (;,;) € Lgd and ™ + g; = mx +uy + "kj >1

contradicting the fact that mx + gy < 1 is a facet.

Suppose, now, that.pq <n ., for some q € I

q] J

(x*,y*) to be x;j =1, V: = 0 others being same with (x,y), we get (x*,y*) &

. Then, b& defining a new vector

pd
k1
and mx* + py* = mx + gy - Hq * My > 1. This is a contradiction.

2) Since (m,u) is not a clique constraint, there exists an integer wvector

19
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(x,y) € H_ " such that X3y " 0 and y, = 0 for i, J such that n

ty

0
i > 0 and M, > 0.

Otherwise, for such { and j, x. = 1, which would be a clique constraint.

ij

+ yi

>0, {.e., m,, a0 for

Suppose, now, that there exists no other k such that = ik

ik

all k # j. Then, by defining a new vector (;,;) to be x,, = 0 for all j€o,

L3

;1 = 1, others being same with (x,y), we get (;;;) € Lgd and

™ + p;'- ™ + gy + By > 1. This is a contradiction.

3) Since (m,u) i3 not a clique constraint, from 2) of theorem 4.2, iIJ] 2 2.

Suppose, now, that the statement {s wrong. In other words, assume mm,, >

L] ]

for all q in P different from 1. Since mx + yy < 1 is not a clique comstrainc,

there exists an integer vector (x,y) € v u such that xij = 0 and Yy ® 0 for

some i € Ij’ J € D. Otherwise, we will have x = 1 which would be a clique

13 ¥4

constraint., Now, if we define a new vector (;,;) such that ;;j =0 for q # 1,

X, = 1 and all other components equal to the components of (x.y), then we get

(;,;) € Lgd and = + #7 =m +tuy U, - nqj > 1. This (s a contradiction.

1]

4 = =
) Suppose Ij L # 0. First, we note that {f (x,y) € Hn,p and %5 0 for

all { € Ij’ then we must have y, " 1 for all L €1 This is so because, 1f there

j°
exists k € Ij such that Ve ™ N, then by defining a new vector (;,;) to be ;;j =1,

and ;éj =0 1if xqj = 1 (note: q € Ij)' and all others being the same as (x,y), we

get (x,y) € Lgd and ™ + puy = ™ + py + My > 1, which leads to a contradiction.

= 0 for all { € I,, then x

Thus, if xij f i

= 0 for all { € Ik because Yy " 1 for all

1€ I, and I, = I, In other words, if x,, = 1 for some { € I , then there must

b J Tk 1) ]
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exisc {' € Ik (possibly, 1 = {') such that x = 1, Therefore, we have

1"y

Z xij = Xk for (x,y) € H" implying that we can not have p(d+l) linearly
i€1 €1, o

]
independent vectors satisfying mx + yy = 1., This is a contradiction. 4

Remark 5.1, Theorem 4.2 and theorem S.1 together‘imply that, if (m,u) € de- de ’

then either \'1'1 = 0 or if nJ # 0 then at least two components "ij and ﬂaj, say, of

ﬂj are positive., Furthermore, for at least one j} € D we have nJ # 0, If.ﬂJ #0,
then by part 2) o§ theorem 5.1 it follows that there exists a k # j such that

L #9 p; >0wvhere {1 € T and { € Ij'
have Ik # Ij‘ Finally, for each j such that ﬂj # 0 there exists an i such that

Also, by part &) of theorem 5.1, we

By > 0 and nij = 0,

Remark 5.2. Theorem 4.2 and theorem 5.1 together imply that, if (m.u) € de-Fid,
then there must exist at least 3 plants i such that My > 0 and at least 3 desti-
nations j such that nj # 0. ‘This is so because, if nj # 0, then we must have

{Ij} 2 2 and at least one plant i such that nij = Q. Thus, we must have at least

3 plants { such that by > 0. Furthermore, if i £ [,, chen there must exist a

i

destination q different from j such that Ma> 0 in order to satisfy !Jii 2 2.

q 1
: B
Now, if m = 0 for ¢t # j,q, then , for each i such that Ky > 0, we have nij >0
if and only if Miq > 0 in order to satisfy [J;| 2 2. This is a contradiction to
the fact that Ii # Iq' Thus, there must exist at least 3 destinations j such

that n-j # 0.



5., Facets for the case of 3 plants and several destinations (d 2 3).

The results of the previous section enable us now to describe all facets

for the case of three plants and several destinations.

Theorem 6.1. let (m,u) é de-ng where p = 3 and d 2 3, Then rx + uv < 1

is a facet if and only 1f u, = % for all { € P = {1,2.3} and ™= % for 1 €1

j'

i

1 € J where J is anv subséc of D consisting of exactlv 3 elements and T.'s are.
g

distinct subsets of I with {1 | = 2.
§

Proof:
(¢)Without loss of generality, assume J = {1,2,3}, I - 1,2}, I, = {2,3} and

I, = {1,3}. Then, we have to show £ T % %y + T % y, $ 1 1s a facet for
€3 1€1, 1€P

Lgd. This follows from Guignard [16].
(®°)By remark 5.1, we have Iy = 9 or 'Ij, = 2 for all j = 1,2,...,d and [Ij] = 2

for at least one j. Furthermore, it follows from remark 5.1 that w >0 for i =1,2,3.

From 2) of theorem 5.1, we know that lJil 2 2 for all { = 1,2,3, Suppose lJil = 3,
say, J1 = {1,2,3)}. Then, in order to satisfy IIll = 2. we must have either

I = {1,2} or I - {1,3}. 1f I1 = {1,2}, then I, must be {1,3) in order to

satisfy I1 # IZQ But, this would force 13 to be equal to either I1 or 12

contradicting the fact that mx + My s 1 is a facet. Similar result holds if we

start with I1 = 1,3}, Also, it can be easily seen that if lJil > 3, then we

would get a similar contradiction. Therefore, iJ:I =2,

22
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/; Now, since |Ji| =2 for all { = 1,2,3 and IJ

“for all § = 1,2,...,! J|, it is obvious that [Jl = 3 where J = [j€D| ml 4 0}

' s are distinet with !t | = 2

Note that IJ s must be distinct subsets of I with |Ij| = 2, and thus
Ij for j = 1,2,3 is one element of {{1,2},{1,3},(2,3}].
Next, we show that all of the ﬂtj's and “1,5 have to be same. Without loss

of generality, assume I1 = (1,2}, I2 = {2,2} and I_ = {1,3}. We nots that there

3
11

13" 1. (Otherwise, 1if X3 ® 0, then letting y, = 1 would contradict

exists a solution vector (x,y) € Hﬂ_“ such that x.. = 0 and yy, = 0. This, in turn,
]

implies that x

the fact that mc + uy < 1 is a facet.) From theorem 5.1, we know that y, 2 7 4.

Suppose By > Then, letting yl = 1 and X3 a 0 would contradict the fact

13°

that m + gy < 1 i{s a facet. Therefore, Ky = M3 Again, from theorem 5.1,
™3 T Mo Repeating this argument, one can show that all the coefficients are

same and so dividing by

10 ™ + gy S 1 becomes T I x + vy, S ——,

€I teT T Y M1

However, the left hand side of the above inequality corresponds to a chordless

odd cvycle of length 9 and thus the right hand side is equal to 4. Therefore,
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