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COMPLETENESS AND THE EXPRESSIVE_ POWER

Osamu KATAI

RESUME Dans ce papier on étudie la complétude et le pouvoir ex-
pressif du systéme a logique temporelle de Pnueli. On pré-

cise la classe des w-langages représentable par un tel
systéme.

ABSTRACT The completeness and the expressive power of Pnueli's
nexttime temporal logical system is investigated and
the class of w-languages representable by this system
is clarified.

Kyoto University, JAPON.



1. Introduction

3 X . i
(43,021, 1prov1de a quite natural and simple way

Temporal logical systems
for the verification of programs, particularly for that of concurrent programs,
in which the notion of time invariance and causality play crucial roles.

In this paper; we investigate the completeness and the expressive power of
Pnueli's nexttime temporal logical system DX[L](or the propositional part of the
nexttime system in[3)), which is an augmented version of linear time temporal lo-
gica] system KlA by incorporating it with a new tense onerator X répresenting the
next time instant. The axioms and rules of DX are as folldws tocether with those
of Propositional Calculus.

Al: I X(A> B) > (XA > XB)

A2: F XA D ~X~A

A3: F ~X~A > XA

Ad: F G(A> B) > (GA > GB)

A5: I GA 2(A A XGA)

Rl1: if k A, then I XA.

R2: if F A > XA, then + A D GA,
where A and B are arbitrary propositions(temporal formulae), and A > B stands
for ~ (A A ~B)(in the sequel, we use only A and ~ as primitive symbols for
logical connectives). GA represents that A holds forever(including the
present time) and XA represents that A holds at the next time instant.
~G~A, often denoted as FA, can be interpreted as A holds at sometime in the
future.

In order to discuss the infinite sequences(w-seq.'s) of events repre-
sented by these temporal formulae, we refer to the theory of W -automatam'[‘.:'
These (finite) automata M(sQ, S, °F ) accept an input w-seq. iff the set of
limiting states(the states entered infinitely often when drived by the input
seq. from initial state so) coincides with one of the designated family T of

subsets of S called anchored sets. For the following discussion, it is

convenient to use the notion, macrosource, which is a nondetgkministic

w -automata with possibly partially defined transitions and with not neces-

sarily singular initial states®? Moreover, we label input alphabets not to

arrows(transitions between states) but instead to states themselves. Hence

the modified ones can be regarded not as acceptors but instead as generators

of w-seq.'s. For example, the following macrosource M(SO, S, ) generates
[J @..‘:B._p,\,p...i,.p ..... ) :

j : odd no. ﬁ.‘r
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It can be readily seen that these modifi cations have no effect on the
expressive power of w -automata, and any w-language(i.e. set of w-seq.'s)
which can be generated by a macrosource M(So, S, T ) is called w-regular and
is denoted by L(S;, S, I).

2. Model of DX and w -Language

Let sub(H) be the set of subformulae in a proposition H. Then a model
of H is an w-seq. 3(0, ?\'1, cee, "}'t, ... of subsets of sub(H) s.t. for
every t,

if ~Ae F., A# F; if A¢ Ky and ~A e sub(H), ~A¢ Fe

if AnBe K, , A, Be Fys ifA,BE %, and A A Besub(H), AnBe Fiio

if XAe Gy, Ae F s if Ae Ky ) and XA € sub(H), XA ¢ Fyo

if GAe R, Ae Fy for Ve'z t; ifAeFy, for V' = tand GA €
sub(H), GA € ?t,

and also
<y
Hey
It can be readily seen that each model of H uniquely corresponds to an W-seq.
F= (}0 }1 . §t -+) of state descr1pt1ons(con3unct1on of every

propositional vanab]e or its negation in H) by giving § PEP(H)n?‘tp

pep{r} ?~p, where P(H) is the set of propositional variables in H.  We denote
by L( ) the set of such W-seq's. By regarding each state description(in

P(H)) as an alphabet, L(H) can be regarded as an w-language.

3. Construction of Semantic Tableau(Transition Diagram) for Tempora] Formulae

Semantic tableau methods provide a systematic way to search for every
possible model of an arbitrarily given proposition TR [n. Apart from the




usual method for modal logical systems introduced by Kr1pke£8 , we construct

a new semantic tableau which is a kind of transition diagram(trans. diag. )
i.e., directed graph consisted of nodes called tableaux(tab.'s) and of" directed
Tines(arrows) between them. Each tab. s, represents a state(time instant)

and has right and left columns(co] 's) each of which consists of certain

propositions. The left col. L(s1) represents the propositions holding at -
that state and the right col. R(si) represents those not holding at that
time(we denote s, as {L(s;); R(s } ). Each arrow s;Xs; represents that
state S5 comes next(at the next t1me instant) to state s;. The rules of its

construction are as in the sequel, where A and B are arbitrary propositions
and S5 stands' for an arbitrary tab. at any stage of the construction.

(Init:) Put a tab., say sg» with only H in the left col.(the right col.
being vacant) and call it "the main tab.", i.e., S = {H; }.

(N) If ~A appears in the left(right) col; of Si» put A in the right(left)
col. of S

(A1) If A A Bappears in the left col. of Sis put A and B in that col.

(/\r) If A A B appears in the right col. of Sy make two copies s 1 and

i,2 of s, draw arrows s. Xs1 1 and s Xs1 2(or S3, 1Xs and s 2Xs ) for

J
every S5 s t. S -Xs (or S; Xs . ) and erase s, from the trans. d1ag Moreover,

put A in the right col. of s. 1 and put B in the right col. of $4,2°

(X) If XA appears in the left(right) co] of Sis put A in the left(right)
col. of every S; € X(si), where X(s ) T {s, l S Xs Y. If X(s ) = ¢, make

a new tab. sj = {R; }({ ;A})and draw arrow 5;Xs-

(G1) If GA appears in the left col. of s, put A in the left col. of S and

put GA in the left col. of Vsj € X(si). If X(si) = ¢, make a new tab. S5

= {GA; '} and draw arrow s;Xs;.

(Gr) If GA appears in the right col. of Si» make two copies S5 and S; .2
of s. (and erase S. ) put A in the right col. of $i,1 and also in the left
col. of $i,2° Make a copy s;. of S5 for every S; € X(s ) and put GA in its

J
right co1 Moreover, draw arrows s1 1Xs\], S5 2Xs , and sJ.Xsk for VsJ €
X(si) and Vsk € X(sj). If X(si)== ¢ , make a new tab. S; = { GA} and

draw arrow Si,ZXSj'

Rules (G1) and (Gr) correspond to axiom A5 and FFAS(AV (~A A XFA)),
respectively.

(Mer.) If s, and s; are identical, i.e. L(s ) = (s ) and R(s ) = R(s ), and
all the poss1b1e operations above for v Sy S- t. s X's or st SJ(X represents
the transitive c]osure»of directed re]at1on(arrow) X) have been done, merge



s; and sj(1.e,, erase s and draw arrows stsi(or 51Xsk) for Vsk s.t. stsj

(or stsk)).
(Proc.) The operations above have no priority to each other.

(Ter.) If a closed tab.(see below) appears, stop the operation to the tab.
If all the possible operations to every open tab. have been done, the con-
struction of the diagram terminates.

Def. 1: If s, has a formula common in both sides of col.'s, i.e., L(s )0
R(s 9, S; is called closed; otherwise it is called open"l If S is
cons1sted of on]y non-temporal formulae(i.e. formulae containning ne1ther X
nor G), it is called free.

Theorem 1: The construction of the trans. diag. for any H terminates in a
bounded number(but depending on H) of operations, and hence the final diag.
is finite. '

Proof: It is evident that the formulae in the tab.'s at any stage of the
construction is contained in sub(H). Hence, by operation (Mer.), the
number of possible different trans. diag. is bounded. 0

For technical convenience, we supplement new tab.'s S¢,1 " {p; }and
Sf,2 = { ; p} with S¢, 1Xsf j(i =1,23 j = 1,2) to the final transition
diagram S and draw arrows s. Xsf 1 and s Xsf 2 for every free and open tab.
S5 in S, where p is an arb1trary propos1t1ona1 variable in H.

There exist two kinds of inconsistencies in our trans. rdiag: which
obstruct the interpretation(model construction) for H. The "closedness" in
Def. 1 represents a kind of "static" inconsistency at a time instant; the
"transientness" introduced below stands for a kind of "dynamic" inconsistency.

Def. 2: An open tab. s, in S is called X-transient with respect to a sub-
set S' of S iff S' n X(s ) = ¢ . An open and non X-transient tab. s, is
called G-transient w.r. t S' iff there exists a proposition A s.t. GA is
contained in the right col. of S; and A is not contained in the right col. of

o . *
any sj s.t. i =Jor dix Sj'

These definitions say that if one enter a state represeted by S;» One must
go out of S' in the future, j.e., one cannot remain in S' forever.

Def. 3: A subset S' of S is called ergodic iff every tab. in S' is open and
also is neither X-transient nor G- transient w.r.t. S'.

For example, the trans. diag. of proposition G(~ (P A XG~p))(= G(p >
XFp)) is given as in Fig. 2, where S0,1 and $0,2 are the main tab. 's(devided
by rule (Ar)) and the ergodic subsets are as shown in the figure, for sy 1s



closed and ~p is not contained in the right col.'s of S3 and Sq while G~p
is contained in those col.'s.

N ergodic subsets

s9,1° 6(~(P A X6~p)) | P A XG~p Spi G(~(pA XG~p)) | P A XG~p
~(pAXG~p) p ~(p A XG~p) G~p
Sg.2¢ G~ (P A XG~P)) | PA XG~p P ~P
~ (PAXG~p) XG ~ p XG~p
50 G(~(PAXa~p)) | PAXG~P s3: G(~ (P AXG~p)) | P A XG~p
~ (pA XG~p) G~p ~(p A XG~p) P
D ~Dp ~p G~p
P sg: G(~(PA XG~p)) | PA XG~p
~(p A XG~p) G~p
~p p
XG~p

Fig. 2. Semantic tableau(transition diagram) for proposition G(~ (p A XG~p)).

4. Completeness of DX and the Llass of w-Languages. Representable by Temporal Formulae

In this section, we investigate the language class of L(H) introduced in
the final part of section 2.

Theorem 2: L(H) is Ww-regular for any proposition H.

Proof: L(H) can be generated by the macrosource M(So, S, ) given as follows,
where S is the trans. diag. of H.  To each tab. S; in S, we label state
s.t. Silv }iZV . V'EiniEA'(Si),

descriptions §11, §12 ""Siw
1



where A'(s.) is defined as 'Pe/}(s;) P A P{}(si)~P, and L'(s;) and R'(s;) are the
sets of non-temporal formulae in L(s;) and R(s;)s respectively. The set Sy
of initial states is given as { so} if the main tab. So is not devided by
rules (Ar) or (Gr) or as the set { Sp,1° S0,2° T* SO,no} of main tab.'s if
it is devided. The family of anchored sets is given as T = { ergodic sub-

sets of S}.D
Moreover, from our semantic tableau method, we can show that

Theorem 3(completeness of DX): If the trans. diag. of H has no ergodic sub-
sets, then ~H is provable in temporal logical system DX.

Proof: It is done rather differently from Kripke's methodtg]”for the
completeness proof of modal logical systems. However, the following
formulae play similar roles as those in his method.

Def. 4: We call the following formulae A(s;) and C(s;) the associated
formula and the characteristic formula of tab. s;, respectively.

as)S AN pa N ~p
o Pe L(sy) P e R(s;)

C(s.)= . . ) (= ~(A(s:) A X A(s.
(51) A(S-l) 2 X(Sj\e/ X(Si)A(SJ)) ( ( (51) A (Sje X(S_) (SJ))))

i

The main gist of the proof is that C(si) is provable in DX for any s, at any
stage of the construction. []

For the discussion in the sequel, we also need the next formula.

Def. 5: For'the final trans. diag. S = { Sg» S1» T sy} s we call the

follwing formula E, the extended characteristic formula of tab.Asi(in S),

which contains séf—él, «++, and S, as supplemented propositional variables,
df.

E. (S Sns S1s -0 S) 2 si A A {6(s;> X(V s:)) A
i 0°°1 n i 5 € S i Sj ¢ X(si) J

, G(s; > A(s;))} -
We then consider the problem: "what kind of w-regular language is
representable by temporal formulae".

Def. 6: For arbitrary family of w-languages LO, L1, «++, and Ln’ we call
them temporally distinguishable from each other iff there exist propositions
AO’ Al’ ..+, and An satisfying

L(Ai)DLi fOY‘i =0, 1, "'sns
| ~(A; A ;) for Viz V.

The next theorem provides a sufficient condition for temporal representability.



Theorem 4: For an arbitrary w-regular language L = L(Sy, S, Tiys = { S0°
Sgs *ts Sy} )s iF L(sys S, T)4i=0,1, --+, n) are temporally distin-
guishable from each other, then L is temporally representable, i.e., there
exists a proposition B s.t. L(B) = L.

Proof: Let Ai's be as in Def. 6. Then B can be given as

1

By introducing an extended version of our semantic tabiledu, we:can show

that the converse of the above theorem also holds.

Theorem 5: For any formula H, there exist a macrosource M(SO, S, J) such
that L(S,, S, T) = L(H) and L(s5, S, T)(i =0, 1, > n) are temporally
distinguishable from each other(we call such macrosource temporally distin-

guishable macrosource).

Proof: We introduce the following semantic tableau method: Make every
possible division of sub(H) into two subsets L(H) and R(H).  Then we make
tab.'s { L(H); R(H)} (thus we have #*sub(H) tab.'s), and put them as the
jnitial transition diagram(without any arrows). Apply the operations (N)~
(Gr) and (Mer.) to draw arrows among them and also to delete inconsistent or
superfluous tab.'s(if a new tab. appears in the diagram, it is certainly a
closed tab., and hence it can be removed from the diagram). From the final
trans. diag. S, we make the macrosource M(SO, S, TJ) as S0 = { sil H e L(si)}
and J = { ergodic subsets of S }. M is a temporally distinguishable macro-
source, for the associated formulae A(si)'s satisfy the condition on Ai's in
Def. 6. Also, it can be readily seen that it generates language L(H). []

For example, the extended version of Fig. 2 is given as Fig. 3, where
all the tab.'s are the main tab.'s, and the three ergodic subsets show that
L(G~(p A XG~p)) is equal to the disjoint union of L(G~p), L(Gp) and
L(GFp A GF~p). . :



-

812 G~ (pa XG~p))

‘~(p.A XG~p)
~p

XG~p

G~p

| )i G(~(p A XG~Pp))

~(p A XG~p)
~p
G~p

Fig. 3.

- - -
- -

P A XG~p S3
p

S4:
p AXG~p
P
XG~p

552

G(~ (p A XG~p))
~(p A XG~p)

~p
XG~p

G(~(p A XG~p))
~(p A XG~p)

P

G(~ (p A XG~p))
~(p A XG~p)
~p

From the above two theorems, we finally obtain

-~

A}
4 ergodic
-7 subsets

P AXG~p

Extended semantic tableau(trans. diag.) for G(~ (p A XG~p)).

Theorem 6: The class of w-languages representable by temporal formulae

coincides with that of w-regular languages which can be generated by
temporally distiguishable macrosources.

The above c'lass has not so wide variety.

For example, we have .

Theorem 7: The language in Fig. 1 is not temporally representable.

Proof: We make an equivalent W-automatonM(s,, S, T )(macrosource with

the macrosource in Fig. 1.

‘deterministic and fully defined transitions and singular initial state) to



initial el =
P / Q\\j’
5: I TR GO
~p /
p G —> D)

' Fig. 4. An equivalent w-automaton to the macrosource in Fig. 1.

Then we have the following lemmas.

Lemma 1: If L0 = L('sTO, S, 7) is temporally representable, so is Li =
L(5,, S, T) for any S, accessible from s

Lemma 2: Ly Ly = $.

Lemma 3: If L0 and L1 are temporally distinguishable from each other, we have
}-N(Eo(s; Ag> Aps =o0s Ag) AE(Ss Ags Aps <oos Ay))

for any formulae A0 ~ A4.

However, the following instance contradicts the above conclusion: AOE A4-E Ps
A1-=' p ATp and A2—=- A3 = ~p. Therefore, L0 is not temporally representable. 0]

5. Concluding Remarks

We have clarified(as summarized in Theorem 6) the class of W-languages
representable by Pnueli's temporal logical system DX. It has turned out that
the class has no close relationships with the nice classification of W-regular
languages in terms of topology in the space of W-seq.'s discussed by Landweber
et a].té]. The class being merely a small subclass of W-regular languages,
we certainly need some kind of reinforcement to DX for the treatment of complex
systems such as programs. The method used so far is to incorporate DX certain
special propositional variables representing the positions in the flow charts
of programs which are ready to be executedtzL[s? This supplementation seems,
from theoretical point of view, to be unfinished, and we need a more general

framework of temporal logical systems for the treatment of programs.
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