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CONCURRENCY CONTROL PRINCIPLES
IN DISTRIBUTED AND CENTRALIZED DATABASES

Georges GARDARIN Michel MELKANOFF
INRIA, Projet SABRE Computer Science Dept.
BP 105 UCLA
78150 LE CHESNAY CA90024, LOS ANGELES
Abstract

The purpose of this paper is to discuss one of the most

controversial problem arising in distributed databases, namely

concurrency control, and to present in a unified way the various
control techniques which have been proposed to resolve this
problem. Also, we introduce some basic concurrency control
principles and we derive from them correctness proofs of the
various presented algorithms. The presented methods are
classified in three typical groups : data granule locking,
prefixed ordering of transaction accesses, and other ordering
techniques. Finally, the qualities of the various approaches are
compared. - .

Résumé

Le but de cette communication est de discuter un des
problémes 1les plus controversés soulevé par les bases de données
réparties et centralisées : le controle de concurrence. Une vue
unifiée des diverses techniques de controle est presentée. Aussi,
nous introduisons des principes de base et nous dérivons de ces
principes des preuves de corrections des algorithmes présentés.
Ces algorithmes sont classés en trois groupes généraux basés sur
le verrouillage de granules, 1“ordonnancement & priori des accé€s
des transactions et 1les autres types d“ordonnancement. Les
qualités des diverses approches sont comparées.
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1. INTRODUCTION

The purpose of this paper is to discuss one of the most controver—
sial problems arising in distributed databases, namely concurrency con—
trol, and to present the various basic techniques which have been pro-

posed to resolve this problem.

Concurrency control 1is that part of the distributed database
management system (DDBMS) which insures that siml tanecusly executed
transactions at multiple sites produce the same results as if they were |
executed sequentially at a single site. In other words, concurrency
control makes transaction data sharing oampletely transparent to the
users. It is easy enough to realize a DDBMS with simplistic though
effective concurrency control algorithms such as one which would lock up
the whole database during execution of each transaction; such -a system
would rapidiy degrade with increasing number of users and sites so as to
become completely unacceptable. Thus we are led to seek simple (i.e.
rapidly executing) though effective devices which all® a high degree of
concurrency in order to achieve a satisfactory level of performance. It
is also quite important to prove correctness of the proposed mechanisms
because concurrency control is a tricky ‘problen which has often led to

partial or incorrect solutions.

The first gcal of this paper is to give a detailed presentation of
various concurrency control techniques . The second geal is to introduce
certain basic Voc?:rrency control principles and to derive fram them
correctness proofs of the various presented algorithms. In summary, we
seek to give a unified view, precise algﬁrit?ms descriptions and formal

proofs of concurrency control techniques. However we do not consider



the multiple copy algorithms although many of these are based on the

same principles [GARDSO].

The paper is divided into six sections. Section 2 presents certain
key definitions concerned with data integrity; it also describes how
simultaneocus executions of transactions in centralized and distributed
database systems may. create conflictg which lead to lost operations,
currency confusion and database inconsistency. Section 3 analyzes the
requirements ; of conflict-free execution. Having defined a schedule _for
a set of transactions as a special sequence of the actions mak.lng up' the
transactions, we show that certain schedules introduce conflicts. Thus
the goal of concurrency control consists in allowing the execution of
solely those schedules that do not lead to such situations. It is shown
that this may be accamplished by requiring that both centralized and
distributed data management  systems generate only serializable
schedules, i.e. schedules which yield the same results as a serial
schedule. The next question is then how to verify serializability of
schedules. It turns out that a sufficient condition for a schedule to

be serializable is that its associated precedence graph be circuit-free.

Based on the above principles, three types of approaches have been
developed to verify serializability. These are described respectively
in sections 4,5 and 6. The first approach consists of two steps: (1)
ordering and marking transactions before they are executed, and (2) ver-
ifying that conflicting accesses ﬁake place in  the originally given
order; if +two transactions are found out of order, one of these is
aborted and restarted later. Three types of algorithms have been pro-

posed to accamplish these functions, and these are presented in sections



4.3, 4.4 and 4.5. Total ordering algorithms order _g_l;‘ transactions
despite the permutability of certain pairs of operations (like read and
read ). Partial ordering algorithms which only order non-permutable
Aoperations are clearly preferable. On the other hand multiversion par-
tial ordering algorithms avoid excessive transaction restarts by main-
taining several versions of the data to be accessed. The next approach
is derived fram the classical operating method for allocating resources
to tasks. Thus various portions of daté may be viewed as resources which
may therefore be allocated (locked) or deallocated (unlocked) to tran-
sactions. However, this method by itself is not sufficient here due to
the presence of integrity constraints. In order that these be respected
it turns out to be necessary to restrict the locking rules so that a
transaction cannot unlock any portion of the data until it has locked
all the data which it intends to access. These principles are incor-
porated in a generalized two-phase locking algorithm which we present
and prove through the application of precedence graphs. Unfortunately
the well-known deadlock problem now appears through data locking.
Prevention and avoidance of deadlock is difficult here as thése methods
require advanced knowladge of the data to be accessed, information that
is not available in our context which allows ad hoc queries. Therefore
it is necessary to fall back- upon deadlock detection. This may be
accomplished by algorithm which check for the presence of circuits in
the waiting graphs or the allocation graphs of the trénsaction set of.
interest. Detected deadlock is then broken by aborting one or more
transactions. Another difficulty wﬁich may arise is the so~called phan-
tam problem wherein a transactions arrives too late to access a recently

inserted data item which it regquires; this problem which can occur in



all the methods presented may still require further consideration. The
third approach resembles the first although it is based ‘on a new type of
transaction ordering, namély' the transactions are now ordered according
to their termination time. More precisely, transactions are divided
into two phases: a process phase and a so-called camit phase during
which the database is actually updated. The ordering is here defined at
the beginning of the cammit phase and, if it turns out that it has been
violated during preparation for the actual update, then the transaction
is aborted. |

Finally, one might be tempted to construct algorithms based on the
detection of circuits in precedence graphs, however this is a costly

operation and does not appéar too pramising at this time.



2. DEFINITIONS AND PROBLEM STATEMENTS

2.1. Data Integrity
Let us recall first some basic definitions.

A schema (ar database scheme) includes both a description of the

data proper and the integrity constraints which qualify that data.

The collection of integrity comstraints is said to be self-
cansistent if it contains no contradictions.

A database instance is said to be consistent if its integrity con—
straints are self—don_sistent and its data does not violate the con—
straints.

There are several types of integrity constraints [DATE77]. First
of all, an integrity constraint may bear upon individual data items
located at a single site. Such constraints are often expressible
through the definitions of the elementary data types. Thus, for example

we may have:

- Constraints on damain types

example: the data item salary is of type integer:;

- Constraints on damain range .

example: the data item salary must range between 20,000 and
30, 600.
An integrity consfraint can also bear upon several data items which may
or may not be located :at different sites. In general glcbal constrai.nts
refer to the former, and local constraints to the .latter [PARE77]. Such

constraints may define interdata relationships such as the following:



Functicnal dependencies [CODD70]

example: the social security number determines uniquely the
name of an employee (SS# EN).

Multivalued dependencies [FAGIW,ZANI76]

example: the classes taught by a professor are independent of
the names of his children (PROF  CLASSES |CHILDREN)

Existential dependencies

example: a supplier cannot supply a part which does not appear

in the description of all the parts.

Derived dependencies

example: the quantity in stock for each part must always equal

the number purchased less the number sold.

The constraint A = B represents a special case of derived depen-

dency called a redundancy constraint. When A and B are located at

different sites they are called multiple copies [CHU69].

Another important type of integrity constraints concerns invariance

under transactions. Thus for example, the sum of the balances in

the database of a bank must remain constant upon campletion of the
transaction "transfer".
Finally it should be noted that certain integrity constraints are

time—dependent, thus  for example they might only be satisfied at

the end of the week or at the end of the month [BENCT76].



2.2. Concurrency Problems

2.2.1. Lost Operations

A well-known example of the problems arising f_rqn the simultaneous
execution ofA transactions in a centralized system is the lost cpera—
tions. The most cammon situation concerns a lost update [ENGL76]. This
problem arises fram the following sequence of events: during the execu~
tion of a transaction T, an operation a; may. read a data item X into a
buffer lo;ation Xy ‘then the transaction modifies the cbject in Xy
through a subsequent operation aj (j » i), utilizing the value previ-
ously iﬁput into X+ In the meantime, amther transaction T, has taken
place updating the same data item X through the operation 3 which
occurs between a; and ay. The effect of operation a, has been lost.
.This situation is depicted in figure 1.

A similar situation arises fram the currency confusion [ENGL76].

which takes place when a transaction maintains a reference to a data

item destroyed by anocther transaction.

lost operations represent a classical probleﬁ in centralized 'sys-
tems [GARD77]. The problem ié similar in the case of distributed sys-
tems [ADIB78]. Here, however the read and write operations which
involve remote data require an exchange of messages; furthermcre the
number of transactions occurring over  distributed data is generally
greater than in a centralized system. Thus the frequence of lost opera-

tions is higher than in a centralized system.



2.2.2. Inconsistencies

Another type of problem is due to the presence of local and/or glo-

bal integrity constraints. This is the problem of inconsistency

[ESWA76] which arises each time a transaction accesses or, worse yet,
modifies a transitional state of the database characterized by the fact

that an integrity constraint is not verified.

Example 1 (see figure 2):
Let us assume that two data items A and B must satisfy the
integrity constraint A = B. Transaction T2 prints out A after it has

been modified by T,, and B before it has been modified by Ty. -

The following example is worse yet for it illustrates the possible

destruction of the database.
Eg%g (see figufe 3).

Again we assume the integrity constraint A = B. Transaction T2 now

updates a transitory inconsistent state wherein A # B.

An inconsiétency can also be generated by a transaction wherein the
same read operation might be repeated with different results [GRAY78].
Indeed a transaction may read twice in a row the same data item yet
find two different values due to a modification of the data item caused
by a concurrent transaction occurring between the two read operations.
This situation is illustrated in figure 4 wherein it may be seen that

transaction T; prints out two different values for the data item A.

Incansistency problems are not peculiar to diéttjibuﬁed databases as
they can already be found in centralized database systems. However they

are particularly severe in the former case because of the significant



cost of their resolution which may réquire numerous messages, lengthy
time intervals to reestablish consistency among various distributed
databases, and the presence of multiple copies which denand numerous
integrity constraints.

Iﬁ summary, the simultaneous execution qf transactions may create
conflicts which lead to operation losses or inconsistenciés. The prob-
lem is to construct control algorithms which only permit the simultane-

ous execution of those transactions which do not cause such conflicts.



3. CHARACTERISTICS OF CONFLICT-FREE EXECUTIONS

3.1. Basic Concepts

A scheduler controls access of transactions to a rortion of the

database which is called a data granule or simply a granule.

DEFINITION l: DATA GRANULE or GRANULE

A data granule or granule is a wnit of data access which is

individually controlled by a scheduler.

Presently, there are no distributed database systems possessing a
single scheduler; this is probably due to performance requirements.
Generally there is either a central scheduler which conﬁrols through
iocal schedulers access to all the data or a non-hierarchic collection
of local schedulers which control access to local data and which are
synchronized 80 as to resolve,glbbal conflicts. Thus a data granule is

always a collection of centralized data managed by a single site.

The size of data granules is a controversial point [RIES77,
RIES79]. It may vary from a s:i.ngle record of a local database to a page
or even a whole file. Small granules favor parallelism but require more
time for control. In practice it is often desirable to proviée variabie

size data granules to cater more closely to the data ‘needs of various

transactions.

DEFINITION 2: ACTION [ESWA76].
A primitive indivisible processing command which is executed on
' behalf of a single user is called an action.
A granule must obey certain internal integrity constraints.

Indeed, during an update of the database, the granules generally are

10



modified by a number of actions constituting functional units which must
respect the internal ccnsistency of granules, i.e. the integrity con-

straints which qualify the data making up the granules [GARD76,‘ SCHL.79].

DEFINITION 3: OPERATION
An gperation is a sequence of actions which performs upon a

granule a function that respects its internal consistency.

Thus for example, if the granule is a page, then the basic operations
are often taken as read page and write page which constitute primitive
(indivisible) actions in many systems. When the ‘granule is a record,

read record ard write record are still basic operations, but then so are

modify record and insert record. Fram these basic cperations it is pos-

sible to construct other ones such as add (salary, amount) which permits

+o add the value amount to the attribute salary of the records upon

' which the operation is performed.

DEFINITION 4: TRANSACTION [ESWA76 ]

A transaction is a sequence of actions which respect the data-
base integrity constraints, whose execution is triggered by one or

more input messages thereby generating cne or more output messages.

When a camplete local database is taken as ‘a granule, then every local

transaction constitutes an operation.

The application of an operation to a granule yields a result.

DEFINITICON 5: RESULT OF AN OPERATION

The result of an cperation camprises the value(s) created by

the operation together with side effects (if any).

11



Thus for exémple, the result of the operation read is the value of the
input buffer following execution. The result of a transaction modifying

a database consists of the modified granules together with the emitted

messages.

3.2. Scheduling of Distributed Transactions

In a centralized system, a scheduler controls the simultanecus exe—
cution of a set of transactions {T,,T,,...,T_}. Thus it is convenient to
intrcduce the notion of a schedule for the &msacﬁons which has been

.described as a history or audit [GRAY78].

_ DEFINITION é_: SCHEDULE
A schedule for a set of transactions [Tl,Tz,...,Tn} is a

sequence of actions constructed by Vmerging the actions of
Tl'TZ' -+, T, while res;;aecting the order of the actions making up

each transaction. |
A set of transactions can thus give rise to many diverse schedules for
these transactions. However each of these schedules maintains the order
of the actions making up each transaction. Thus for example, consider
transactions T, and T, depicted in figure 5 which modify data items A
and B that are linked by the integrity constraint A = B. Furthermare,
we shall assume that A and B are individual granules thereby maximizing
the possibilities of concurrency. Two schedules for transactions T; and
T2 are shown in figure 6.

As shown in figure 7, a distributed system comsists of a collection
of local operating systems (0S1, 0S2,...) each running on a local pro-

cessor and processing a collection of transaction programs TPi 3 which
’

12



appear within various applicaticn programs. These local transact:ibn
programs. may give fise to any number of transactions T, triggered by
end-users' input messages. In additicn, any number of subtransactions
may be constructed by the local OS in order to access the local database

to satisfy a request fram a transaction or subtransaction being executed

at a remote site.

DEFINITION 7: SUBTRANSACTICN

A subtransaction is an action or a sequence of actions carried
out at a local site in answer to a ﬁransaction (ar _sﬁbtransaction)

._at a remote site. |
Subtranséc:tims are treated like local transactions by the local 05 ard
appéar ameng the collection of Ti's in figure 7. The figqure also shows
the transaction and an action f:rcm that transaction (these being presum—
ably :implené’xted as pointers) owrrently being executed. The local
operating system includes the database manager (DBM), the data cammmi-
cation manager (DQM), and the transaction manager which includes in turn
the local schedule.t [GARD79] among other modules. ‘The various local
schedulers cammmicate with each other through their data cammmication

managers in order to achieve concurrency control.

" It has been demonstrated [TRAI79] that a distributed system execut-
ing a set of transactions may be considered as a single system carrying

out a schedule of these transactions.

THECREM 1:

A distributed system executing in parallel a set of transactions
{Tl,Tz, ...,Tn} is equivalent to a centralized system executing some

schedule of these transactions.

13



PROOF

The proof is based on the definition of a global time of the distri-
buted system permitting a total ordering of all executed actions whiije
maintaining the relative order of the actions within each transaction.
First we define a local clock at each scheduler which is incremented by
one unit every time an action is executed by the local system:

CLOCKL(1i) + 1.

CLOCKL,(i) =
The problem is now to synchronize the local clocks so as to maintain the
order of the actions within each transaction. Let CLOCK(i) denote the

'synchronized clock situated at site i. One way to define CIOCK(i) is as

follows: CLOCK(i) is changed exactly like CLOCKL(i) with the following
addition: each time a subtransactién is requested at site i by site j, a
meésage is sent from scheduler j to scheduler i bringing the value of
CLOCK(]j) at the moment of its emission. Similarly each time a subtran-
.sacticn is canpleted at site j on behalf of a (sub)transaction at site
i, a message is transmitted fram j to i together with the result of that
subtransacticn. When scheduler i réceives such a message it sets its
clock to
CLOCK(i) := MAX (CLOCK(i), CLOCK(j)+1).

We now assign to each action executed at site i a global tJme cbtained
by concatenating the value of CLOCK(i) with the site number i. For
example an action executed at site 3 wherein CIOCK(3) = 7, is assigned é
global +time of 7.3. Thus every transaction executes its successive
actions at increasing times. Furthermore two actions cannot be executed
at the same time at different sites since their time differs at least in
the rightmost digits. Therefore it;_ is possible to define a unique

sequence of actions by ordering them according to the global time

14



assigned to them. This sequence represents a schedule generated by the
distributed system which may be utilized by a centralized system to

acccmplish the same result.

It is clear that, according to the initial value of the local clocks,
different schedules may be generated by a distributed system: as we
" chall see later, all these schedules correspond to the arbitrary order-

, ings which yield the same results.

3.3. “Serijalizable Schedules

As we saw above, certain schedules introduce operation losses or
inconsistencies. The problem of concurrency control consists in allow—
ing the execution of solely those schedules which exclude them. It is
well-lknown that a successive execution of transactions (excluding simul~-

taneous transactions) corresponds to a special schedule which has no

loss of operation nor inconsistencies. Such a schedule is called a

serial schedule and may be formally defined as follows [ESWA76]:

DEFINITION 8: SERIAL SCHEDULE

A schedule S of a set of transactions {Tl,Tz,...,Tn} is a

serial schedule if there exists a permutation IT of {1,2,...,n} such
that 8 = ¢ Tyuy s Taegy s+ <0 Ty >
In order to guarantee the lack of conflict, it is convenient to

“allow only those schedules which yield the same result as a serial

schedule [ESWA76, PAPA77]. Such schedules are said to be serializable.



DEFINITION 9: SERIALIZABLE SCHEDULE

A schedule of a set of transactions Tl’Tz‘ . .,Tn is serializable

if it yields exactly the same result as a serial schedule of {Tl,

Toreees Tn} .

Thus the problem of concurrency control may be resolved by requir-
ing that a centralized or distributed system generates solely serializ-
able schedules which is a sufficient although not a necessary condition

to guarantee lack of conflict [GARD77].

3.4. Properties of Operations

Two operations which do not medify any granules and which belong to
two different transactions can always be‘ executed simultaneously without
affecting the results of their execution. In other words, every arbi-
trary scheduling of operations which only perform read actions lead to
the same result as that obtained fram a sequential scheduling of these

operations. It is possible to define more generally the notion of com-

patible ope'rations .

DEFINITION 10: CQMPATIBLE OPERATIONS

Two operations 0, and Oj are mtible_if',.. for any simultane-
ous é::ecution of O; and Oj' theA result of.this execution is‘the
same as that produced by executing O; followed by Oj or vice-versa.

Consider for example the operations depicted in figure 8. It may be
seen that operations 0,, and O,, are campatible whereas O_12 and 022 are

not.

It is evident that two operations are noncanpatible when there

exists a possible merging of operations which generates a loss of

16



operation. It is also important to note that two operations bearing
upon two different granules are always campatible since no loss of
operation can be made to occur in this case by interspersing operations.

In certain situations the order in which two operations are per-
fonmed may affect their result; in others this is not the case. Thus we

are led to the notion of permutable operations.

DEFINITION 11: PERMUTABLE OPERATIONS
Two operatidus 0; and .Oj are permutable if every execution of O;
‘followed by Oj yields the same result as the execution of 0j fol-
lowed by O; . ‘
Thus for example opsrations 0,3 and O, which are depicted in figure 8
- are permutable whereas 012 and O22 are not It should be notéd that two
operations bearing upon different granules are always permutable since

the execution of the first operation does not affect the result of the

second and vice-versa.

3.5. Characteristics of Serializable Schedules

In crder to bring out the characteristics of serializable s_cheduleﬁ'
we shall introduce two basic transformations of transacﬁ.on schedules.
First of all the s§2§£ation of two campatible operations Oi and Oj which
are executed by different transactions consist in replacing the simul-
taneous scheduling of these operaf.ions S(Oi,oj) by a sequence which
yields the same result <0i, Oj> or <Oj, Oi> . The separation of opera- '
tions thus permits to form a sequence of canpatible operations | executed
by different transactions. Next, the permutation of two penndtable

operations o, and 'Oj which are executed by different transactions con-

17



sists in exchanging the arder of execution of these operations. Thus
for example, the sequence <Oi,oj> is replaced by the sequence {Oj,oi>.
It is then possible to give a sufficient condition for a schedule
to be serializable.
THEOREM 2
A sufficient condition for a schedule to be serializable is
that it can be transformed through separation of campatible opera-
tions and permutation of permutable operations into a serial

schedule.

PROCF'

By definition the results are invariant under separations and per-
mutations. Now, if the schedule can be transformed into a serial
schedule, it yields the same result and therefore it is serializable.
The ocondition . is not necessary since certain operations which are non-
campatible or nonpermutable can be executed simultaneously without con—

flict at least for special data.
QED

Consider for exanple‘ the schedule (a) depicted in figure 6.
Representing only the opsrations, this schedule may be written:

T, :A+1 = A

=

T, : A% 2. A

N

L]

T :B+1 -8B

o]

T, : B* 2 — B,

N

Operations "A * 2 — A" and "B + 1 — B" are rermutable for they bear

18



upon different granules A and B. Therefore the schedule may be
transformed into:
T, :A+1 —-=A

B+1 -8B

:A*2 = A

. .

T. : B*2 - B
which is a serial schedule of Tl and then T2‘ Therefore the schedule

depicted in figure 6(a) is serializable.

3.6. Precedence Graphs

An important special case arises when the selected granule is a
pagé. Here the two basic operations upon a page of the database are:
(1) READ page
(2) WRITEI page.

It may be noted that these operations are quite often seen as atcmic
(indivisible) actions by the system. Generally, whenever the granule
coincides with the unit of transfer between the database and the tran-
saction, | then it is possible to consider the operations "READ granule"
and "WRITE granule" as basic operations fram which all others may be
constructed. In order to avoid conflicts the transactional system must
insure separability of these basic oberations; This is generally done

by means of semaphore-like synchranization mechanisms [DIJK68,COUR71]

permitting exclusion of READ/WRITE operations on the same granule. Hen—
ceforth and umless stated othexwise, we shall therefore consider the
types of systems found in préctice wherein there are two basic opera-
tions "READ granule" and "WRITE granule" which are always separated when

they bear upon the same granule.
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In practice, separation followed by permutation of operations bear-

ing upon different granules is always possible. Indeed only certain

- permutations of operations bearing upon the same granules are impossi-

ble. More precisely, if g is a granule, we have the following:

(L) (T, : READ g) and (Tj : READ g)_ are pei'mutable operations

1

(2) ('I'i : READ g) and (Tj : WRITE g) are non-permutable operations.

Therefore, when 'I'i reads a granule before Tj writes it, we say that Ti

precedes Tj; this precedence relation is denoted T; < Tj [BERNSO].

(3) (Ti : WRITE g) and (Tj : WRITE g) are non-permutable operations.

Therefore, when Ti writes a granule before Tj writes it too, we say

again that Ti precedes T 5 denoting this again Ti < Tj'

The notion of precedence permits to define a graph [TRIN7S, BADASO,
BERNS0 ] vmicﬁ characterizes the pbssible relationships among transac-
tions during scheduling. | |

DEFINITION 12: PRECEDENCE GRAFH

A precedence graph of a schedule is a graph whose 'set of ver-
tices is the set of transactions and such that there exists an arc

fram T, to Tj if T; precedes Tj ('I‘i < Tj).
It is now possible to dendxstrate, the following theorem:

THEOREM 3 .

A sufficient condition for a schedule to be serializable is that

its associated precedence graph have no circuit.
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PROOF ¢

Let us consider a schedule S with a circuitless precedence graph.
This precedence graph represents precedence relations among transactions '
dve to non-permutable operations. With the cj.rcuitiess precedence graph
.it is possible to define among the transactions a partial order which
respects precedence relations due to nonpermutable operations. Such a
partial order may be extended arbitrarily into camplete ordering
<Tiye Tjoressr Tyn>+ All the other operations being permutable, -they
may be rearranged to fit this order. |
QED

An application of thecrem 3 is shown in figure 9 which depicts the pre-
| cedence graphs corresponding to the schedules shown in figure 6. Graph
(a) has no circuit, thus confirming the fact that schedule (a) is seri-
alizable. On the other hand graph (b) has a circuit, thus explaining

the fact that schedule (b) is not serializable.
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4. ALGORITHMS BASED ON THE INITIAL ORDERING OF TRANSACTIONS

4.1. Transactions Timestamps

A first method to prevent the production of nonserializable
schedules consists in ordering the transaction when they are launched
into execution and to insure that conflicting accesses to granules take
place in the ‘transaction given order. Such a method is the basis of
concurrency control in SDD.1 [BERN80]. To this end it is necessary to
associate with each transaction a unique identifier called a transaction

timestamp [ROSE78] making it possible to verify their ordering.

DEFINITION 13: TRANSACTION TIMESTAMP

A transaction timestamp is a numerical value assigned to a

transaction which allows it to be ordered with respect to other

transactions.

In a distributed system the generation .of. transaction timestamps is
not a trivial problem. A first method consists in utilizing a global
time [IAMP78] such as that defined in the proof of thecrem 1. This time
consists of the local time concatenated with the site nuﬁbe.r in the
least significant digits and synchronized with the local clock that is
ghead. Finally the device for defining global time which was formally
described in the proof of theorem 1 permits to assign unique transaction
timestamps to the transactions still respecting the temporal order of
their activations. No additional messages are required. However, the

size of the timestamp may be inconvenient since local time plus site

nurber may require several bytes (4 to 8).
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A second method has been proposed by project SIRIUS‘ [LEIA78]. It
consists in circulating through the network a unique sequencer. As
described in the original version, each time a site wishes to launch a
trahsaction, it awaits the sequencer and assigfxs the number that the
sequencer carries to that transaction. | The éequencer is then incre-
mented by one and sent to the following site. In order that every site
may access pericdically thé sequencer, the latter loops over a virtual
ring linking all the sites. To avoid excessive delays while waiting for
the sequencer, a site may, when accessing it, resérve several consecu—
tive numbers fram the sequencer vhich it may assign later as transaction
timestamps until the next passage of the sequencer. One of the prbbléns
of this method is the necessity to régenerate the sequencer when the
site wluch holds it fails. This may be achieved by means of a virtual
ring and a sequencer regeperation device at each site. Whenever a site
is detected. as having failed, it is eliminated fram the virtual ring
which is then regenerated. Whenever a site has not received the
sequencer within a certain time interval, it sends to the next site over
the virtual ring the last sequencer value it had received. Thus several
sites may regenerate the sequencer, but only the largest value must be
preserved, the others being eliminated within the first circuit
[LEIA78]. The advantage of the sequencer mechanism lies in the rela-
tively small size of the generated timestamp (16 bits). The disadvan-
tages are (1) that it requires a permanent cammmnication among all the
sites thus restricting its practical utilization to local netmrks and

(2) the complexity of regeneration when a site fails.
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4.2. Granule Timestamps

In order to insure that the transactions operate upon the granules
in the order defined by the transaction timestamps it is ‘necessary to
remember the timestamp of the last transaction having operated upon a

granule. This is done by means of the granule timestamps [THCM79].

DEFINITION 14: GRANULE TIMESTAMP

A granule timestamp is a numeric variable associated with a

granule which stores the timestamp of the last transaction having

cperated upon that granule.

In order to provide a better characterization of the operations being

. carried out, it is possible to distinguish between a read granule times-
tamp (value of the transaction timestamp of the last transaction having

done a READ on that granule) and a write granule timestamp (value of the

transaction timestamp of the last transaction having done a WRITE on

that granule).

The processing of granule timestamps as a means for controlling
concurrent access may be carried out by reserving storage space in each
granule. Such a strategy has two disadvantages:

(1) the amount of utilized storage space may be non-negligible, for
example several bytes per page;

(2) uypdating the granule timestamp may demand additionai i/o opera-
tions, especially during read operations since these may require
updating the granule timestamp on the disk.

These problems may be circumvented by "forgetting" timestamps which are

too old, utilizing the following techniques:
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(1) Since access conflicts can only occur among current transactions,
it is not necessary to preserve the timestamps correspording to
transactions which are not simultaneous with current transactions.
Assuming T is the maximum duration of a transaction and t is the
current glcbal time, then any granule timestamp smaller than t - 2T
may be | discarded for it corresponds to a transaction necessarily
campleted at the time of initializ;_ation of the oldest current trap—

saction.

(2) Granule timestamps can also be stored in limited size tables of the
central mancw:y [BERN8BO]. An entry in such a table consists of the
grahule identifier together with the corresponding granule times-
tamp. In addition to this table one also needs a variable contain-
ing the value m of the largest granule timestamp value which has
beex;x expurgated fram the table. In order to determine a granule
timestamp value, the scheduler seeks that granule in the table. I£
that granule is found its timestamp is also found in the table,
otherwise the value of m is taken as the value of the timestamp of
‘the sought granule. This insures secx;\re controls regardless of the
size of the table and of the strategy ui;.il'ized to eliminate times-
tamp from the table since f.he actual value of the timestamp of the

sought granule is necessarily smaller or equal to m.

4.3. Total Ordering Algorithms

This algorithm consists in verifying that transactional access to
the granules takes place in the order initially assigned to transactions
and indicated by the transaction timestamp. Whenever two transactions,

T, having timestamp i and Tj having timestamp j where i < j, operate
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upon the same granule the scheduler controlling access to this granule
makes sure that T; precedes Tj . If this is not the case the scheduler
simply aborts one of the transactions whlch will'be restarted later. It
must be emphasized that this algorithm does not distinguish among read
and write operations and thus orders unnecessarily read operations which

are permutable and therefore nonconflicting. On the other hand it needs
only one type of granule timestamp.

Figure 10 depicts the total ordering algorithm. Here g denotes the
granule accessed by the transaction Ti having transaction timestamp i.
S(g) is the .granule timestamp of granule g. ABORT is a procedure caus-

ing restart of transaction 'I'i or Tj.

The problem of restarting transactions following ABORT can be
treated differently depending whether the aborted transaction is Ti' the
one which requests an operation, or Tj' thé oné which has already per-
formed the operation which led to the cmflict. In the first case Ti
must be restarted with a new transaction timestamp i’ greater than j in
order to eliminate the conflict with Tj‘ Bowaver, Ti' may now be in
conflict with a new transaction, say ’I‘j. . Thus T, « may be aborted again
and this process may continue indefinitely. One might try to halt these
repeated aborts by assigning arbitrarily to the aborted +transaction a
sufficiently large transaction timestamp [BERN80], however another

aborted transaction may still create repeated conflicts.

In the second case, Tj may be restarted with the same transaction
timestamp. Indeed an older transaction (having smaller transaction
timestamp value) takes priority therefore there is no danger of continu-

Cus restart of the transactions. However, a difficult {probably
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insoluble) problem arises in this method: a restart of Tj requires (1)
the restoration of the preceding version as well as that of the granule
timestamp of the accessed granule, and (2) reverification that the order
of the access réspects the order implied by the tfansaction timestamp;
if this is not the case it is .necessary to restart the transaction
preceding 'I'j . Note that this implies the need to preserve several ver-—
sions of a granule (we shall examine later in detail varioué algorithms
to this effect). The other problem is that the device rﬁay cause a res-—
tart of campleted transacticns. In order to avoid this difficulty it is
necessary to declare a ﬁransaction as terminated only when it cannot be
aborted, i.e. when all older transactions are campleted. This leads to
ordering the transactions cammit according to the values of their tran-
saction timestamp. In other words aborting a transaction T ; may lead to
a situation where an earlier update of Ty is undone while its effect
remains visible cn a subsequent transaction say Tj + This may require an
abort of Ty which in turn may lead to the abort of yet another transac-

tion etc.. Such a set of circumstances has been called the danino

effect in another context (MENAT78].

4.4. Partial Ordering Algorithms [BERNSO]

The preceding algérit‘rim orders all operations on granules. Actu-
ally it is only necessary to order nonpermutable cperations, i.e.
READ/WRI’I‘E and WRITE/WRITE. The algorithm we present here consists in
verifying that the segquences <READ, WRITE>, <WRITE, READ> and <WRITE,
WRITE> are performed in the order assigned initially and defined through
the transaction timestamps. To do this, two types of granule timestamps

are utilized: SR, the read granule timestamp which is the timestamp of
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the most recent transaction (the transaction whose t:i.thestanp has the
greatest value) having executed a READ operation; and SW, the write
granule timestamp which is the timestamp of the last transaction having
executed a WRITE operation. When a transaction executes a READ, the
scheduler ocontrols the correct sequence of the READ with respect to the
last WRITE, i.e. the timestamp of the reading transaction must be
greater than the value of the write granule timestamp. When a transac-
tion executes a WRITE, the scheduler controls the correct sequencel of
the WRITE with respect to the previously executed READ and WRITE, i.e.
the timestamp of the writing tfansaction must be greatér than the value
of the write granule timestamp and that of the read granule timestamp.
Figure 11 shows the partial ordering algorithm. Apart fran the granule
timestamps of the granule g which are dmbted SR(g) and SW(g), the nota-

tion is the same as that of figure 10.

It must be realized that the partial ordering algorithm suffers
from the same problems as those afflicting the preceding total ordering

algorithm.

4.5. Multiversion Partial Ordering Algorithms [BERNS0]

The strategy described above may be improved by preserving several

versions of the same granule. For each granule g, the system should

preserve:

- a set of write granule timestamps {SWi(g)} with the associated

granule data value [Vi(g)}:

- a set of read granule timestamps {SRi(g) }.
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Each of these correspond to a granule version i.

It is then possible to insure the proper order of read cpefations
with respect to write operations without ever restarting a read transac-
tion. To do this it suffices to provide transaction T; request:ihg to
read granule g with the version whose write granule timestamp is immedi-
ately below i. Thereby T, shall always precede all transactions of
hJ.gher timestamps writing upon the granule in questions, and shall fol-
low ali transactions.with lower timestamps. 'Iherefere T will be in
proper order. Everything will take place as if Ti had requested to read
just after the write of the version having immediately | lower granule
timestamp. The control .algoritlm for the READ operetion including a

device for multiversions partial ordering is depicted in figure 12.

It is also possible to force an ordering of the writing operations
of Ti by inserting a new version created by Ti just after that having a
granule timestamp immediately below it, say vy 1f, however, before the
T, write actions, a transaction Ty having a timestamp higher than that
of T; (k > i) has read the version Vye then either T, or Ty mest be
aborted. However, T, .can only be aborted if it is not yet terminated.
Ther_efore it is preferable to resﬁart T, with a new timestamp i' greater
than k. These two possibilities are illustrated in figure 13 with i =
6, k=7 and j = 5. The control algorithm for the operation WRITE is
presented in fJ.gure 12. The notation is the same as in flgure 11 with

the addition of an J.ndex representing the various versions.
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5. TWO-PHASE LOCKING ALGORITHMS

5.1. Basic Principles

The previous strategies permit execution of transaction while veri-
fying that conflicting accesses to the same granule aré executed in the
order initially defined when launching the transactions. If this order
is not respected one of the conflicting transactions is generally res-—
tarted. Therefore these strategies may be described as detecting non-
serializable schedules which are corrected by restarting certain tran—
sactions. In contradistinction, locking type strategies consist in
avoiding the generation of incorrect schedules by delaying cne of the
.transactions which attempt to execute conflicting operations on the same
granule. i

The prime goal of locking algorithms is to allow simultanecus exe-
‘cution of only those cperations which a.ré campatible. This reguires the

introduction of the concept of operation mode.

DEFINITION 15: OPERATION MODE

An cperation mode is a property which characterizes an operation by

pemmitting to determine its compatibility with other operations.

The most common operation modes are the read and update modes. The read

mode characterizes every operation which performs read actions only
whereas the update mode corresponds to every operation which performs a

write, insert or mcdify action: it also allows read actions. On the

other hand, the IBTG [CODA71] has proposed the following mcdes:

Ml = nonprotected retrieval,

M2

protected retrieval,
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M3 = nonprotected update,

M4

protected update,
M5 = exclusive retrieval,

M6 = exclusive update.

Generally it is possible to determine the campatibility of these
modes through a matrix C called the campatibility matrix. This matrix is
defined as having elements cij = 1 iff the operation mcdes M; and M) are
, campatible, and Cij = O cotherwise. It should be noted that the matrix C
is symmetrical since the campatibility relation among modes is itself
' syrrmetric; The canpatibility matrix for the above mentioned read-write
modes (m, = read mode, my =.writ'e mode) is defined by

1 0

Q
fl

0 0

The matrix for the DBTG modes is as follows:
1 1 1 1 0o o0
1 1 o) 0 0 0

1 o 1 o o0 o

5.2. Locking Protocols

A scheduler should dnly permit simultaneous execution on the same
granule of operations having campatible mcdes. To do this, it must know

" when an operation starts on a granule as well as the operation modes
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- required to carry out the given operation. Similarly, it is necessary
to indicate to the scheduler controlling a granule that an operation | is

campleted. To accamplish all this, two special actions are introduced:

- LOCK (g,M) which permits a transaction to signal to the
scheduler controlling granule g the start of an operation

of mode(s) defined by M;

- UNLOCK (g) which permits a transaction to signal to the
scheduler controlling granule g the end of the current
operation bear:mg on g.

The proposed protocol requires the execution of +two additional
actions per operation: LOCK and UNMLOCK. The interface seen by the tran-
sactions may be simplified by ccmblm_ng autamatically a locking request
with the actions permitting to search for a gfanule in the database. The
DBTG recamendations [CODA71] permit for example to lock automatically
the current record associated with a transaction and to unlock it as
soon as it is no longer referenced by a currency indicétor. Two more
primitives have also been proposed to permit locking other than current
records (KEEP and FREE). Many systems insert the unlocking operation
either at the end of transactions or at certain intermediate points
where the database is consistent. Thus it is no longer necessary to
request unlocking of each granule. This also facilitates restarts in
case of. failures. Whatever be the éase, even if the interface
IOCK/UNLOCK is invisible to the users, there exists at least an

equivalent logical interface within the system.
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5.3. Locking Algorithms

In order to permit simultaneous execution on the same granule of
compatible operations only, it is necessary to record the modes of the
operations currently bearing on every granule. This may be simply
achieved by associating to each pair <granule g, transaction T,
operating on the granule, the bit vector

1

J

a
A(g,i) = a
a

k

where aj = 1 1f an cperation of mode M. is executing on behalf of tran—

J
saction T; upon granule g, and O otherwise. Similarly, we assume that
The modes requested by the action LOCK(g,M) are defined throuwgh a bit

vector

B
e [Ia

=
[}
B'..B...

w

where my = 1 if the mode M, is requested, and O otherwise. It is now

possible to prove a theorem vhere the following cperators appear:

V lcgical union of two boolean vectors (logical OR),

A logical intersection of two boolean vectors (logical AND),
logical negation of a boolean vector,

C logical inclusion of a boolean vecfor,

# boolean matrices product (this corresponds to the usual matr:Lx pro-
duct where the add operation is replaced by logical _union and the

multiply operation is replaced by logical intersection).
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THEOREM ﬁ:
- The cperation modes requested during a primitive operation
LOCK(g,M) executed by a transaction Tp are campatible with the
modes of the operations which are currently executing upon

granule g £hrough the other transactions if

M C=(-cw Y A(g,i)).

. PROOF':

\;gpA(g,i) is a bit vector whose j bit is 1 if 'Mj is the mode of an
operation currently being executed upon granule g by a transaction other
than Tp. — C is the camplement of the campatibility matrix. Therefore,

—C ¥ VA(g,i) is a bit vector whose j bit is 1 if the mode My is
incampatible with the mode of an operation currently being executed on
‘granule g by a transact:ipn other than Tp'. Finally-v'(ﬁc » i\“(»A( 9.‘1))is
therefore a bit vector representing all the operatibn modes which are
canmpatible with the modes of operations currently being executed on
granule g by a transaction other than Tp. Therefore, every vector
included within the latter corresponds to modes which are campatible
with those of ‘operatiions currently being executed on granule g by a

transaction other than 'I‘p.

A locking algorithm requires the definition of a strategy for the
case vwhen the requested operation mcdes during the execution of a primi-

tive IOCK are not 'ccmpatible with the modes of currently executed
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operations. The simplest strategy consists in returning the message
"granule busy" to the transaction. In order to control the waiting
stages, it is generally preferable to place the request into a waiting
state and block the calling transaction until the requested granule
becames available. A waiting queue Q[g] can then be associated with each
busy granule. This queue contains the locking requests (conéisting of
the vector M and the tfansacti.on identifier) vwhich are queued in order
of priority, this coinciding generally with the order of their arrival.
Figure 14 depicts the locking/unlocking algorithm corresponding to such

a strategy for the transaction Tp.

5.4. Two-phase Restriction [(EswAa76 ]

The locklng algorithm presented above allows the simaltanecus exe—
cution on the same granule of campatible operations only. It ﬁas been
shown that this may be achieved by restricting t'ﬁe usage of the actions
IOCK and UNIOCK in the transactions [ESWA76]. We shall now introduce

this restriction which is called the "two-phase restriction”.

First of all, it is necessary to emphasize that every transaction
which respects the locking protocol as defined up to here, must execute
LOCK with the correct operation mode before executing an operation on a
granule. It must also execute UNLOCK after the end of the execution of

this operation. Henceforth, we shall assume all the transactions possess

these properties of well-formedness.
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We can now introduce formally the notion of two~-phase transaction.

DEFINITION 16: TWO-PHASE

A transaction is two-phase if it does not execute a LOCK after it

has executed an UNLOCK.

Thus, a two-phase transaction must lock all the granules upon which it
operates before it begins to unlock. A typical curve depicting the vari-
ation in the number of granules locked by a two-way transaction is shown
in Figure 15.

The following theorem shows the importance of two-phase transac-
tions and shall permit us to introduce the user rules of the locking
protocol which only allows the production of serializable schedules.

THEOREM 5.

Every schedule of a set of two-phase transaction is serializ-

able.

PROOF 2

A serializable schedule possesses a precedence graph with no cir-
cuits. Iet us consider then a schedule for the set [Tl,Tz...,Tn} of
two-phase transactions, and let us assume that there exists a precedence
circuit T,y < Tig < eve < Tin € T4y It follows immediately that
- T;5 locks (through LOCK action) a granule gj3» after T;; unlocks

(through the UNLOCK action) that granule;

- Ti3 locks a granule gy, after T;», unlocks that granule;

$0800es0svoseevovoan
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Ti1 l§d<s a granule g, after T, unlock that granule.

Since each transaction TJ'.Z' Ti3‘ ... is two-phase, it unlocks only after
it has coampleted all its LOCK operations. Thus, T,, unlocks g;, before
executing the lock of gy .. Therefore, T;; is not two-phase which con-
tradicts the initial hypothesis. |

QED

According to Theorem 5 and the preceding remark, it is possible to
introduce user rules for the primitives LOCK/UNLOCK in a distributed (or

centralized) database:

Rl: Every transaction must execute LOCK with the correct operation
mode(s) upon the chosen granule before executing an operation on

this granule;

R2: Every transaction must execute UNLOCK on the selected granules

after execution of the operation;

R3: A transaction cannot execute LOCK after executing UNLOCK.

Every scheduler must verifir that the transactions whose schedule it con-
trols do follow these 'rules. In ﬂ1e cammen case where the operation
modes for reading and writing are distinct, rule Rl requires that a
transaction request a read lock when reading a granule which it will not

modify, and a write lock when reading a granule which it will modify.

Finally, two-phase locking requires that each transaction pass
through a state of maximum locking wherein all the accessed granules are
locked. It follows that the accessing crder to the granules forced upon

the transactions is that one in which the transactions reach this max-
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imm locking state. Two-phase locking may therefore be considered as an
ordering of the transactions. This order is not constructed a priori as
in the algarithms based upon initial ordering, instead it is determined

by the point in time when the transactions reach their state of maximum

locking.

5.5. Locking in a Distributed System

_The application of two-phase locking in a distributed system
requires a selection of one or more sites for executing of LOCK/UNLOCK
algorithms More precisely, since the granules are distributed over
éeveral camputers, the problem is to determine who is to manage the lock
states of the granules and the queuss of locking requests. Two types of

solutions have been widely studied: centralized control and distributed

control [ALSB76, ELLI77].

Centralized control is realized when a single site is in charge of
locking/unlocking. The site is provided with a centralized controller
which controls access to the data. When a transaction demands to lock a
granule, thé associated scheduler transmits the locking request to the
central controller which then executes the locking algorithm. If - the
granule is busy, two strategies are possible: either a message of
refusal to lock is returned to the requesting scheduler which shall then
be able to repeat the request later, or the request i§ filed into the
queue until the busy granule is unlocked. The second strategy is clearly
less costly in terms of transmitted messages, but it may be difficult to
realize because of the camplexity of the mechanism required to handle

messages without immediate response. In any case, the cent_i'alized con-
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£r01 system suffers fram the major disadvantage that when the central
controller breaks down the whole operating system for the distributed
database grinds to a halt. A solution which is breakdown-proof [MENASO]
consists in informing several sites of the states of allocation of the
~ granules and then selecting a new central controller when the cur}.'ent
one breaks down. Such a solution carries a high message cost and tends

toward a decentralized control.

Distributed control is realized when each scheduler is responsible ' for
locking/unlocking of the granules which aré managed by the local associ-
ated DBMS. In such a method there is therefore a controller at each site
whose assigrment is to lock/unlock the local granules for all transac-
tions. When a transaction demands to lock a éranule the schedules con-
trolling the transactions must therefore transmit the LOCK request to
the scheduler controlling the granule in question. As in centralized
co.ntrol, and with the same advantages and disadvantages, the waiting
queues may be processed by the scheduler controlling the granule.
Finally, distributed control offers the major advantage that it allows
to continue operation of the distributed system even when some of the

canputers have broken down: control of the system no longer depends upon

a unique camputer.

5.6. The Deadlock Problem

Deadlock, or deadly embrace, is the situation which arises when
granules have been locked in such a sequence that a group of transac-

tions has the following two properties [COFF71]:
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(1) Every transaction of the growp is blocked, waiting for a granule;
(2) The execution of every transaction which does not belong to the

group does not permit to unblock any transaction in the group.

Deadlock is a problem generated by locking which is difficult to
resolve. We shall examine below the main solutions which have been pro-

posed first in a centralized and then in a distributed system.

5.6.1. Representations of deadlock

First, we shall present an example of deadlock. Let us consider two
transactions, T, and T,. Transaction T, has succeeded in locking granule
G, for update ard is waiting to lock granule G, also for update. Tran-
saction T2 has succeeded in locking the same granule G, for update ard
is waiting to lock Gl far protected ret';ieval (see Figure 16).

The impossibility of executing simultanecusly updates with other
updates or protected retrievals upon the same granules results in the
two transactions waiting for each other: it is a deadlock situation.

We present below two representations of deadlocks in terms of spe-
cial graphs called the waiting graph and the allocation gragh.
The waiting graph [MURP68] is a graph G(J”, W) where J is the set

of ooncwrrent transactions {Tl, Tefene, Tn} sharing granules {Gl,

Gyreeer G, and W is the relation "waits" defined as follows::
.'I‘p waits for Tq if TP demanded to lock a granule G; and this
request cannot be accepted because Gi has been locked by Tq’

Murphy has presented in 1968 the following theorem:



THEOREM 6:

There exists a deadlock if the waiting graph has a circuit.

PROOF' ¢
If the waiting graph has a circuit, then there exists a group of

transactions wherein:

Tl awaits ‘I‘2

T2 awaits T3

&...l'.l..........

Tk awaits Tl
Every transaction in the group 1is therefore blocked waiting for a
granule because this granule is utilized by another transaction of the
group. Therefore, campletion of all the transactions which are not

included in the group does not allow unblocking any transaction of the
grd.:p.

Vice versa, the presence of deadlock implies the presence of at
least one circuit. Otherwise every group of transactions woﬁld be such
that the waiting subgraph which it generates has no circuit. Following
execution of all the transactions which do not block the group, it would
therefore be possible to unblock a transaction of the group since a

graph without circuit has at least one terminal vertex.

QED

Figqure 17 illustrates the application of Theorem 6.

All the transactions belonging to a circuit are deadlocked. Furth-
ermore, a transaction which is waiting for deadlocked transaction is

itself deadlocked (see figure 18).
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It is interesting to establish the relationship between the waiting
graph and the precedence graph. By definition, when a transaction Ti
waits for a transaction Tj' this means that Tj has locked a granule G'
which Ti is requesting in an incampatible mode. Therefore the operation
for which T. has locked G should be performed before that requested by

J

Ti since the two operations are incampatible and thence nonpermutable.

Thus Tj precedes T; with respect to G, i.e. Tj < T;. However the pre-
. cedence relation does not generally imply the "wait" relation. There-
fore, reversing the arcs of the waiting graph yields a subgraph -of the
pfecedence graph. This implies that, if the waiting graph has a cir-
cuit, then so does the precedence graph. Furthermore a deadlock cannot
lead to a serializable schedule even if it was possible to camplete the

deadlocked transactions.

We now introduce the allocation graph which consists of two sets of

vertices:
- The set T of transactions
- The set G of granules.

An arc links granule G; to transaction ’I‘p if T o has succesded in locking
G, in at least one operation mode. An arc links transaction T b to
granule Gi if T o has requested though not yet obtained locking of that
granule. These arcs are colored (i.e. marked) according to the mode of
the requested operation. Figure 19 depicts the alloéation graph for the

example shown in figure 17.

The following theorem is easily proven:
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THEOREM 7: .
A necessary condition for deadlock is the existence of a cir-
cuit in the allocation graph. This condition is generally not suf-

ficient.

PROOF':

We shall demcnstrate that if there are no circuits in the allocation
graph, there cannot be any deadlock. Let T be an arbltrary set of tran—
sactions. Since the allocation - graph has no circuit, the subgraph
obtained after executing the transactions which do not belong to T has
also no circuit. Therefore it has a terminal vertex. This vertex can-
not be a granule since an unlocked granule cannot be waited for. Thus,
for every set of transactions T, the execution of all the transactions

which do not belong to T would unblock a transaction belonging to T.

Therefore there is no deadlock.

A s:.mple example indicated that the condition is not sufficient.

lLet us consider three transactions Tl' T2, T3 sharing two granules Gl

and GZ'

insertion. Let us also assume that retrieval is campatible with

and utilizing the operation modes of retrieval, update and

retrieval and insertion, while update-update, update-insertion and
insertion-insertion are incampatible. The allocation graph depicted in
figure 20 has a circuit although there is no deadlock as shown by the
corresponding waiting graph which appears on figure 21. We might note
however that the condition lS sufficient in the special case where the

only modes are read and write as illustrated in figure 19.
CED
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It may be noted that in the general case there is no straight for-
ward relationship betweeh precedence graphs and allocation graphs. How-
ever, as stated previously, when the only existing operation modes are
read énd write, the presence of a ci:éuit in the allocation graph is a
necessary and sufficient condition for deadleck just as the presence of
a circuit in the waiting graph. This in turn implies the presence of a

circuit in the precedence gragh.

3.6.2. Detection of deadlock in a centralized control system

A deadlock detection algoritlm may be constructed fram a © circuit
detéction algorithm for waiting graphs. We shall utilize here an algo~
rithm which tests a graph for circuits by successive elimination of ter-

minal vertices [HOLT72].

In a waiting graph, a vertex is terminal if the transaction that it
represents is not waiting to lock any granules. Thus, let N(k) be the
number of granules that the transaction T, is waiting to lock. An ini-
tial reduction of the graph may be obtained by eliminating its terminal
vertices, i.e. those for which N(k) = 0. The problem is then to recam-
pute the values of the N(k)'s following the reduction in order to carry
out the next reduction. 'I;his may be done by counting the requests which
can be satisfied after each reduction, decrementing N(k) for each such

request of transaction Tk' This method has two special requirements:

- it is necessary to mark the counted requests in order not to count

them more than once:

- it is necessary to utilize a special procedure to test whether a

request is satisfied taking into account the locking states of the
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transactions which have not yet been eliminated fram the waiting

graph.

Therefore, let SLOCK (Gi’ R, k) be a boolean procedure which tests
whether request R of transaction Tk for granule Gi can be satisfied tak-
ing into account the locking of granules by the transactions which still
remains in the waiting graph. This procedure yields true if the request
can be satisfied, and false otherwise. The program for the procedure is
analogous to that of the LOCK algorithm except that the locking states
are not modified. Figure 22 depicts a procedure DETECT which yields the

answer true if there is deadlock and false otherwise.

Generally speaking there are three ways to deal with deadlock:
prevention, detection and avoidance [HOWA73]. Prevention and avoidance
require advanced knowledge of the granules which will be requested by
transactions. However this is not possible for a general ad hoc query
system. Thus the only acceptable solution to the deadlock problem in
the present context consists in detecting deadlock and, if it is
present, restarting the transaction so as break the circuits of the
waiting graph. |

When deadlock is detected, the probian is to select a transaction
for restart. The detection algorithm presented below yields the list of
deadlocked transaction. One of these must therefore be selected and res-
tarted. However all sqluticns are not equally satisfactory as indicated
by figure 23 wherein it appears that restarting T3 does not resolve the

deadlock.

A possible solution to this problem may be to restart the transac-

tion which blocks the greatest number of transactions, i.e. that one
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vhich corresponds to the vertex having the greatest indegree in the
waiting graph.

In order to reduce the cost of detection with restart it is advis-
able to invcke the detection algorithm only when a transaction has been

awaiting a lock for a long time (say a few seconds), rather than inkov-

ing the algarithm whenever a transaction just started waiting for a

lock.

2-6.3. Detection of deadlock in a distributed control system

In a distributed database system, one might believe it sufficient
to resolve deadlock problems through the local system among subtransac-
tions and local transactions. This is not the case however for transac-
tions being executed at a given site may be awaiting messages fram sub-
transactions being executed at ancther site [GOLD77] .thereby creating
intersite deadlocks.

This problem is illustrated in figure 24 which depicts the follow-
ing situation:

- At site Sl, subtransaction Tl is waiting for a granule allocated to
transaction T2. T2 is waiting for a message fram its subtransac-
tion T3;

- At site S2 subtransaction T3 is waiting for a granule allocated to
transaction T4. T4 is waiting for a message fram its subtransac-

tion T1.



5.6.3.1. Centralized execution of the detection algorithm

We shall call centralized execution the solution which consists in
executing the deadlock detection algorithm on a computer of the network
providing as input the locking states and the waiting requests for
shared granules. This may be accamplished in at least two ways
- either before executing the algcrithm ‘the ccxrputer. triggers a

search for the various waiting requests and locking states through

a special protocol;

- or the camputer receives periodically, or possible whenever there

is a change, the various conditions of the states [STON78].

The camputer which detects deadlock may be a specialized machine

although any camputer can execute the algorithm.

It should be noted that deadlock detection by a camputer of the
network does not prevent simultaneous allocation of granules by other
camputers of the. same network. Thus it is possible that the information
provided by the detection algorithm may be obsolete; however this is not

important since deadlock is a terminal state.

5.6.3.2. Construction of the waiting graph

A solution which requires no more messages than the number of can-
puters in the network can be obtained by explicit construction of the
waiting graph. When a computer wishes to verify the presence of
deadlock, it collects parts of the waiting graph fram each camputer of
the network. These graph portions may be represented by a boolean
3= 1 if transaction T, awaits transaction Tj

and gij = O otherwise. By union of the various G matrices the -

matrix G = (gij) vhere g,
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collecting oomputer can obtain the caomplete matrix representing the

waiting graph. It is then possible to invcke a circuit detection algo-

rithm [MURP68].

5.6.3.3. Inquiry initiation

Several solutions have been proposed based upon distributed detec-
tion of circuits in gréphs. We present here one of the most efficient
ones [GOLD77] which may be considered as a distributed algorithm for
detecting circuits in allocation graphs. When a transaction T0 awaits a
granule G (possibly for a long time) and this granule is under the oon-~
trol of transaction T, an inquiry is sent to the scheduler where .Tl was .
initiated. This inquiry is accampanied by a list of objects To, G,

T1>.

When a scheduler receives an inquiry together with a 1list of
objects terminating with a transaction such as <'I‘0, Gl' Tl' G2,...,
Ti—l' Gi' Ti>, it performs the following actions:

(1) verify that Ti has indeed been initiated by this scheduler and that
G, is indeed 1locked by T, ; if yes, go to (2); if no, stop the
inquiry; |

(2) if Ti is not waiting for any granule, stop the inquiry; if not, go

to (3);

(3) obtain the identifier of the granule awaited by T;, say G,4q7 add
G;,, to the list of objects and send an inguiry accampanied by the
list of dbjects Tor Gyr Tys Goreeey Ty g0 Gyr Tys Gyiq> to the

scheduler which controls Gi +1°
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When a scheduler receives an inquiry together with a list of
cbjects terminated by a granule identifier, such as <T,,

GysTysGyrenesTy_.G5,Tyy G;41>s it performs the following actions:

(1) verify that Gi+l. is indeed awaited by Ti' otherwise stop the
inguiry; if yes, perform (2) for each transaction T, , which con-
trols Gi 17

(2) if T, is in the list of objects, there exists a circuit in the
allocation graph and thus there is deadlock. The inquiry is there-

fore terminated successfully. If not, go to (3):

(3) Add T, to the list of objects and send the inquiry to the

1
scheduler by which Ti 4+ has been launched.

An evaluation of such a solution is difficult. It is claimed
[GoLD77] that the number of messages is small because the inguiries gen-
- erally stop very quickly when there is no deadlock. It remains to
demenstrate that such a solution is less costly than a simpler'one
wherein the transactions which await a granule beyond a fixed time are

restarted.

5.7. Other Problems Due to Locking

Another problem due to locking is that of "starvation" [COUR71]
also called permanent blocking [HOLT72]. This problem appears as soon as
a group of transactions effectively behave as a ‘coalition by carrying
out murtually campatible operations (such as read) in the presence of an
individual transaction which intends to execute an operation that is
incampatible with the former ones (for exampie write). The individual

transaction may then have to wait indefinitely. The solution to this
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problem is the same in the distributed as in a centralized system. Gen-
erally it consists in lining up requests for locks in order of arrival,
though letting through those which are campatible with all the requests

that are ahead including the one that is currently executing.

The "phantam” problem has also been raised in [ESWA76]. ‘This prob-
lem cames up when a granule is introduced in the database too late to be
processed by a continuing transaction although it affects that transac—
tion later. ' Consider for example an aircraft flight database shown in
figure 25 which consists for sach flight of a passenger list and some
general flight information including the number of passengers having
received a seat on the flight. Let us assume now the following transac-
tions:

T, (part 1): 1list the passengers names and numbers.
T, (part 2): 1list the flight information including flight number
and the number of passengers having reserved seats.

add a passenger <TOPPER, 13> and increment the number of

passengers in the flight information.
Let us further assume that these transactions are executed in the fol-
lowing order: T) (part 1), T,, T (part 2). This is a legal schedule
~since T2 accesses an unlocked granule which does not even exist when Tl
performs the first part of its transaction. However the result of Ty is
a list of three passengers while the number of passengers is printed as

four.

This problem may be resolved by defining logical granules (in the

above example this could be the logical relation PASSENGER) through spe-

cial predicates [ESWA76]. Locking through predicates also permits to
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define granules of variable size constructed according to the needs of
various transactions. Unfortunately it necessitates special algorithms
to ~determine whether two predicates are disjoint and this problem does
not seem to have an efficient solution for generalized predicates. It
should also be noted that the phantom problem is not peculiar to locking

strategies and can also appear in the transaction ordering approach.

a

Another problem is the need for granules of variable size thus per-
.mitting locking " at various levels such as page, file or even database.
In order to insure campatibility among - various levels, [(GRAY78] have

introduced the notion of intention mode. within such a context every

granule can operate in two types of modes: nomal- modes and intention
mcdes  which correspond tov the intent to lock a subset of the granule
under consideration. It has been shown [GARD78] that it is possible to
define compatibilities among normal and intention mcdes starting fram p
initial modes through the following canpatibility matrix:

C c

c' =
C E

where the first p mcdes of operations are the normal modes, the next p
mcdes are the inténtion mcdes andA E is a matrix consisting of l's. In
order to lock a granule which is in mcde j, the algorithm oonsists in
locking all the granules containing the former in intention mode pt+3J,
then locking the-granule in normal mode. Such an algorithm - is particu-
" larly suitable to locking within hierarchies [ULIMBO]. It rﬁay be util-

| ized in a centralized as well as a distributed system.
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6. OTHER CONCURRENCY CONTROL ALGORITHMS

6.1. Ordering 'Q Validation of Reads Before Writes

The ordering methods proposed below are based wpon the order of
arrival of the transactions. In certain systems which include the camit
feature [LEBI80], the transactions really perform their updates of the
database solely at the end of the transaction (cammit). Therefore it is

possible to consider a transaction as consisting of two phases:
- a read and campute phase,
- an actual write on the database phase (commit).

A simple method can then be defined to prevent the production of non-

serializable schedules. This method consists in ordering the transac-

tions according to the time at which they terminate the read and campute
rhase, and to verify that conflicting accesses to granules occur indeed

in the order thus established.

In order to describe this algorithm, we shall introduce an action
called VALIDATE [ABAS80] which is supposed to be scheduled by a
scheduler as the final step of the read and fampute phase. During the
execution of VALIDATE, a transaction timestamp .equal to the glcbal time
is associated to the executing transaction. Furthermore the validation
is accepted if all the granules read by the transaction are still in the
same state as when they were read and will not be modified by transac-
tions which have already been validated. In the opposite case valida-
tion is denied and the transaction is restarted. The verifications are
performed by associating with every granule a granule timestamp which is

equal to that of the transaction having performed the last write. During
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éxecution of an actual write on the database, the write operation is
only carried out if the granule ' .timestamp becames greater after the
write than it was before [THOM79]. This so—calied Thamas rule guaran—v
tees that obsolete writes are not carr:.ed out, while validation guaran—

tees *hat all the read granules are not obsolete at validation time.

The algorithms for read, write and validation are depicted on fig-
ure 26.

In the READ and WRITE algorithms, g is the granule that is accessed
by transaction T. S(g) is the timestamp of the granule g while ST(g) is
the timestamp of granule g when T reads g. TS(T) is the timestamp asso-

ciated with transaction T during the execution of VALIDATE.

While the correctness of the proposed algorithm can be demonstrated
formally [ABASS0], we shall briefly justify it as follows. The algo-
rithm guarantees that
(1) The actual write operations on the database are carried out in the

order of validation of the transactions because of the Thamas rule;

therefore the WRITE/WRITE induced precedences respect the order of '

validation of the transactions.

(2) A transaction can only read the write of another transaction if the

latter has been validated while the former has not; this according
to the definition of VALIDATE. Therefore the WRITE/WRITE 'induced’

Precedences also respect the order of validation of the transac-
tions.
(3) A successfully validated transaction cannot have read a granule

later written upon by a transaction which was validated before the

53



former according to the Jdefinition of validation. Therefore the
READ/WRITE induced precedences also respect the order of validation

of the transactions.

Thus finally, all nonpermutable operations are executed upon the
same granule in the order of validation of the transactions. This
quarantees that there is no circuit in the precedence graph and there-

fore that the algorithm is correct.

In conclusion, it is worth noting that the ordering by wvalidation
algorithm is particularly well suited when each site maintains a dif-
ferential file [SEVE76], i.e. a special file where .updates are stored
temporarily and then transferred to the database when the transaction is
camitted. The validation algorithm must ﬁhen be executed at each site
at the end of a transaction in order to integrate the updates performed
by the transaction on the database thus it is executed simultaneously
with the first step of camitment when the schedulers verify that all
subtransactions have been correctly carried out [LAMS78,ABASS0]. In

case of validation failure the transaction is restarted.

6.2. Detection of Circuits in Precedence Graphs

Several concurrency vcontrol algorithms allowing a significant
degree of parallelism may be constructed so as to detect circuits in
tranéaction precedence graphs and to break them by restarting transac-
tions. However the cost of such algaritims is génerally prohibitive
especially in a distributed system where the graph may be distributed

over several sites.



7. CONCLUSION

I£ appears that the various methods for concurrency control con-
sidered in this paper may be divided into two general classes: (1)
timestamp ordering, and (2) locking. In the former case the transac-
tions are ordered either at launching time or at cammitment time; thus
the ordering may be controlled by the‘ user. In the latter case, it is
the requirement of maximum locking before unloéking which defines the
ordering; "it is thus imposed by the system and cannot be influenced by

the user.

It will be recalled that performance requirements have motivated
much of the recent work on concurrency control. Therefore it is fitting
that the various methods presented here be campared in this regard;
unfortunately scant information is available. We may consider this
point with respect to degree of parallelism, and time and space over-
head. BAs far as parallelism is concerned, the various algorithms dis-
cussed here seem generally similar for indeed optimization through
parallel operations has been in all cases the main drive as all algo-
rithms considered seek serial izabi_lity. Further study is clearly in
order. Time cost overhead considerations must include message transmis-
sion timeé and CPU time. The timestamp method requires a timestamp
appendage with every read/write message, while locking requires a simi-
lar locking appendage. Thus the two methods seem equivalent although
t.mestamps ara generally longer than locking requests. Space overhead
considerations must take into account the presence of timestamp tables
and 1ock1ng tables which appear generally equivalent. Thus it appears

difficult at this time to give preference to any one approach over the
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. other on the basis of expected performance. Clearly mora work is needed
both of an analytic and an experimental nature. Finally we should men-
tion that the timestamp method is better in so far as user interface is
concerned for the user need not provide any additional information

whereas he must specify the locking mode if any.

In summary we believe that the basic principles of concurrency con—
trol are fairly well understood. Additional concurrency control algo-
rithms can easily be constructed by varying the time at which ordering -
is defined, by delaying certain types of actions or by cambining the
various methods described here_. What is most ].acking at this time is
the - availability of reliable performance evaluation based on detailed

theoretical analysws and extensive experimentation.
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a,
1l

Transaction Tl

Read X —» xl

¢ X, +1—x

1 1

Write xl — X

Time

a

k

Transaction T,
(=

Read X —» x2

D 4 +1-—--x2

2

Write x2 — X

Figure 1. Example of lost operation.
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Transaction Tl

Read A —= a.l

ai+l——al

Write al

Read B —» bl

bl+l—'>bl

Write b, -— B

1

Figure 2.

— A

Example of inconsistent output
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Transaction T2

Read A —» a2
Print a2
Read B —» b2

Print ® 2



Transaction '1?l : .Transaction 'I'2

Read_A — ia.l
a.l + 1l - al

Write a.l - A

as.
Write a.2 — A
Read B —= 52

b, *2 — D

] 2 2
Write b2 —= B
Read B — bl
bl + 1 —» 'bl
Write bl —= B
;
time
A#B

Figure 3. Example of the introduction of inconsiste.ncies in the da‘;'.a.'ba.se
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Transaction Tl Transaction T2

Read A - al

Print al
Read A —» a.2

a.2 + l-——a.‘,2
Write a.2—>A -

Read A -~ ai

Print al

time

Figure 4. Non repeatable read operations.
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. Transaction T,

-

Read A — a8,

a,l + 1——a.l

Write a; — A
Read B —» bl

bl 1

Write bl — B

+1=—Db

Figure 5.

Transaction T,
[~

Read A — 8.2

*

Write a,— A

Read B ——b2
»
b, ¥ 2—1,

Write 'b2 — B

Transactions Tl and T2

6_1



A schédule for Tl and T2 Another schedule for T1 and T2
Tl: Read A —= 8, , T 'I'2: Read A = a.é
T,: Read a) +1 —= a 1 Ta: a, ¥ 2 - a,
Tl: Write g, — A . ’1'1: Read A —» 8y
'1'2: Read A —» a, 1 | '1'1: a, + 1l 8y
Tyt 2, *2 — a, r T2: Write a, — A
T,: Write a, —~ A | T2: Réead B —~—= b,
T, Read B —= b, ‘ 1 T,: b2 2 b,
le bl + 1 — bl ' T le Write 2, —= A
le Write 'bl - B 1 . Tl: Read B —= bl
T2: Read B == 'b2 T le bl + 1 — bl
T,: b2 *2 — b, 1 | .Tl: Write bl ~—= B
T,: Write bz — B T T2: Write b, — B

(a) . (b)

ot
E.

Figure 6. Two schedules for transactions Tl and 'I'2 shown in figure 5.

Tt will be seen that schedule (a) is acceptable while schedule (b)

is unacceptable as it leads to operation losses.
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Oll

|
1
|
|
!
’_____

Read A—.»a1
* N
al 2—>al

Print al

21

P

—— =

Read A —» al

*
al Z—bal

Write al —» A

Read A —» 3
a2 + 1] —wga

Print a2

Write a2 —» A

O3

Read A —» a1

a, + 1—» 5

1 1

Write a,—*>a

c>23

Read A —» a2

a2 + 10—""32

Write a2 — A

.

Figure 8:

Examples of Operations



(a) . | (v)

Figure 9. Precedence graphs correstnding to Figure 6.
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Procedure READ (T;,g);
if (s(g) < i)
then “carry out the reéd";
S(g) := iz
&lse ABCRT; '

end READ

Pfocedure WRITE (T;,g)s
if (s(g) < 1)
then “carry out the write';
S(g) = is |
else ABORT;

end WRITE

Figure 10. Total ordering algoritim.

The statements in quotes indicate the presence of statements whose for-

mats depend upon the system.
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Procedure READ (T;,g):
if sW(g) < i
then "carry out the read";
SR(g) := MAX(SR(g),i):
else ABORT;

end READ

Procedure WRITE (T;,g):
if (sW(g) < i) A (SR(g) £ i)
then “carry out the write";
SW(g) := i;
else ABCRT;
end WRITE

Figure 1ll. Partial ordering algarithm.
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Procedure FEAD (Ti, g);:
j = "number of the last version of g";
while Svj(g) > i
| doj:=3-1;
"carry out the read of g version j";
SRj(g) := MAX(SRy(g),i);

end READ

Procedure WRITE (T, g):

j := "number of the laét version of g";

while g‘Tj(g) > i

do j:=13~-1;

if R(g) > i

then ABCRT:;

else "execute the write inserting a version ($#1) of g"

swj_,_l(@ = i;
end WRITE

Figure 12. Multiversions partial ordering algoritim
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version 3

version 1 version 2
SwW SR Sw SR SW SR
1 1 5 T 8 8 (a)
ginal
tuation

ume now that T6 performs a WRITE upon g. Poséihle resequencing following ABORT

> gshown below:

(1) ABORT of TT and restart with timestamp of T for T7 after performing Tg write

-

'yields the following:

' | ' (b)

(2

=.

) ABORT of,T6 and restart with transaction timestamp of 10 for T6:

T 8 8 | 10 0

Figure 13. An illustration of some possible sequences of operations controlled
by the multiversion partial ordering algorithm.
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Procedure LOCK (g, M);

if MC = (=C*V A(g, i))
: !FBP
then A(g, p) := A(g, p) V M;
else "insert (p, M) into Q[gl";
"block transaction T p" :

d LOCK

Procedure UNLOCK (g)
A(g, p) :=0;
for each (g, M') of Qlg] do
Af M C—=(=C * v Alg, 1))
then A(g,q) :=A(g, @)V M';
"remove (g, M') fram Q[gl";

"unblock transaction 'I‘q";

Figure 14. Locking Algoritl'nn
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Number
of locked

granules

1 . ] 3 Time
start qf maximum end Pf
transaction locking transrction

)

|

-—— wm o ——

first phase . second phase

of locking | of locking
1
!

Figure 15. Variation in the number of granules locked by a two-phase transaction
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Transaction Tl Transaction T,

LOCK Gy (for update)

LOCK G, (for update) .

Lock G, (for update)

- LOCK G (for protected retrieval)

time

Figure 16. Example of deadlock

T2



(Gl, update) (G2, update)

(G,, protected

l,
retrieval)

Figure 17. A waiting graph with circuit corresponding
to the example shown in figure 16.

Figure 18. Transactions in various states of deadlock
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An example of allocation graph corresponding

to the sxample shown in figure 17.

P upda‘t =]
= e protected retrieval

Th



Figure 20. An allocation

1

graph with circuit without deadlock

insertion
update

retrieval
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Figure 21. The waiting graph corresponding to the
allocation graph of figure 20.
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Boolean procedure DETECT

begin

T := { set of transactions Tj such that N(j) #0 };

L := { set of granules locked by the transactions € T };
for each G € L o
for each "normarked request R of Tk waiting for Gi“ do
if SIOCK (G;, R, k) = true
then begin
"mark R";
N(k) := N(x) - 1;
if N(k) = @
then “remove T, fram T";
"add the granules locked by T to the set L";

Figure 22. Deadlock detection algorithm
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. Figure 23. Waiting graph for three deadlocked transactions
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Figure 24. Distributed transaction deadlock
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PASSENGERS
Name Seat #
: |L_FLIGHT INFORMATION
JAMES 10 Number of
Flight # passengers
MIKE > 100 4
GEORGE 7
| i
TOPPER | 13 _:
Figure 25. An illustration of the phantom problem. Topper is a
phantom.
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Procedure READ (T, g):
"exxecute the read”;
ST(g) := S(g):

end READ

Procedure VALIDATE (T);
for each "granule read by T" do
-+ if sT(g) # S(q) '
then ABCRT(T):
if "there exists a validated transaction requesting to read g"
then ABCRT(T); |
TS(T) := "glcbal time";

end VALIDATE

Procedure WRITE(T, g):
if TS(T) > S{9)
then "perform the write";
s(g) := TS(T);

end WRITE

Figure 26. Ordering by validation algorithm
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