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RESUME : _

Ce travail a pour objet'l;étﬁde.numérique de certains aspects de la
théorie des tourbillons stationnaires axisymétriques ("anneaux vqrtex"
ou "doublets vortex plans") dans un fluide idéal. Aprés avoir rappelé
1'origine physique des problémes envisagés, nous indiquons divers résul-
ﬁaté-théoriques. Nous étudions ensuite un probléme modéle analogue dans
un domaine borné. La convergence d'une méthode d'éléments finis est &ta-
blie dans un cadre général pour ce type de problémes. Enfin, une méthode
de "maillage 3 grandeur variable" est appliquée au problémé des anneaux
ou doublets vortex. On résout ainsi numériquement les problémes "a vitesse

de vortex libre" ou encore "3 paramétre de flux libre". Les calculs mettent

" en évidence une relation entre ces deux paramdtres qui s'interpréte physi-

quement. Nous obtenons ainsi diverses configurations d'anneaux vortex en
fonction des paramétres. Les calculs conduisent enfin 3 la formulation de

diverses conjectures concernant ces problémes.

ABSTRACT :

The aim of this paper is to study numerically some questions arising

in the theory of axisymmetric vortex rings (or pairs) in an ideal fluid.

We first recall the physical motivation for this problem and prove some
theoretical results. We then study ah-analqgous model problem in a bounded
domain. The convergence of a finite element method is established in a
general framework for this‘type of probiém. Lastly, a variable mesh procé-
dure is applied in the context of the vortex rings problem. This allows

one to solve numerically the "free vortex velocity" problem and the "free
flux parameter" problem. Computations exhibit a relationship between these
two parameters which can be interpreted physieally. They further. lead to

several conjectures for these problems.

KEY WORDS : -Ideal fluid. Vortex ringé. Vortex pairé. Velocity of the vortex.
' Flux parametér. Semi~linear elliptic problem in an unbounded .
.,domain. Finite element method. Iteration scheme. Numerical solu-

tion.
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1. INTRODUCTION.

. In the description of axisymmetric steady vortex rings in an ideal
fluid given in the classical work of Fraenkel and Berger [28], one is led
to some free boundary problem for the Stokes stream functlon which reduces
to a semi-linear elliptic problem in a half-plane( ). With a view to making
clear the physical significance of the various parameters involved in this
problem and which play a crucial role, we start in the next section by ‘
recalling the derivation of the model. In Section 3, we show severél dua-

litative properties of the solutions ; we also indicate some mathematical
conjectures which arise quite naturally. Analogous problems but in a bounded

domain are studied in Section 4 in a general framework. Existence results
for the discrete versions of these model problems are proved in Section 5.
We then proceed in Section 6 to establish the convergence of the fi-
nite element approximation of these problems. Some algorithms used to solve
the discrete problems are discussed in Section 7. Applications ot these
results to the steady vortex rings or pairs problems are detailed in Sec-
tions 8 and 9. There, we require a variable mesh-size procedure in order to
find suitable'approximationsvof the problem in the unbounded domain.
Lastly, the numerlcal results are presented in Sectlon 10. Several
examples of vortex rings or pairs dependlng on the various parameters are
shown together with the triangulations that were used. The computations
éppegr to be quite efficient with respect to both the convergence speed
and'%he accuracy (as can be checked by test identities). The computations
give much evidence to support several conjectures that are outlined in
Section 2 and which lead to some interesting mathematical questions.:
In particulgr, we exhibit a relationship between the velocity of the
vortex ring and a certain flux parameter.(éee below) which lends itself

to a physical interpretation.

(}) An alternative approach to the question of steédy'vortex rihgs has
been developped by Benjamin [6]. It leads to related but different
problems. The reader is referred to the works of Auchmuty and
Benjamin [4] and Friedman and Turkington [29] for existence results

in this dlrectlon.
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2. PHYSICAL MOTIVATION OF THE PROBLEM.

In this Section, we recall the formulatlon of the problem of steady

vortex rings in an ideal fluid given by Fraenkel and Berger (28]1. We es-
sentially follow-here the elegant presentation that R. Temam [49, Appendix]
has given for a problem in plasma physics and which is also valid here

(see also Berestycki [8]).

Consider an ideal fluid, that is,inviscid and incompressible, which
is in axisymmetric equilibrium around an axis Oz. Let v denote the velocity
field of the fluid and w = cm_;rl 3 the vorticity field. A vortex ring is
defined as an axisymmetric region dtof the space ]R3 around Oz such that

+ - . . —* '-) » . ° 3

w # -6 in & while w=0 outside J& From the equation of mass conservation
. ->

(2.1) div v = 0,

and us1ng the ax1a1 symmetry, one derives the existence of the Stokes

stream function ¥ = Y(r,z) for the fluid (where (r,6,z) are the usual

cylindrical coordinates ln]R ). That is, letting (v ,ve,v ) denote the

. + . 3
coordinates of v in the cylindrical basis, one has :

: o L3 . )
(2.2) Ve T T 3z Ve T T T

(Recall that -\; only depends on r and z). Let I be the half-plane
2
I ={(r,z) eR" ; r>0}

and let A be the cross section of £ in the meridian half-plane II (i.e.
§ = constant). . (
. 3 » v ) 3 3 -> + + ) N 0
) In the cylindrical basis, the vorticity w = curl v has the following
expression :
: > 1 30 _ 1 30, -
(2°3) L\) = ( r: azs £¢ ),

where 0 = rvy and £ is the following self-adjoint ellii:tic operator :



Thus, from (2.3) it follows that
(2.4) LYy = 0 in T-A. -

The field being ideal and stationnary, the velocity field also veri-—

fies the Euler equation
(2.5) Vv = Vp

. . ->
where p is the pressure and may contain gravitational terms (assuming g
is directed along 0z). More generally, the term p may also involve poten-
tials for other force f1e1ds, provided they are ax1symmetr1c. Recalllng

the relation (valid for w = curl v)

(2.6) Bxv + 5 VY%= @Y
. one derives
) > > SR 1 (>, 2
(2.7) WXV = =VF , F=p+ §-|v| .

Then, using (2.2),(2.3) and aximymmetry, (2.7) yields :

_BF l;ﬂw_a_q). _I__E_GE_
dr. r or .2r2 ar
3F _ o - -l 303 _ 303y
2.8) ¢ ) 0= r2{ r 3z dz Or }
JOF _lg % 1 0"
9z r 3; 2 3z °

From the second equation in (2.8), one sees that Vo ‘and %w always
have the same direction. Hence, 0 and { have the same level surfaces :
o is a function of ¥ and one sets 02 = fo(w).'Thus, 6(02) = fé(W)§w.

Then, (2. 8) ylelds :

. »'_), B ] ] '
(2.9) = G- ;r—zvfo(w»?w-

Whencé, again, F is a function of ¥ and one sets F = fl(w). This leads to



the equation
(2.10) ) Ly = £(r,P) in A,

where f(r,y) = —rf{(w) + 5;‘fé(¢)- This function is called the vorticity

function. Indeed, recall that one has

wy= —£(r,¥) .

(Compare (2.3) and (2.10)). We will always consider here that this func-
tion f is given, an assumption which seems reasonable from the viewpoints
of applications.

For physical reasons, one further assumes that
—) 3 ’ . ‘
(2.11) v 1s continuous across 9JA

(2.12) vem = 0 on 9A

fl

+ 3 . ) ‘ . - . .
where n is the outward unit normal vector on JA. This last condition just

says that dftis a stream surface. By (2.11), ¥ is Cl across JdA and, since

> > oy *> . . .
ven = - , where T is the unit tangent vector on JA, one derives from

0
(2.12) that Y is constant on JA. Y being defined up to the addition of a
constant we set
(2.13) Y = 0 on 9A.
By axisymmetry, the axis Oz = 911 has to be a streamline. Therefore,

(2.14) Y = -k on 9l (k being a constant).

Notice that k is a flux parameter : 2mk represents the flux rate between

the bbundary dA and the axis Oz.

One makes the assumption that the fluid is at rest at infinity and

that the vortex ring moves along the axis 0z at a constant velocity -W<O.

For our formulation, it is equivalent and more convenient to consider the

ring as being fixed and that the fluid at infinity has uniform velocity W



in the direction Oz. That is,
_ . . .
(2.15) v v (0,0,W) as (r,z) > .

We nonetheless continue to regard W as the "vortex velocity'". Hence, at

infinity, the stream function satisfies the "boundary condition" :

| | . W 2
(2.16) Y vy, and VW v VY as r+|z| > », with y_ = - 5 ok,
Let u = ¢ + g-rz + k ; u represents the perturbation of the stream func-

tion due to the vorticity motion. We interpret (2.16) by requiring
' 2
(2.17) wel?m , = |vu et m.

Lastly, as a normalization condition which is quite natural in the
present context, one prescribes the value n > 0 of the kinetic energy of

)

the vorticity motion. That is

(2.18) - J ‘;}vulz dx =1 .
I
The problem is now completely formulated in the equations (2.4),

(2.10)-(2.14), (2.17) and (2.18). It is primarily set as a f;ee boundary

problem. The vorticity region A is a priori unknown. Together with the
stream function u and one free parameter (either W or k or else a "vortex
strength" parameter) one seeks to determine A from the parameters which
are prescribed. Following Fraenkel and Berger [28], this free boundary
problem can however be réduced_to a semilinear elliptic problem. To this .

end, we further impose the physically natural restriction :
(2.19) ' f(r,y) >0 in A.

By the maximum principle, it is then straightforward to see that
A={xell ; P(x)>0} while I\ A = {xell ; P(x) <0}.

(*) In all the sequel dx represents the Lebesgue measure integration
element onl.
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Therefore,we sball aésume
(2.20) £(r,z) >0 ¥z>0,
and we extend £ by.setting.:
(2.21) | f(r,z) =0 ¥z<0.

Thus, the problem (2.4), (2.]0)-(2:14), (2.17) and (2.18) is now equiva-

lent to -

Problem (I) (three-dimensional) .

£y = f(r,u- g-rz - k) in II,

2 .
(1) | u =0 on 30, ueLZ(H),'lT|VU| et (m, vec'm,

1 2
Jn 7 [Vu|” dx = n.

In the case of a ‘two-dimensional fluid, in axisymmetric equilibrium,
one obtains an analogous problem describing the existence of vortex pairs

(see e.g. J. NORBURY [40]? :
Problem‘(II} (two;dimensiQnal)
-Bu = £(u-Wr—k) in T
(1D we B (D), ueC (M
J .[Vﬁlz dx = n \ : .
m .

Problems (I) and (II) serve as models for equilibrium in various re-
1ated phenomena that arise in other contexts. In ideal f1u1d mechanlcs,
as we just have seen, they model the existence of vortex rings or pairs.
‘(A typical ekampié éf a vortex ring is a smoke ring). They also arise in
meteorology; physics of low temperatures, supraconductivity, quantum

theory of suprafluid helium etc...



. Related problems but leading to somewhat different mathematical

difficulties arise in several other contexts

- In plasma physics, for the "Grad-Shafranov" equatiéns of equilibrium
for a plasma confined in a Tokamak machine ; see R. Temam.[49,50],

H.- Berestycki and H. Brézis [10;11], J.P. Puel [44] and M. Sermange
[487. o

- In astrophysics, as models for self-gravitating stars ; see J.F.G.
Auchmuty and R. Beals [3] and the recent and more general work of
P.L. Lions [37,38]. | |

- In Thomas-Fermi theory of atoms ; see E. Lieb and B. Simon [36],

P. Bénilan and H. Brézis [5], H. Brézis [17], H. Brézis, R. Benguria
and E. Lieb [18].

- In related steady inviscid flows with vorticity ; see J.P. Christiansen
and N.J. Zabusky [19], G.S. Deem and N.J. Zabusky [23], L. Lichtenstein
(33,341, R.J. Pierrehumbert [43],.P,G. Saffman [45,46], P.G. Saffman
_apd-JQC. Schatzman [471.

- In internal waves in inviscid stratified flows ; see T.B. Benjamin [6].-

3+ SOME THEORETICAL RESULTS AND OPEN PROBLEMS.

Let us now state more precisely the various problems we want to con-

sider in the framework of the systems (I) and (IT).. We also show here
several theoretiéal results concerning these problems. Along the way, we

will have the occasion to formulate some mathematical conjectures which

- seem quite natural and which are strongly supported by the numerical evi-—

dence presented in the last section.

We shall always assume thereafter that the vorticity functions satis-
fy the following set of hypotheses (f is either of the form f = f(r,s) as
in (i) or of the form f = f(s) as in (II)). » -

f : R+é<R -+ [0,+°) is locally HBlder continuous ;
(£.1)

f(r,s) =0 ¥s5<0, and f(r,s) >0 ¥s>0.

(£.2) _ f(r,s):_<_f_(r,s') , ¥s<st ¥reR,

C(£.3) . 0sf(r,s)<asP+b ¥s20, VreR,
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-with a,b>0 and p > being constants, with no restriction imposed on p.

(£.4) -~ lim f(r,s) = +, uniformly on compact sets of reR, .
S >+ @ .

3.1l. Variational formulations and results.

Let us first recall that Fraenkel and Berger [28]1 and Norbury [40]

have studied a nonlinear eigenvalue problem associated with (1) or_(II) :

Problem (I) = A : Givenn>0, W>0 and k2 0, to find u and A > 0 satis-

fying
Lu = Af(r,u- 5 r°k) in T,
(1) ue LZ(H), %—|Vu|25 LI(H), u=0 on 9Il,

Jn%'vﬂz dx =n .

Problem (II)- )\ : Given n>0, W>0 and k>0, to find ue H;(H) and A>0

satisfying

~Au = A£(u=Wr-k) in T, ue H:)(II)

(1T ’
2

f |vu|© dx =n .

T |

In these formulations, A can be interpreted as a "vortex strength" pa-

rameter which is a priori unknown. Relying on an approximation of Il by
bounded domains, and using a variational formulation for the analogous
problems in the bounded domains, Fraenkel and Berger [ 28] have shown that
if f satisfies'essentially (f;l)-(f.3),‘fhen problem (I)-)\ admits a solu-
tion u,\. Norbury [40] has obtained a similar result for (II)-A. Using a
direct and simpler variational approach, these results have recently been
extended by H. Berestycki éﬁd P.L. Lions [12], under more generai hypo-
theses-oﬁ f than (f.])—(f.3%*). In the case of (II)-A, for instance, the

variational problem considered in [40] reads :

(x) Note however that [12] only deals with continuous vorticity functions.
f. When f possesses a discontinuity (f is a Heaviside function), the

results are obtained in [28] by a limiting procedure.
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maximize J F(u-Wr-k) on the constraint set
i

1 o2
ueH (M) and f |vu|® = n,
o
: _ Il
z

where F(z) = f(s)ds. Let us observe that because of this variational
formulation, tfhe resuits of H. Berestycki. and C. Stuart [13,14] can be
applied to show the global convergence of certain algorithms that one uses
for the numerical solution of these nonlinear eigenvalue problems (see

[13,14] for more details in this direction).

One will find a different variational formulation of vortex ring
problems in T.B. Benjamin [6]. The reader is also referred to J.F.G.

Auchmuty and R. Beals [3] and A. Friedman and B. Turckington [29].

Another approach to ;hé problem of vortex rings concerns the exis-
tence of nontrivial solutions of the first two equations in (I) or (II).
This is the "free kinetic energy problem" since tﬁen‘j %—[Vu|2 dx or

|Vu|2 dx are not prescribed any longer : Given W> 0 and k2 0, one
looks for a solution u> 0 and-a number n> 0 satisfying (I) or (iI).
Existence results from this sténdpoint have recently been given indepen-
dently by Ambrosetti and Mancini [1,2] and W.M. Ni [39] under (£.1)-(f.4)
and some additional assumptioﬁs on f. Tﬁese works both rely on variatio-

nal techniques and an approximation of I by bounded domains.

3.2. Formulations involving other parameters of the problem.

From a physical point of view fhough it seems also interesting to
cqnsider the case where.the VOrticity function is completely given (hence
A is fixed, say A¥1, in (I)-) or (II)-A) and the kinetic,enefgy of the
vorticity.motion n is a priori prescribed. Then, one of the parameters W
or k is given and'the'other one is free. One is thus led to the followiﬁg

problems :

Pfoblém (I)-W (resp. (II)-W) : "Free vortex velocity problem" ,
‘Given n>0, k20, to find u and W>0 satisfying (I) (resp. (II)).

Problem (I)-k (resp; (II)-kj: "Free flux parameter problem" :

Given n>0, W>0, to find u and k 20 satisfying (I) (resp. (II)).

5
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‘ Throughout this paper, we will be mainly concerned with these two pro-
blems\ Let us first observe that, on the contrary to all the others mentioné
before, these two problems do not seem to have a variational structure. -
That is, one cannot - at least obviously - find a solutionof e.g. (I)-W by
obtaining u as a critical point of some functional and W as a Lagrange '
moltiplier associated with a certain constraint. This feature of the pro-
blem combines with the fact that II is unbounded to make exisﬁence results
harder to achieve from a mathematical viewpoint in the fremework of (I)-W,
(I)-k or (I1)-k. Whence, we believe, the special interest in the numerical
computations for these problems, the phenomena they display and the conjec-

tures to which they lead.

3.3. Some theoretical results and conjectures.

Let us now recall some theoretical results from H. Berestycki [9]
(see also H. Berestycki- P.L. Lions [12]). Firstly we remark that because
of its spec1a1 features, problem (II)-W is ea311y solvable via problem

(IT)-X.

Theorem 1 : Assume f satisfies (f.l1)-(f. 4) and let ;1 > 0 and k= 0 be
given. Then, there e¥1sts a solution ue H (H) and W> 0 of the free vortex .

velocity problem (II)-W.

Proof : By J. Norbury [40] (see also H. Berestycki and P.L. Lions [11]
with some more general hypotheses), we know that there exists a solution

u<£Hi(H) and A3>0 of problem (II)-A, where we take W=l :

-Au = Af(u-r-k) in T ;
1 2
ue H () ;JIVu| =
0 .
I
Then, one can operate a scale change

N .

v(r,z) = w(r/VX ,2/VX ) v _ _ .
and v satisfies

‘ -Av = f(v=-Wr-k) in T
.
veRM -
J |Vv|2 dx ‘= J'|Vu|2 dx = n
I _ il .
1

with W = — . Therefore, (v,W) is a solution of (II)-W. @

/A
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-In the three dimensional problem (I)-W, however, this scale change
does not preserve the constraint any longer. But we nevertheless conjec—

ture that the result remains true in this case :

Conjecture 1 : For any n>0, k20, problem (I)-W possesses at least one

solution. -

For the free flux parameter problems, we collect the following

qualltatlve results

Theorem 2 : Assume f satisfies (£f.1)-(f.4) and let n> 0 be given, then
there exists W >0 (resp W2> 0)such that for any w:>w (resp. W>W ),

problem (I)-k (resp. (I1)-k), does not admit any solutlon.

Remark 3.1 : The above results says that once the kinetic energy is

fixed, the velocity of the vortex is a priori limited, 1ndependent1y of

k. This property is 1ndeed physically 1ntu1t1ve o

' Theorem 3 : Under conditions (f£.1)-(£.4), n>0 being given for any €>0
there exists K >0 such that for k>-K , any solution (u,W) of (I)-W or
of (II)-W verlfles w< €.

Remark 3.2 : In informal terms, Theorem 3 means that once the kinetic
energy is fixed, one has the following asymptotic relationship between

‘Wand k : "k 0o = W~ 0", @
‘For the detaiied proofs, the reader is referred to H. Berestycki [9].
We just outline here the idea of the argument. For the sake of simplicity,

~ we -only consider the case of problem (II).

Sketch of the pfoof of Theorem 2.

Steﬁ 1 : Symmetry property. Let W> O be given. Using the results of Gidas,’

Ni and Nirenberg [30] (and more preciseiy,'in this case, of

M.J. Esteban [24j, a solution (u,k) of problem (II)-k is necessarily Steiner
symmetric with respect to an axis parallel to Or. After a translation along

the direction Oz - notice that the problem is invariant under such fransla—

tions - one may assume that u is Stelner symmetrlc with respect to the ax1s

Or _That is, u ver1f1es :
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(3.1) u(r,-z) = u(r,z)>0
(3.2) z e u(r,z) is decreasirig for ze[0,+»),

Step 2 : A priori estimates on the vorticity region. Let W;> 0 be fixed

and let (u,k) be a solution of problem (II)-k corresponding to some W2 W*.
Using a method of Fraenkel ‘and Berger [ 28] and Norbury [407] that relies
on precise and sharp inequalities for Green's function in II, one can show

(see [8]) that, because of (3.1)-(3.2), thé vorticity region
Q, = {(r,2) eI ;5 u(r,z) > Wr+k}

" verifies

y

(3.3) Q. c{(r,z) ell 3 O<r<r , |2|<2z2 , [2]|<
RITEE o Jel < lel et

where t_ and z are positive constants which only depend on W*.

Step 3-: L” estimate on u. Using (3.3) and therintegral formulation of

(11) by means of Green's function, one can show that u satisfies the esti-

mate

cm)
W

<

(3.4) lull .,
L™ (1)

where C(n) is a positive constant which only depends on W_.

.Step 4 : Conclusion. Integration by parts in (II) yields :

(3.5) . n = J |vu|? dx = J £ (u-Wr-k)u dx.
I i
Whence, using (f.l')
(3.6) n = J £ (u=Wr-k)u dx.
Q,

It is then straightforward to derive from (3.6) using (3.4) that

3.7) n s

=0

) where C>0 is given and only depends onn and W_.
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Therefore, there exists W0 (W* W (n)) such j:hat for‘ any W> w*, (3.7)

is imposs'ibie and thus,(II)-k has no solution. m

Sketch of the proof of Theorem 3. We argue indirectly. Assume there exists

a sequence u_, Wn, kn of solution to (II) such that k - +» while an W*
for some W, > 0. By (3.3) and (3.7), we know that Sln = {xell ; un(x) >

+
wnr+kn} remains bounded and Hun” Loos C for some constant C> 0. Therefore,

it follows from (3.6) that
(3.8) n < C meas (Qn+) ,
where meé.s (Qn+) denotes the Lebesgue measure of 'Qn+’ and C>0 is a cons-

tant. On the 'ot:h'er hand, the estimate (3.3) shows that meas (Qn+ ) >0

as n - +© since kn -+ +o agnd an W, > 0. Therefore (3.8) implies that such

. a sequence cannot exist. Alternatively, (3.3) and (3.8) show that for any

W* > 0, there exists 'K(W*) >0 such that any solution (u,k) of ¢II)-k cor=-
responding to W2 W must verify k< K(W*), which is the same statement as

Theorem 3. ®

It is quite tempting to complete the qualitative description given

in the preceding results by some conjectures.

Cbnjecture 2 : For any W, O0< W< W’; (resp. O« W< W;), there exists a solu-
tion (u,k) of (I)-k (resp. (II)-k).

Conjecture 3 : Let n>0 be fixed. For any K> 0, there exists €(K) >0 such

that any solution (u,W) of (I)-W or (11)-W éorresponding‘ to k> K verifies
W<e(K). . o

Remark 3.3 : This last statement is a converse to Theorem 3. It means

llw-_)o_:)k_>+°°|l. -

Symmetry properties lead us to formulate our last
Conjecture 4 : WT (resp. W;) is given by the solution to problem (I)-W
(resp. (II)-W) in the case k=0.
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Remark 3.4 : For the three—diménsiona} problem (I)-W, in the case £ is
a Heaviside function f(r,s)=r h(s) , Qith h(s) =1 if s> 0 and h(s) =0
if s:SO; then there is a solution of (I)-W with k=0 known as Hill's sphe-
rical vortex (see Fraenkel énd Berger [ 231). In this case Q; is a half-
circle. For the two~dimensional problem (II)-W, the same property holds
when f(%) = XS+ with A > 0 being a constant and st = max {s,0}. In this
case again, there is a solution of (II)-W corresponding to k=0, such that
0,

It would be interesting to see, in view of the preceding conjecture,

is a half circle. This solution is known as Hill's cylindrical vortex.

whether one can characterize this case by a kind of "isoperimetric ine-

quality". »

It will be seen in gection 10 that the above conjectures are strongly ,
supported by numerical evidence. From a purely mathematical viewpoint

though, they seem completély open at the moment.

3.4, An integral identity.

For the solutions of vortex ring problems some integral identities
cén be derived thch willAfurther provide the possibility of useful
checks on the numerical work (see Section 10 below). These 1dénti£ies
were first reported in M.S. Berger and L.E. Fraenkel [15] and A.
Friedman and B. Turkington [29] in the three-dimensional case. For

simplicity, we will only refer to the two—dimenéionalAproblem.

Proposition 3.1 : Assume f satisfies (f.1)-(f.4) and let n>0 be given.

Letythe function u and the parameters W>0 and k20 satisfy (II), and set

z

(3.9) F(z) = [ £(s)ds ¥z eR ,
0 &
. , f

(3.10) = J F(u-Wr-k)dx ,
| it

(3.11) X = J £ (u-Wr-k)dx ,
, I A
‘ 1

3.12 =1 Wr-K)dx.

( ) TS X [Hrf(q Wr k)éx

Then one has :
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(3.13) ¥ EWrx -2\ = 0.

Remark 3.5 : For general identities of this kind, the reader is referred
to M.J. Esteban and P.L. Lions [25]. The authors are thankful to J.
Norbury for having pointed out this identity and its role in this frame-
work. We only describe here a heuristic proof (for a rigourous derivation,

see [25]). ®

Proof of Propdsition 3.1 : Let 0>0 be given, and define v, as follows :

vc(r,z) = uw(zx/0,z/0) ¥x = (r,z) ell.
.Now, if u is a solution of-A(II)', we know that fbr the function
S| 2
®(o) = 5 J |Vv _|© dx -AI F(v_-Wr-k)dx
. (0] o B
SR Il
one has
- ] = -
= ¢ (O)|o=1 =WXT, - 2).

This proves (3.13). m

4.' A GENERAL MODEL PROBLEM IN A BOUNDED DOMAIN.
In this section and up to section 7, we consider a general class of

: probléms that model problems of the type (I)-W or (I)-k in bounded domains.

3. Let L

N ' o »
Let Q<R be a bounded domain with a smooth boundary T

be the second order self-adjoint operator defined by

N .
) Ju . ' ‘
— (a..(x) == ) + c(x)u :
§ ox ij axj o

where a. jeC ’a(Q), ceCc® o‘(Q) for some a€ (0,1), —0,'aij = aji and
N . ' . 2 —
Y ai.(x)gig.zo|g| , ¥xeQ, ¥EeR

i,j=1 I

N

~where 0>0 1s an ellipticity constant. Let a(°*,*) be the Dirichlet bili-

near form in H‘])(Q) associated with L :
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N ' .
Ju v .
( z a..(x) — —)dx + J c(x)uv dx
JQ ; 1] Bxi axj Q

[

a(u,v)

!

J Luev dx , Wu,ve H:)(Q).

Let g : § xR >R and p : §+R+ be given functions. We consider

the following problem

"To find ue HZ(Q) and )\ €R satisfying

: Lu = g(x,u-Ap(x)) in Q
(4.1)

u=0 on T

a(u,u) =N

where n>0'is a given number. We assume that g satisfies assumptions ana-

logous to (f.1)-(f.4), namely :

(g.1) " g i QxR.» [0,+o) is continuous
(g.2) g(x,8) = 0, ¥s<0 , ¥xeQ
(8-3) ‘ 0<g(X,S)<g(X,S'), VX&Q,» ¥0<s<s',

lim g(x,s)/sp = 0, uniformly with respeét to
g+ : .

 (8°4) x €0, with 1 <p<+o if N<2 and 1< p< (N+2)/(N-2)
if N>3. |

lim g(x,s) = +© uniformly with fespect to xeﬁo
§r+co ’ .

(g.5)

for some non empty open subset QO cc Q.
Lastly, we assume

(4.2) . 0. C®(Q), p>0 in Q.
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Remark 4.1 ': Taking L=#£ (resp. L = =A), QcThi and gl(vx,s) = f(r,s- g r2)
(resp. g(x,s) = f(s-Wr)), where x = (r,z), and p5l, one obtains the analog
to problem (I)-k (resp. (II)-k) on the bounded domain . Alternatively,
taking g(x,s) = £(r,s-k) (resp. g(x,s) = f(s-k)) and p(x) = E?_— (resp; p(x)=r)
one obtains the analog of problem (I)-W (resp. (II)-W) in Q. ®

Remark 4.2' : Some (hydrodynamically interesting) vorticity functions f for
(say) the vortex pair problem which lead (as in Remark 4.1) to a function

g satisfying (g.l)-(g.5) are the following :

(1+B)B for s>0, 0<B<1,

(4.3) f(s) = ,
‘ ‘ 0 for s<0.
1+B8(s-€) for s>e, 0<B<ecx<l,
= (s/e for 0<s<¢g,

(4.4) f(s)

0 for s<0.

Clearly, both functions verify assumptions (f.1)-(f.4). ®

For the problem (4.1) we obtain the following existence result.

Theorem 4 Assume g satisfies (g.1)-(g.5), then problem (4.1) posseSses

a solutlon ue H Q) and L eR for any glven n> 0.

Remark 4.3 : By a method which is different from the one below and which is
less "constructive", using a topological degree argument, the same result is true
under more general hypotheses. In particular, (g.3) is not needed (see

H. Berestycki [7,8,9]). ‘.

. Since it will be used in the next Section, we glve the outline of

the argument which is based on Schauder's fixed point theorem.’

Proof of Theorem 4.

Step 1 : Fixed point formulation of the problem. Let ) €R and v e H:)(SZ) H

one defines u = S(v,)\) ‘to be the solution of

Lu = g(x,v-Ap) in 9,
4.5) |

u= 0 on T.
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Using (g. I) (g.4), one shows that S : H (Q) xR - H (Q) is a compact opera-
tor. Furthermore, if A‘<u, then S(v,u)>’S(v A)20a.e. in Q, ¥ve H «)
(this is a direct consequence of (g.3) and the maximum principle). Let us

now define

o(v,A) = J g(x,v=-Ap) S(v,A) dx.
Q .

1 . .
o HO(Q)>CR + [0,+») is well defined and continuous. It is easily seen

that A + a(v,\) is strictly decreasing provided oa(v,A) > 0.

We require the following

Lemma 4.1 : For any v<€HL(Q), one has :

(4.6) : lim / S(v,A) = +» ,
: A\=c0 ’
(4.7) 1lim \S(v,A) = 0.
A/ 40

Proof of Lemma 4.1 : We only present the argument assuming V<§Lw(Q).

The general case just requires simple technical modifications and uses
the Sobolev embedding Theorems and the Lebesgue convergence Theorems

(see [9D).

»

As A + -, one has §—Ap + +o everywhere on . By the maximum princi-
ple, S(v,A) 2¢ for some fixed and continuous function ¢>0 in Q. On the

other hand, we know that g(x,v-Ap) + +» uniformly on ﬁé. Hence,

a(v,\) = J g(x,v-2p) S(v,A) dx
Q.
o]

and thus,

(4.8) - a(v,A) = (min ¢) J g(x,v-Ap) dx.
: Q Q
o] 0

Since the rlght hand side in (4.8) converges to +® as A \ -, we derive
(4.6). '

When A > +o, one has (v-lp) + 0 a.e. on Q, where s = max(s,0).
Therefore, g(x,v=-Ap) > 0 in L (Q) and S(v X)) +- 0 in L (Q) Hence, clearly,
a(v,A) N 0 as A/ +o, ® '

~
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Lemma 4.1 and the fact that A + a(v,A) is strictly decreasing wherever

Tit is poéitive’allow us to define A = A(v) from the equation.
(v 1
a(v,A(v)) =n  ¥veH (D).

One can easily prove that the mapping v - A(v) is continuous : H;(Q) + R,

‘We now set
Tv = S(v,A(v)).

Step 2 : Properties of T. Problem (4.1) is equivalent:to the fixed point

equation

4.9) u = Tu.

Indeed, (4.9) reads u = S(u,A) with A = A(u), whence, by definition,

Lu = g(x,u-Ap) in ,
u=0 on T, - _
a(u,u) = J Lu*u d# = I g(x,u-Ap) S(u,A) = o(u,A(u)) =n.
Q Q : ‘
One can show using a stronger version of Lemma 4.1 that T : Hl(ﬂ) > HL(Q)
is a compact operator. We omit the details of the proof here (see [7]
for details and [9] for a re1a£ed result).

Step 3 : Conclusion. Let K {ueVHL(Q) ;'a(u,u)£;n+l}, Then, K is a closed

) : . 1 .
convex and bounded set in HL(Q). For any ve HO(Q), u=Tv verifies

a(u,u) = J Lﬁ*u dx = J g(x,v=-Ap)u dx =
Q Q

= J g(x,v-Ap)S(v,\) dx = a(v,A(V)) =1
Q = )

‘(for:x = A(v)). Thus, for any ve HL(Q), one has Tve {ue HL(Q) ; a(u,u)=n}
and therefore, T maps K into itself. T being a compact operator has a
fixed point u by Schauder's fixed point Theorem. Hence, u is a solution

of (4.1). =
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Remark 4.4 : From the above proo’f it is clear that one can consider more

general problems of the kind

Lu = g(x,u,A) in Q,
u=0 on T,

J Lusu dx =1 ,
Q

under suitable assumptions on § : QxR xR R, . ®
5. THE DISCRETE VERSION OF THE MODEL PROBLEM.

In this Section and in the next one, we develop a finite element

approach for the solution of problem (4.1). For the sake of simplicity,
we shall assume ’here that @ is a non-degenerate polyhedron of ]RN. Let y
be a generalized sequence in IRS\{O} convgrging to zero, to which is asso-
ciated a family of triangulations {t’h}heli of Q. We assume that {t’h’}h M

is a regular family in the semse of P. Ciarlet [20] (see next Section).

For K¢ Ch, we denote by‘P,Ql(K) the space of polynomial functions
on K whose degree does not exceed £ ¢N*. The notation P(K) in the sequel

will refer either to PI(K) or to P, x), or else to some subspace of
PQ(K) which will be specified later on. For any he Y, we consider the

spaces

5.1 Wy = Loy e CO@ 5wy g e PR L ¥R Ty,

and

(5.2) ‘ Vh = {whewh 3 wh|I‘ = 0}.

V.h is a finite dimensional subspace of H(l)(Q). Let m = m(h) ='dim Vh'

Let us denote by <e+,*> the L2 ‘scalar product - or its restriction to Vh -
and by (+,*) the usual scalar product in R™. Let {w:‘,...,wﬁ} be the clas-
sical basis of V, . Recall that the wi]l are nonnegative functions (see e.g.

h
P. Ciarlet [20]).

It is quite natural to set up a finite dimensional approximation of

(4.1) by means of the following discrete problems :
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Find up € Vh and ->‘h ¢eR satisfying

(503)h a(uﬁ,vh) = <g('suhthp)’vh> ’

Vvhe Vh’ and a(uh,uh) =n .

Consider the mxm matrix

- i jyym
(5.4) Ah (a(w ,w ))i,j=1 .
Ay is always positive definite, symmetric. We further assume that the
approximation is constructed in such a way as to ensure that the Ah are
of "monotone class" (or "monotone"), that is, satisfy

L are nonnegative.

For the cases we are interested in, namely, N=2, L=-A or L=}£5 the choices
of Vh are detailed below in Section 8 and will be seen to yield property

(5.5).

For ¢, ¢R"™ and Ah ¢R denote by bh(ch,kh) the vector in R haviﬁg
components bﬂ defined by :

. ; ) o ;
(5.6) bh(gh,kh) = <g( 2Uy khp),wh>

m . . .
'wherg u, = Z Cﬂwﬂ. Then, (5.3)h is equivalent to the problem

To find T, ¢ R™ and A ¢ R satisfying
h h

.(5'7)h | Ahch = bh(Ch?xh)’

<AhCh,Ch> =n .

Using the same type of arguments as the one outlined in Section 3
above for the continuous case, one obtains the following existence result

for.(5.7)h.

Theorem 5 : Assume g satisfies (g.1)-(g.5) and that Ay is of monotone

~ class (5.5). Then there exiéts a'solution (Qh,Kh) of problem (5.7)h.
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Proof of Theorem 5 : Form now on, since hey is fixed, we drop everywhere

in this section the subscript h. We require a sequence of Lemma that paral-=

lels the steps of the proof of Theorem &4 in Section 4.

Lemma 5.1 : For all e ]Rm, Ae R, let ¢ = S(&,\) denote the unique solution
of »

AT = b(E,A) (e RM

where A (=A‘h) and b = (bh) are defined in (5 4) and (5.6) respectlvely
Then (£,A) + S(§,A) 1s a contlnuous map : R” X]R >R" Furthermore, if
A<y, then S(E,A) 2S(E,1) 20 ; if gJ>gJ ¥j, then S(E,A) 2 S(E,A).

Proof of Lemma 5.1 : Ay is invertible so g = S(£,)A) is well defined.
Since b is continuous it is straightforward that S(g,\) = A-lb(f—;,)\) is
continuous : RT xR + RT. Now observe that since A verifies (5.5), A“l
preserves the natural ordering in Rr®. If A <u, then, because the wJ are
nonnegative .and g satisfies (g. 2)~(g.3), it is obvious that b(g A) 2
b(E,\) 20 and we conclude using property (5.5). Similarly, if EJ >t‘;J LAH

one has b(§,\) éb(g,k), whence S(E,\) zs(é,)\) . =
Lemma 5.2 : Consider the function o : R" xR + R defined by
a(g,A) .= (b(g’x)’s(gﬁk))

Then, 0.>0, o is continuous, and for any fixed & e]Rm, A+ o(E,2) is non-

increasing and is actually decreasing as soon as o(g,)) >0. Moreover,

(5.8) lim 7a(g,A) = += ,
A\ =

(5.9) lim\a(g,\) = O.
A /4o

Proof of Lemma 5.2 : Let us first show;that o(£,X) is decreasing with

respect to A if a(EsA) >0. ‘Suppose that )\>u and a(&,u) >0. Hence, there
A exists some j such that bJ (E,A) >0 and SJ (E;,u) >0 (where b=(b b )
m

and S = (.. seessS ™y. Lettmg u = Z EJwJ, it :Ls clear that
j=1

bI () = <le,umu),wp> > <geumde) = BT EN.
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Thus, bJ(g,u) >bi(E,0). Therefore, using 3 (g, = 83 (E A) and $3(£,1) >0,

we derive

sde,wed g, > sde, v,
Since for any k=1,.;.,m, one ebviously has
s* (g, BRCE, W =55, bRE N,

we obtain :

a(E,u) >a(g,N).

For the proof of (5.9) it suffices to observe that g(s,u=ip) » 0
uniformly as X\ /+«, whence b(£,A\) - 0 and S(§,\) » 0. We now turn to
the proof of (5.8). As A\ —~», then g(+,u-Ap) /+» uniformly on Qo, while

g(s, u-Ap) 2¢ in Q, for some fixed function ¢>0 in Q. One therefore has :

(5.10) - bA(E,0) 289 >0, j=l,...,m,

h

where BJ =<¢ ,w> > 0. There exists some J s 1 <J <m, such that

supp (w ) nQ # @, Hence,
: o jo ‘
- (5.11) b (E,A) = <w ,g(s,u=Ap)> »> 4o as A\ = ,

EJWJ). Since
1

(Here, u =
j

o~38

s, = 1A bE,0 = (1al™ [bvEn] ,

(5.10) and (5.11) i.mply“S(E',k)H-> +o . But SJ(E,X) >0 ¥j, whence,

.using (5.10), one derives :
m e, e
(5.12) a(E,n) 2§ BIST(E,N) » 40 as A\ - =,

That is, lim a(E A) .
AN\ =00

An inspection of the preceding argument shows at once that one has

" the following réfinement of (5.8) and (5.9) :

Lemma 5.3 : The 11m1ts (5.8) and (5 9) hold uniformly w1th respect to &

* in any bounded set of R™. ®
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We are now ready to conclude the proof of Theorem 5. By Lemma 5.2,
we can construct a mapping A : R" -+ R by defining A = A(E) to be the'uni:

‘que solution of
(5.13)  a(E,AE) =n .

With the aid of Lemma 5.3, it is easily verified that A : R® > R is conti-

. ~ m 3
nuous. Let us now define an operator T : R > R" by setting

(5.14) TE = S(E,A(8)).
T is continuous and verifies

(5.15)  (A(TE),TE) = a(E,A(E)) =n .

Let K = {EeIgE(AE,g)srﬁd}. K is a compact and convex set ; T maps K
into itself. Therefore, by Brouwer's fixed point theorem, there exists

z <cR" verifyiﬁg.
(5.16) r =g .
Let A = A(E). Then, ¢ = S(z,\) which means

AT = b(C’A)
and )
(AZ,T) = (AS(L,)),S(Z,A)) = alz,A) =n,
since A - A(Z). Thus, (g,A\) is a solution of (5.7),, and the proof of

Theorem 5 is complete. ™

Remark 5.1 : In very much the same way as above, we can deal with a finite
element approach whichlinvolves numerical intégration ; one then obtains
an analogous existence theorem. Actually, the convergence results of next
Sec;ion are also valid when quadrature schemes are introduced. For details

in this direction and related results see E. Fernandez Cara [26]. ®
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6. CONVERGENCE OF THE FINITE ELEMENT APPROXIMATION.

The purpose of this section is to prove -that the finite element appro-
ximation defined by problem (5.3)h converges ‘to solutions of problem (4.1).
Hereafter, we shall assume that the family of triangulations ’{rh}he 3:[and

épaces {Vh}he’ﬂ satisfy the following usual requirements :
‘(6.1) {Eh}he:ﬂ is a regular family of triangulations of Q.

The notion of "regular family" is defined in P. Ciarlet [20]. It means

that the family has the following two properties. Let us denote

§(K)

= diameter of K
p(K) = diameter of the largest ball contained in K.
Then,
(6.2) lim {max &()} =0
h-»0 Ke th
he¥
and
(6.3) 3C>0 such that §(K)/p(K) <C, WKe T2, , ¥he H.
¥ 2N ., . q * .
Let q = Y if N23 and 1 <q<> if N<2. Let £ L' () and let

w = Qf ewz’q(Q) denote the solution of the Dirichlet problem

Lw = f in €,
(6.4)

w=0onT.

Let W, = th th denote the solution of the problem

_ a(wh,vh) = <f,vh> Vvhth
" (6.5)

eV,

Yh€'h

Then, we assume that the following property holds :

(6.6) vt e13@, Limflw-wl 0 =0
| b0 B ()

he H
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That is, we assume that the finite element approximation is set up in such .
a way that the approximations of the linear Dirichlet problem converge.
This property 1s classical in most of the practlcal situations considered

in the next sectlons For the three dimensional problem, however, we will

check (6.6) in Section 8 for a particular choice of Py.

The main result of this section is the following

Theorem 6 : Assume that g satisfies (g-1)-(g.4), that the family of trian-
‘gulations {t?}' is regular, ((6.1)), and that the family of spaces

{v }h ¥ verifies. (5 5) and (6.6). Let u eV, and Ape R be a solution
of (5. 3)h (obtained from (5. 7)h) There exists a subsequence H'cH such
that u , - u* strongly in H () and Ayt A along h! ~ 0, h'e y'

Furthermore, (u ,A ) is a solutlon of (4.1).

Proof of Theorem 6 : Since a(uh,uh) = 1, the sequence {uh}heu. is bounded

in HL(Q). Hence, there exists a subsequence denoted again for simplicity
'by {uh}heli such that

(6.7) +u weakly in'H;(Q):as h - 0.

“h

i ' .
Since pgq<2 = ﬁg% if N =3, it follows from (6.7) by the Sobolev embed-

ding theorem that (for any N 21) one has

(6.8) u, - u*‘strongly in qu(Q) as h » 0.

h
Let S,A and o be as in sectlon 4, while S, ,A are the correspon-

o h O"h p

dlng finite d1mens1ona1 mappings introduced in Section 5 (compare ‘Lemmas

5.1° and 5.2).

The proof of Theorem 6 will be divided into the'next three Lemmas.
The first one is a classical consequence of (6.6), where we use the nota-

tions introduced for (6.4)~(6.6).

Lemma 6.1 : Let {f } be a sequence in Lq(Q) such that fh + f strongly in
TP From (6.6) it follows that thh + Qf strongly in H K.

Proof of Lemma 6.1 : Let w, = th and ﬁh = thh' From (6.6) one knows

that w, - Qf stronmgly in Hd(Q); v and Qh are defined by
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a(w,,v. ) = <f,v, > '
h*'h b Yv. €V
.a(wh,vh) = <fh,vh

and wh,ﬁhe vy - Hence, one derives from the preceding variational equalities :

,a(ﬁh—wh,ﬁh-wh) = <fffh,ﬁh—wh>

Consequently, by Holder's inequality, one has

(6.9) ”Wh h” 1 < C||£-£ ll “ﬁh—wh“Lf. ’

0

where C>0 is a constant (C—l is the ellipticity constant) and where r=q',

-%'+ %-; 1. When N =3, one has t ==§¥% = 2, whence, in all cases, by
~ the Sobolev imbedding theorem, Hé(Q)w: ¥ (Q) and one obtains from (6.9)
that | ' '
(6.10) He, —w || , < CIE~£]] ,
h "h HL h L4

for some other constant'C:>O. Therefore, since'wh -+ Qf in Hé(Q), (6.10)

implies ﬁh = thh -+ Qf strongly in H;(Q). u

Leﬁma 6.2 : Let {v }<:H () and {A leRr be sequences such that vy
weakly in H () and A > A Then, S (v ) -+ S(v,\) strongly in H (Q)

‘*V

Proof of Lemma 6.2 : Let us first recall that Sh was defined as. an ope-

rator : RT xR -~ R" (m=m(h)) in Section 5. Here, however, we will consider

S xR >V by.identifying V. with R™ through the iso-

as an operator Vh h

h
morphism

o m .
m i
Vp €V Ce R with v = Z gl

Now wp = Sh(Yh’Ah)~1S def1?ed by {

a(w ,zh) = <g(»* >V hp) zy >, Vzh<th s
(6.11) ‘
eV

Yhe'n
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+ Let g, = g(-,vh—khp). Then, with the not
(6.11) reads W, = thh. Now, as was already o
HL(Q), one has v -+ v in Lpg(Q) and thereﬁore

(6.12) : vh-khp -> v-lpvstrbngly in qu(Q)

Hypothesis (g.4) iﬁplies '

ations of this Section,

bserved, from vy Vv in

(6._13). ' 0<g(x,s) sC+C|slp, ¥x efl- , ¥s eR.

(C>0 will continue to denote generically in

tants). It is classical that (6.13) implies t
tor w > g(*,w) acts continuously from qu(Q)

(6.12) and (6.13), one obtains

(6.14) 8~ 8 = g(*,v=2p) strongly in

Thus, by Lemma 6.1 one gets from (6.14) that

(6.15) W = Q8 > Qg = S(v,2) in

The proof of Lemma 6.2 is thereby complete.

Lemma 6.3 : Let vy € Vi ¥h ¢ ¥H. Suppose that
HL(Q) as h > 0. Then Ah(vh) is bounded in R.

the sequel positive cons=—
hatAthé Nemytskii's opera-
into Lq(Q). Hence, by

L) .

1
HO(Q).

{vh} rgmains bounded in

Proof of Lemma 6.3 : The proof ‘is by contradiction. Let us assume that

either

(6.16) Ay = A (vy) >+ as ho> 0,
or

(6-17) Ay = vy —o as h + 0.

After extraction of a subsequence of {vh}hE ¥

{Vh}heli , we can assume that

, which is again denoted by
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‘v, > v weakly in Hl(@)
(6.18) . and

v 7 v-strongly in LPAQ).

We first consider assumption (6.16). Since vy + v in qu, we know
by a converse to Legesgue's dominated convergence theorem (see e.g. N.
Bourbaki [14]) that there is a subsequence, denoted once more by.{vh}
and a ¢ equ(SZ), ¢ 20, such that '

(6.19) O<|v,|<¢ a.e. in Q

Hence, using (g.2)-(g.3) and (6.13) one derives from (6.19), as sodn as

>‘h2 o, t;hat
(6.20) 0<g(x,v, =\ 0) < 8(x,¢) s C+Clo|P.

The right hand side in (6.20) is a fixed fdnqtion in Lq(Q). Therefore,

since Vp " Ahp + -o a.e. in Q as-h > 0, one has by Legesgue's theorem :
(6.21) g(s,v;~A,p) » O strongly in L) .
Now, by Lemma 5.1 one knows that as soon as Ah;:O
(6.22) 0< Sh(vh,kh{s Sh(vh,O).
Lemma 6.2 shows that S (v, ,0) » S(v 0) strongly in H (Q), whence strongly
in Lq ) (recall that HI(Q) c Lq (2)). Therefore, 1t follows from (6.22)
that
. : )
(6.23) _ \i Sh(vh,Ah) is bounded in 19 €1))
Combining (6.21) and (6.23) now yields :
(6.24) ah(vh,kh) = Jgsh(vh,lh)g(f,vh—khp)dx -+ 0 as h » 0.

Slnce ah(vh,xh) =n (for Ah = A (vh)), (6.24) is absurd and (6 16) is

. ruled out.
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Let us now assume that (6.17) holds. As before, by (6.19), we know

that v, 2 -¢ a.e. in Q. It is straightforward to observe that S, can actdally

be defined as an operator §; : H (@) xR » V, which extends the operator.

Sh : th]R > Vh

“the vector b(u,X) eR" by setting b (u,)) = <g(e,u- )\p),wh> as in (5.6).

prev1ously con51dered Indeed for (u, )\) € H (Q) xR, define

We then set S .(u X) = A—lb(u A) € V . As in Lemma 5.1, one easily checks
that. if u<{, and A<y, then S (a, )\) S (u,u) (This is a direct con-
saquence of (g.3), of the' 'monotone" character of Ah and of the fact that
J>0).

‘Now, since v, 2-¢, one has Sh(vh,kh) > Sh(-cb,)\h) . Choosing h suffi-

hZ
ciently small, one also has )\hs/\(-q)) and therefore,

(6.25) Sy (Vi ahy) 2 8 (59, A(=9)) .

Now, observe that sh(—¢,/\(—¢)) = Qh(g(-,—d>+A(-d>)p)). Hence, by (6.6),
Sh(-d),A(-cb)) -+ S(-d),!\(—(p).) =0, as h -~ 0. By the maximum principle, "sin.ce
S(-9,A(-$)) # 0 (for a(-¢,A(-$)) = n), ome actually has S(-¢,A(-¢)) >0

a.e. in Q. We also know that
(6.26) g(-,vh—khp) > g(°,—qb-)\hp) a.e. in Q.

Since >‘h + -o as h + 0, it follows that

4

(6.27) g(-,vh—)\hp) > +® g,e. in QO.
BL_lt, since }\h = Ah(vh)

(6.28) n = oc.n(_vh,)\h) > JQ g(-’vh-)\hp) 511(Vh’>\h)dx'

. . . 0 .

By (6.25) and (6.27), g(- VALY S (Vs A) > e ase in Q_, and (6. 28)
is impossible. Hence, (6. 1/) is absurd and the proof of mema 6.3 is

‘complete. ®

Conclusion of the proof of Theorem 6. 8y Lemma 6.3 we know that )‘h = Ah(uh)
remains bounded in R. Thus, we may assume that >‘}.1 > 2" ¢ R as h > 0.

Using (6.7) and (6.8), we obtain from Lemma 6.2 that
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Sh(uh,kh) > S(u*,k*)_strongly in'Hé(Qs.
Since U = Sh(uh,kh), Qe see that u u*.strongly in Hé(ﬂ).aﬁd f?rthermore;
u* = S(u*,k*).
One then also has a(uh,uhj - a(u*,u*). But
S = <EC o)
= <g(-,uh—Ahp),Sh(uh,Ah)> = ah(uh’xh) =n
for Ah = Ah(uh). Hence, (u*,A*) verify

Lu” = g(,u"-2") in Q,
=0onT,
a(u*,u*) =71 .
A

That is, (u*,\*) is a solution of problem 4.1. The proof of Theorem 6 is

thereby complete. ®

7. SOME ALGORITHMS. *

In this Section, we list several iterative schemes for the resolu-
tion of (4.1). Although these algorithms are used to solve the discrete
problems.(5.3)h; for the sake of simplicity, we only formulate the methods
directly for the continuous case, i.e. (4.1). It is straightforward to

adapt the following constructions for the discrete problems.

7.1. Fixed p01nt type algorithms,

In view of the fixed point formulatlon u = Tu of Problem 4.1 introduced
in Sectlon 4, it is quite natural to consider the follow1ng iterative method

(we use the notations of Sectlon 4)

Algorithm (A. 1)

(a). Let u® eli (§2) be an arbitrary functlon.

(b) For neN and u? eH () define AP = A(u ) and u
n+]

T(u ).

n+l - S(un’>\n+l)

that is, u



Y

A slightly modifie& procedure, more explicit, reads

Algorithm'(A.Z)
(a) Take v° eH (D) and u eR .
(b) For n=0, vt eH () and u eR, define vn+1 = S(vn,ué) and p

n+1
as the unique real number such that

J vn+l~g(x,vn+l-pn+lp)dx -
Q

Clearly, the sequence {un} defined by (A.1) is bounded in Hl(ﬂ)
and therefore (compare with the proof of Lemma 6.3), (\" is ‘also bounded.
The question of local or global convergence results for the algorlthms
(A.1) or (A.2) are nevertheless entirely open. If {u J} is a subsequence
of {u™} which converges weakly to u in HI(Q) and A "] -+ X then, there
exists a subsequence of u "yl “which converges to u € H Q). The d1ff1—
culty then rests in showing that u = u*. We want to empha31ze that in the

practical computations, both (A.l1) and (A.2) are rapidly convergent, and

. . o
this independently from the choice of the starting function u® or v°.

Remark 7.1 : For a problem arising in plasma physics, with a formulation

related to (4.1), but with another normalization condition, a global con- ‘

vergence result has been established by H. Berestycki & H. Brézis [11] for
an iterative scheme analogous to (A.1). For computations concerning this
problem, the reader is referred to the work of M. Sermange [ 34]. Concer- -
ning the nonlinear eigenvalue problem (I)-A or (II)-=), one can also

obtain global convergence results for certain algorithms (see M. Berestycki
& C. Stuart [13,14]). The plasma physics problem in [11] and problems

(I)-\, (II)-\ share the feature of hav1ng a variational structure. This

allows one to use the "energy" funct10na1 as a "Ljapunov function" for
the sequence (see [ 11,13, 14] for the details). In the problems we consider
here, however, there is no appa*ent variational structure and the preceding

methods fail to apply.

Remark 7.2 : In practical situations, it has been 6bserved that the rate
of convergence of the algorithms (A.l) and (A.2) can be improved when

relaxation parameters are introduced. ®

7.2, Kitchen type algorithms. A somewhat related iterative scheme is the

following (see Kitcheg [32] and M. Sermange [481]).
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Algorlthm (A.3)
(a) Take u® eH ). v
(b) For neN and u?e H () define

) ™2 @
(by) LU TE R L VN |
(b3) o - (1-yu"” + 2aun+1/3 - aun+2/3

where 0.>0 is a (small enough) fixed positive constant.

Here again, the question of local or global convergence results is
essentially open. If u is an isolated solution of (4.1), and under some
particular assumptions on the spectrﬁm of T'(u) (Fréchet derivative of
T at u) one can adapt here a method of Sermange to show a local conver-

gence result (see E. Fernandez Cara [27] for the details).

'7.3. Least squares formulation. Define

J(v) = a(v—lv,v-Tv)

(T

It is obvious that (4.1) is equivalent to the variational problem
(AL) Minimize {J(v) ; v eHé(Q)},

for J(u) = 0 when u is the solution of (4.1).

This point of vie; on (4.1) alloﬁs one to use the variational tech-
niques of "gradient type' for this problem. One ean.thus write down some
iterative schemes in this spirit. We omit the details here ; a detailed
descrlptlon of this method and proofs are given in E Fernandez Cara [26]
(see also R. Glowinski [31, Chapter 7] for a dlscu331on of 1east square
methods for solving nonllnear.boundery value problems).

7.4. Ordering methods. Let E denote the product space E = H () XR. An

IIO-—‘

' ordering is defined on E as fellows :'For e, = (vl,ul), e, (vz,uz) one
sets e;<e, if and only. if v SV, a.e. in @ and Uy 2 Hy- E i.s then seen to
be an ordered Banach space. For e = (v,u) define an operator N : E ~ E by

setting:

NEe) = N(v,i) = (S(v,1),A(") -



Then, N = N1+N2 with N (vop) = (S(v,u),0) and N (v,u) = (0,A(v)). From
the results of Sectlon 4 above, it is éasily seen that Nl and N2 are
compact operators. Furthermore, .N] is isotone, and N2 is antitone, that

is e;<e, = N, (el) <N, (e2) while el' <e, : Nz(el) > Nz(ez) .

Now suppose- that there exists a pair eo’fo€ E with the property

that
(7.1) eoiN] (eo)+N2(fo) <_N1 (fo)+N2(eo) < fo.

Define two sequences {eﬁ} and {fn} in E by setting

e .y = N (e )4N,(£),

n+l

(7.2)

;

fn+] = Nl (fn)+N2(en)'
One can then prove using (7.1) (see e.g. L. Collatz [22]) that N maps
the order interval [en,fn] = {feE ; en<f< fn} into itself and that
there exists a solution e = (u,\) of (4.1), that is e = N(e), such that

e <e<f_, ¥n.
n n

These considerations lead one to the following algorithm :

Algorithm (A.5) ,
(a) Let u’,vle H:-)(Q) ‘and }\o,uoeIR'be such that

o w0 <51 £ 8(v°u%) <v° a.e. Q
(7.3) and '
2% > A% 2 A®) 2%,

'(b) For given nz0, un,vne H:)(Q) and )\n,un‘e]R, define

n+l n+l

u

]
LI}

s™A™ , A A

n+l - n+l
-V

A(un)-

n
S(Vnsu ) s

]

Using the results of Section 4 and monotonicity arguments, one can

show that
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WP ") - WA,
.
™ > LAWY,

Then, W< u*SV’kSvrl a.e. in Q and \"> A(v*) ZA(u*) an, ¥neN and

u* ='S(u*,A(v )) while V= S(v*,A(u*)). Lastly, a(u*,u*) <ns< a(v*,v*).

Here again, local convergence results are open. The theoretical dif-
ficulty here rests in finding (near an isolated solution) initial data
- satisfying (7.2) and such that the resulting limits verify u = v (u*

-is then a solution of (4.1)._

7.5. Comparison of the algorithms. From a practical numerical viewpoint,

the algorithm A.! has proved to be highly efficient. All the numerical

results described in Section 10 have been obtained using this iterative
scheme.. As far as the results are concerned, all the other methods lead
to quite similar results (the output being éppreéiably the same for all
five methods). However, algorithms (A.2)-(A.5) afe less efficient in that
they reqﬁite more storage and, generally speaking, they are much slower
than (A.1). With respect to the othér algorithms, though, the method (A.5)
has an interesting property. At each step it provides an upper and lower -
bound for the solution of (4.1). This can prove to be useful if one wants

to estimate with precision the vorticity region in problems (I) and (II).

8. APPLICATIONS TO VORTEX RINGS AND PAIRS PROBLEMS.

It is natural-to first approximate Il by a family of bounded domains
Ha which "converge" to I as a > +°. Let us consider the two-dimensional
problem (II). As an approximation, choose a positive real parameter a

(large enough) and consider the rectangle
Ha = {xel; x = (r,z), r<a, |z|< a}.

We now look for a function u, and a parameter Wa> 0 (resp. kaZ 0) satis-

fying ':



- 38 -

Problem (IIa) (two-dimensional) :

-Au = f(u-Wr-k) in Ha’
(1r,). ue H(I)(I[a) , ue'c'(na) ,

[

where n>0 and k20 (resp. W>0) are given. We are thus led to a parti-
cular case of (4. l), for which the correspondlng disctretized problems
can be formulated If we deal with a regular family of triangulation Qa' s
and set PK = PQ(K) for all Keﬁ’h and {= l_or 2 (say), then condition (6.6)
is fulfilled (see e.g. [20])? and we have the strong convergence in
H:)(Ha) xR of at least a subsequence of discrete solutions to the solution

of (Ha), provided all matrices Ay ‘are of monotone class.
Remark 8.1 : Another possibility consists in considering the sets
C,= {xel;|x| <al ,

and the corresponding finite element schemes (5.3)h. L

Next we turn ‘to the three-dimensional problem (I). I\fotice that all
the results in Sections &4 to 6 hold as well, if we replace the space
1, . . C .
le‘o(Q)Aby HO(Q) (introduced in L.E. Fraenkel and M.S. Berger [281), which

is defined as’
| 2 ! 2 e
H (@) = {lvel™(@) 5 = |9 | e L (), V‘BQ = 0}.

More precisely, HO(Q) is the closure of the standard test functions space

B () for the Hilbert norm -
: ‘ ' 2 1 2 1/2
(8.1) vl = (J |v| “dx + J — |Vv]© ax) ' °.
HO(Q) Q 0 r o |

Hence, we first look for a solution (ua,wa) (resp. (ua,ka) of
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Problem (Ia) (three~dimensional) :

_ _W _2_ .
| Lu = f(u i K) in Ha’.
(1) ' lféﬂo(ﬂa),
J %JVulz dx = n.
I

a -

Notice that the seminorm’

(8.2) OvI= (J .-:?IVVIZ dx)l/2 - B
‘ I

a

is actually a norm.on H (Il ), equivalent to I '“H @ (see [23]), whence
2, : o o

(8.3) 3(u,v) = J 1 Quevv ax
E . p ¢
’ a . . .
isan Ho(]'[a)-elliptic symmetric bilinear form. Due to the part'iculai: form
of the scalar product and the singularity at r=0, we are led to make a
different choice of PK‘ Thus, we further impose '.:

’

Property 1 : "There exists h s O<hosh such that all triangles inch

having one vertex (resp. one side) on dll, have one side (resp. one vertex)

on the line r = ho'

Let us set

P (K), if Kndll = @,

(8.4) P
K PE’G(K) , otherwise

~ where Ol.>3/2,>2,=l or 2, and

N a . a . ’ ’ . _-
P;” (K) = {q ; ¢=1rp, with peP'Q(K)., lenaﬂ = 0}.

Clearly,

. - 0,= ’ }
vy —_{vheC (l'[a) ythe PK ¥K e.C'h, .vh = 0 on BIIa}

is a finite-dimensional subspace of H (). As a ‘consequence of Property 1,
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a function vy € Vh is completely determined by :
(a) Its values on the vertices of f% belonging to I, if 2=1.
(b) Its values on the vertices and middle-points of the sides of

t% belonging to Ha, if 2=2.

For this choice of triangulations and basis functions, the finite element
approximation can be formulated again, and the convergence procedure of

Section 6 holds.

Remark 8.2 : Monotonicity properties for Ah can be easily obtained for

the bi-dimensional discrete problems. Indeed, it suffices to apply the
results of P.G. Clarlet and P.A. Raviart [21], by v1rtue of which, if

a11 angles of all triangles offalare <m/2, then Ah has only non-negative
elements. Under this condition, 1f?§18atlsf1es Proper;y 1, and if any
angle having its vertex but no side on ol is <m/2, then the matrix Ah
corresponding to the three-dimensional problem is also of monotone class

(see E. Fernandez Cara [27], for further details). ®

-9, A VARIABLE MESH-SIZE PROCEDURE.

In this Section we are concerned with the numerical solution of the
unbounded vortex problem (I) and (II). As previously indicated, a classi-
- cal finite element procedure céhsists in sdlving the corresponding‘Ha— .
approximatibﬁs for different values of a converging to +« . Indeed, if
the solutions (ua,ka) of (E%)-k (say) are such that the canonical egten—
sioqs ﬁa converge weakly in HL(H) to a function u, _, and kafconverges to
a real value k >0, one can prove ‘that (u,,k ) is a solution of (II)-k.
In practice, it suffices to have the vorticity regions uniformly bounded .
and the functions‘ua satisfying a Cauchy convergence test. However, this
carries some cdmputationél difficulties : we must solve many times (Ia)
(or (IIa)) to obtain a good information about the behaviour of a solution
of (I) (resp. (II)), and, on the other hand, when a is "large", appropriate

trlangulatlons result 1n a con51derab1e computatlonal effort which may

increase round-off errors.

For these reasons, a variable mesh-size method is adequate to solve

the unbounded pfoblem; We start from the following relations
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JJ VueVYv dr dz
e -
Jm Jpl Su 3v

-/2

g—u° oY } dp d.e_—

. 1
9.1y P30 3p 2 36 236
(9.1) oy 9p 3p 5 )

i} JT.T/Z J?I{au v , du
-m/2 e

t.
valid for p; = e 1 (i=0,1),

O = {xell; x = (r,2), py< |x|<p;}

and for all u,ve H]«}), by means of the relations

(9.2a) ' r=pcos B, z=psin 0
and
(9.2b) o= et.

Now we set

G = {(t,8) eR? to<,'t< ty, |08|sn/2},
and we call 6 the gradient operavtor in the variables t and 6. Then (9.1)
reads ' »
(9.3) - ” Vu*Vv dr dz = J!_A§U°VV' dt do.
D , C

Let us associate to each a> 0 the open set
D, = {xell; x=(r,z), |x|<e?}.

Thus, if O is a given fixed positive value and a>0J, we have the following

splitting of Da :

g,a ’

Da = DOUGO’auZ
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where

G
n

{xel; x=(r,z), e9 < | x| <e?y

and

N
]

Da\ (Oo’aUDO).

. . s . . s
For a given positive integer s (to converge to +«), we define D0 as

the open region in Il bounded by the axis r=0 and all segments such that

(9.4a) T [xi, Xi+1] , 0<i<2s-1, .
where

O o h )y, i (T o
(9.4b) Xi = e (cos (4 (S 1)), sin (4 (S l)?).

Next we associate to each s,é real parameter h in such a way that h + 0
if and only if s -+ +o (for example, h=1/s), and to every h a triangulation
) vy of D°. We suppose that the family {®_ .} satisfies the following
O,h O R O’h
three properties : '

" d 5 ¢ ’ Tt
(9.5) The only vertices of t%,h 1y1ng‘on1§e’a are the Xis.,
(9.6) 1im { max &8(K)} =0,
h~>0 Ket.'o’h :
(9.7) "3C>0 such that 6(K)/p(K) <C ¥Ke®@ , ¥h"
. 2

' . ~
Let us also associate to each s a triangulation G; h (in the (t,8)-plane)

) ’dy
~of the open set : . ‘ 5

&= {(t,0) ¢R® ; o<t<a, |o|<n/2}
O,a .

for which the unique vertices with t=¢g are the images of the points X,

under the transformation (9.2), i.e., the points

. Tl , ’
X; = (oy Z(i -1)), 0<i<2s-1.



Next we introduce the finite dimensional spaces

_ 0,38y ., _- ' .
Vo_’h = {thC (DO.) ’ thKEPl (K)’ VKE vor’h ’
(9.8)h .
vy= 0 on 3l n 3D}
‘ Vo,a,h = {vhgc (Go,a) ; Vh|K€P (K), VKet‘.’ ,h ;
(9.9)y

vy = 0 on BOO’anBDa}

1 m Al Al ' . .
| Let wo h""’wo,h (resp. wo’ h""’wo,a,h) be the.usual basis functions
of the space V' (resp. V h)’ and let us set wé a.h for the inverse
b et ]
~J

transform in the (r z)—plane of w a,h :
’

(et°cos G,et°sin 8).

o
¥, a,n(t20) = o,a,h

We finally consider the space Vh generated by all functions LA and
i ' NS um )
woaa.’
discontinuous on Da), we are led to a non—conforming approximation.

g . . S Te i
h Each vhth is clearly con‘tl.nuous on ’Dc UGO,a (and in general

This can be avoidéd by using isoperimetric finite elements (see e.g.
P.G. Ciarlet [ 20]). The resulting discrete formulations of problem (II)

read now : Find a function uy EVh and a real parameter Wh> 0 (resp. khz 0),

solutions of :

- m/2 ra _ _.
” Vi *Vvy dr dz + J J Vu *Vv, dt do
DS -n/2 ‘o
p .
, | : o . _ N
- JJ s‘f(uh-wr_k)vh-df dz + J_n/zj f(uh—we cos O-k)v, e tae de,
Vvhgvh ,
. 2 - 4m/2 ra -A ' 2 ;
” Ve | dr dz + J J |V, | de a8 =
D3 Y-n/2’a -
o

One can deal analogously with the three—dlmen31ona1 problems (I), but the

resultlng equatlons are somewhat more complicated :-



: : n/2 ra 0 - A
JJ S_;- Vuh'Vvh dr dz + J J —E—————-Vuh-Vvh dt do

) o -m/2’c e cos 8
/2 (a .
| 1 W2 W 2t 2. 2t
(9.11). “ fQy = g r vy dr dz + J J f(u - 5 e" cos"B-k)v, e"dt de,
~’h 8 -m/2'c
Do
Vvhe Vh,
m/2 ra
— |Vu, | dr dz + ——— |Vu |“ dt 46 = n.
JJDS i b ' Jon/2)o efeos © “n

In (9.il)h, Gh is slightly modified from Vh’ and constructed as in Section 8

by replacing those P, (K) for which Knoll # ¢ by'PE’a(K), with a>3/2.

This method has the advantage of simplifying the computational work con-—
siderably : since the exponential function increases rapidly, for "moderate"
values of a we are concerned with "large" domains. The stiffness matrices are

analogous, since the scalar products

J VusVv dx and J %- VueVy dx
are preserved after applying (9.2). 7

Remark 9.1 : An alternative strategy in dealing with the above difficulties
consists in introducing a conformal mapping from GO o = H\ﬁo onto DO and

' A )
solving the unbounded discrete problems themselves. This procedure is studied

- in E. Fernandez Cara [27]. w

4

- 10. NUMERICAL EXPERIMENTS AND FURTHER COMMENTS.
This Section deals with some numerical experiments obtained by applying -
the methods discussed previously. The computations illustrate the results and

conjectures of Section 3 and clearly exhibit typical vortex structures.

‘ The problems haveAbeen solved separately by several algorithms, but
only results achieved by (A.1) will be presented here since thismethod -
seemed to be the most performingvone. We have used piecewise 1ineaf finite

'elements-to approximate the vortex ﬁair equations and the’special elements
described in Section 8 (with %=1, .0=2) for the three-dimensional case. In

all experiments the convergencé test has been
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: n+1 vn
Z IU. _uil

i 1
Jlu* ’

rlle S
i

where we have taken € =‘10—5, 10_6 or 10-7. The equations

a(ﬁ“,x) =N

(see Séction 7) hAVe been solved by means of a dichotomy.procedure, wPich is
appropriate here because of the monotonicity of a(un,').

All computations were made at I.N.R.I.A. (Rocquencourt, France), on
Multics CII-Honeywell System, and for mesh generation a MODULEF's procedure

was used.

10.1. First examples of vortex pair problems.

We present some results concerning vortex pair problems in various

bounded domains. We‘recall that these problems read : -
Given the energy parameter 7 >0, ‘the vorticity function £ and W>0

(resp. k20), to find a function u and a real value k (resp. W) satisfying :

-Bu = f(u-Wr-k), x = (r,z) €Q,
(10.1) {wu e'Hcl,(Q),

J qu]zvdx =n.

]

Here,  is defined to be either

(‘O,a) <X (-a’a) F)

(10.2) 2 = R(a)

or

‘{xele s x = (r,z), [xl<a,r >0},

(10.3) Q= B(a)
for large a>0. Both‘cases are intended to provide an approximétion to‘th;
__unbounded.domain problem; ‘ ' »

By a resqit of B. Gidas, Wei-Ming Ni and L. Niremberg [30] (see also
M.J. Esfebén [241), the solﬁtions are Steinerbsymmetric'with respect to
the axis 2z=0. Hence, for numefical purposes, it will suffice to.solve the

problem in the half-region
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(10.4) | Q, = {Vxeﬂl; x = (r,z), z>0}

with imposing homogeneous Neumann's boundary conditions on the boundary

I, = {xeQ ; x = (r,z), 2=0} .

Let us first take 2 as in (10.2). Our aim is to let an increase towards
infinity and to check whether the computed solutions approach the solution
of any vdrticity problem. A good numerical test can be obtained by using
identity (3.13). Notice that, for a bounded domain £ = R(a), (3.13) changes

into
(10.5) Y =SWry-2u=-+ |—"’2|2 en do
* - rcX H 2 50 on! *°T. 2

with n being the outward unit normal on 3f). Indeed,

9 ) 1 2
Vel(r 5%-+ z EEOVu - = ||x)

Vez 2

o, du
R e

whence

du

¢
J f (u-Wr-k)(r Wtz %E)dx = —J z*n do .
Q oz z N

\

Thus, setting U = u-Wr-k we obtain

WU

U
AE 2 EW + 2F (),

Ve(F(U)x) = (x

whilev

U U _ _ du du
e T tez oz wr,

and (10.5) is proved.
Remark 10.1 : From (10.5), one has

(10.6a) Wr X < 2u



- 47 -

for a bounded domain Q = R(a). Similar arguments lead to
: » 2
-W(a-r )x = 2u - 1 |§2| (r-a,z)*n do ,
c 2 an
af
which in turn yields :
(10.6b) W(a rc),xsZu .
. .
As a first example, we have chosen for a special vorticity function :
(10.7) f(s) =

where A >0. Some examples of triangulations are given in Fig. 1 to 5. The
.approximate solution of (ld.l) has been computed for certain values of the

deta, and a'visuélisatipn of the flow (the streamlines -
Y = u-Wr-k = constant,

the shape of the vorticity core regions.
ﬁp={er;Ax= (r,z), Y(x) >0}

and'the velocity fields) is given in Fig.v6 to 15.

It is readily seen that the stream function | agrees very well with
the picture of a vortex. That is, there exists a bounded (small) region
determined by the existence of a vorticity motion, while the velocity
field tends to a constant vector (vertlcally oriented upwards, as in

Section 2) at infinity.

An evaluation of func;ionals H,T 5 X and
A Y=Wrcx—2u |
is given in Table 1 for different values of a and fixed W. Their values -
strongly support the convergence of the approximation as a + +® ,
For large a (see Fig. 12 to 16) the computed vorticity region is small
and near-circular; In the limit a = +® , some asymptotics are knownbfor the

solution provided it exists (see L. Lichenstein [34, 35] H. Lamb [33], P.G.
Saffman [45 i) '
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X,
1% 15 S k
c

(10.10) W n D
v . X
Thus, for given A,k;n with lérge k/n, one has :

n n
(10.11) " X Vi s Wr, F‘ZEE .

Also, using the near-circularity of AW (see J. Norbury [43]), one

obtains
.2
(10.12) A 5
. 0 !
Qith p being the ratio Of’AW and jo'= 2.402, so that
' XZ 4sz
(10.13) n "o log —3
3o
3, oL om
(10.14) r_ v A 2 exp {5},
. c 2 XZ -
. ] 5
2.1 4,1/2 27k
(10.15) ‘ W jo(lmk)k -=—1.

These approximate identities are checked agains our results in Table 2.

Again the adequation is quite satisfactory.

In the previous computations we have remarked that the unknowns W and
k are seen numerically to be in a functional relation. That is, a given W
leads (e.g. via (A.1)) to a value of k that itself leads back (via (A.l))
to the initial W. This strongly suggésts thét\there exists a function

g : [0,+>) '->'1R+

such that
W=k, k=21 ;

the conjectures in Section 3 just mean that f is continuous and decréasing

and satisfies

z(0) = w;, lim g(k) ¥ O.
kt+o
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10.2. Some numerical experiments with other vorticity functions.

The vortex pair problem (10.1) with

. 1 for s>0,
(10.17) £(s) = H(s), H(s) = ‘ .
- . 0 otherwise,

is of particular importance (see e.g. B. Turkington [51], R.T. Pierrehumbert
[43]) . However, the discontinuity at the origin requires techniques which are
different from those used in this paper, and we will rather consider fuanctions

f as in Remark 4.2_ s

(ﬁ%sgvo, 0<B<1,

(10.18) . f£(s)
0 for s<0.

1+8(s-€) for s'>€,»0<85851,
s/e for O<ss<g,
0 for s<0.

(10.19)  £(s)

Indeed, for small values of B and €, these vbrticity functions provide a
good first approximation of the Heaviside function (10.17).

Fig. 16 to 30 deal with some experiments concerning the solution of
(10.1) where £ is given by (10.18) or (10.19). The numerical results have been
checked against (3.13) for large values of a (see Tables 3 and 4).

Notice that for large a (see Fig. 23, 24, 29 and 30) the vorticity core
region becomes again small and near—circﬁlar. In the case f(s) = H(s) and

~a =+, certain asymptotics can be derived using (10.10) and (10.11) (see [42]) :

- - 2 e
(10.20) n o an log X >
('10.21) W ’\J(lmk 1/2 exp {- =— ZTrk }.

.These are checked against our results in Tables 5 and 6.

-

10.3. Some exyeriments concerning three—dimensional problems.
B

Let us now turn to some numerical results concerning (three—dimensmnal)

vortex ring problems in bounded domains. We recall that these problems. read :
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Given N> 0, the vorticity function f and W>0 (resp. k20), to find a

. function u and a real value k (resp. W) éatisfying :
=£u5—

(10.22) { uwet?@, L |%|® e’ @, v=0 on 3,
. ;

'JQ %-IVulz dx =n .

The vorticity function f has been chosen as follows :

(10.23) f(r,s) = >\r's+ s

with A >0 being a constant.
For domains {2 = R(a) (cf. (10.2)), we have solved approximately (10.22)

for certain values of the data. The computed streamlines

r? - k = constant

Nol=

v(x) = ux) -
and voftic;ty regions .

A\U = {erl; X = (r,z),(d)(x) >0}
are displayed in Fig. 31 to 33. |

10.4. An analysis of the computed vorticity regions.

For a clearer presentation, let us consider problems (10.1) with
2 = R(10.), n = 20., f as in (10.7) (with A=1.), n=20 and W taking all values
in Téble 7. The corresponding computed streamlines and vdrticity (upper half-)
regions arérdisplayed in' Fig. 34 to 45.
A We have remarked the existence of a well-defined symmetry (with respect
to W=0) of the shapes of the vorticity regions that can be explained by means
of the change r' = a-r. Indeed, if (ua,ka) is a solution of (10.1) correspon-

ding to a non positive value Wo of W, the function Vo defined as
(10.24) va(r,z)- = ua(g-;,z),

satisfies
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- (r,2) = f(va(_r,z)-(}wo)r - (k *aW )
) .

for all (r,z) € {2, and

f 1Vvé|2 dx = [ |Vu|2 dx = n .
Q Q :

In other words, (Va?ka+awo) is a solution of (10.1) corresponding to the value
—W of the vortex velocity parameter. The above mentioned- property is now a
consequence of the fact that the vorticity regions corresponding to (u ,k W )
and (v k +aW ;—WO) are symmetrically situated with respect to the axis a—r/z.

For wf:o, the vorticity region is never bounded idenpendently of a, for
it has a nonempty intersection with the haifeplane r>a/2. From a strictly
numerical viewpoint this shows that (II)-k has no solution for W< O (which is
easy derived numerically). When W=0 (see B. Gidas ; W.M. Ni and L. Nirenberg
[30]), the solution u, and the function Vs defined as in (10.24), must coin-
cide, i.e., the vorticity region is symmetric with respect to both the r=a/2
and 2z=0 axis. This is confirmed by the shape in Fig. 34. Then, for small posi-
tive values of the velocity (see Fig. 35 to 43), the pair lies between the
. W=0 and the‘eylindrioal vortex (for which k=0 ; see below) ; this means that’
the vorticity region remains bounded. Hence we are led to a -"critical" value
W of W, in such a way that the corresponding value of k is zero. In fact,
numerical results show that W<W if and only if . k>0, and thls is a necessary
condition for hav1ng the existence of a solutlon of (II) -k. These remarks
strongly support Conjecture 2 mentloned in section 1.

For W>W" (Fig. 44 and 45), we find again unbounded vorticity regions. -
This shows numerically (as in the case W<0) that (II)-k has no solution (see
Theorem 2 in Section 3). However, the solutlons that we have computed for which
W satisfy a property of weak convergence to zero in H (H) This can be
seen by looking at Fig. 46, in which the relationship between W and k is re-
presented for different values of a. We'wish to emphasize that this feature
" of the bounded problems is oreCisely what makes difficult the attack of Conjec-
ture 3 by a limiting procees |

The behavior of the three-dimensional vorticity reglons, as well as their’

1nterpretat10n, is quite similar.

10.5. An approximation of the cylindrical vortex.

Let us now consider more prec1sely those two-dlmensional vortex problems

for which Q = B(a), f is given by (10.7) with A=1. and k is close to zero. We
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recall that for k=0 an explicit solution of (10.1) in B(a) is known, namely

2W _ 2,2 2
J(OL)J(p)cose p zr+z" <",

.Wp cos 6 -

u :
wZ aZ .
5 Z(T_p)cos 8, asp<a.

This is the cylin&rical vortex (see J. Norbury [40]), for which

WZ = n/(z'"uz)’

where o = 3.831... is ﬁhe firsf zero of the Bessel's fgnctiéﬁ of the first
kind J,. . _ | |
For €=10 ~, taking refined meshes in a neighbourhood of the vorticity

region Aw (see the variable mesh-size method in Section 9), we solved approxi-

mately problem (10.1) using the following data :

(10.25) Q = B(100.), n =1000., £ is given by (10.7) with A=l.,
(10.26) W = 3.2, 3.225, 3.25, 3.29305.

The shapes of thé corresponding vbrticity half—regions are displayed in
Fig. 47 to 50. There we use triangﬁlatibns of maximum diameter.equal to 1.5,
_:5 and .2 (in a neighbourhood of Aw), resulting in the regions bounded by the
z=0 axis and the curves (1),(2) and (3), resp. In order to improve the con-
vergence of (A.l), we have introduced a relaxation parameter w=1.11. For
= 3,29305 (see Fig 50) we have, up to an error <10

n= 21r-w2 -az,

and the correspondiﬁg value of k is in all cases very close to zero. This
clearly shows that our method yields quite a good approximation of the cylin-
drical vortex. Indeed, in this case, the vorticity half-region

2

'{)_t e]Rz"; x=(r,z), r,z>0, 242 <OL2}

practically coincides with A$ = A¢ nat.
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10.6. The asymptotlc relationshlps between the vorticity velocity and the flux

Earameters.

All computations in this subsection have been carried out with'a 10

-5

prec151on. We already know that for every non negative value of k there exists
a solution of the two-dimensional problem (II)—W -On the other hand (see
Theorem 2 in Section 3), (II)-k has no solution when the velocity parameter W
is chosen >W;, for a certain positive W;. From a numerical viewpoint (see
Section 9), one considers (10.1)-W and (10.1)-k with Q = R(a) and a large
enough. This should yield ‘a good appfoximation of the éorresponding unbounded
problems. Thus, a relationship Between W and k (associated to a and beconing
stable as a > +%) can be established, By means of which we can describe the
behaviour of different vortex pairs.

The very same considerations stand for (three-dimensional) vortex rings.

Fig. 52 corresponds to the solution of (10.1) where = R(50.), f is
given by (10.7) with A=2. and n = 1000. An analogous three-dimensional example
is displayed in Fig. 53, where Q = B(100.), f is as in (10.23) with A=2. and
n =1000.
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a _k X - r. - u Y
50. ]| 3.7352| 5.1855| 7.2018| .9853| -.1031
100. | 3.7951 »5.1923 8.1512| 1.0892 [ ~-.0622
200.| 3.8200| 5.1970( 10.1287| 1.0767 | -.0215
400.| 3.8391| 5.2006 10.1305}) 1.3210 -.0088
800. | 3.8461| 5.2010) 10.1303| 1.3174 | -.0004

Table 1

Evaluation of the unknown k and the functionals XsT oM
and Yy = Wrc)(.-Zu corresponding to the computed solution
of (10.1) where 2 = R(a), f is given by (10.7) with
X¥1., N=20. and W=.05 is prescribed. o



_h55 -

a k W' k' n' ré w"

50. 3.7352 .0573 | 3.8569 15.33124 10.5591 L0467

100. 3.795; .0507 3.8518 17.8315 10.4947 .0428

200. 3.8200 .0408 A3.8484 19.7312 10.4506 .0413

400. 3.8391 .0409 3.8457 19.7600 10.4170 .0401

800. 3.8461 .0409 | 3.8454 19.7629‘ 110.4133 .0397
Table 2

Evaluatlon of the unknown k and the expressions W' = x/(4ﬂr ), k' =

=X /2ﬂ log(ékr /J ), r =

exp(-ﬂk /my, correspondlng to the computed solution of (10.1) where

= R(a), f is given by (10.7) with A=l

312 272

'exP(Tm/X ), W

., N=20. and W=

= 2n/(4mkj )A

a k X Ie u Y
50. 1.3212 14.1033 3.1516 | 15.9834 | -.8533
100. 1.3484 | 14.3821 1.7791 8.4225( -.0121
200. ) 1.3548 | 14.7601 | 1.8570 | 9.5938 | -.0010
Table 3
Evaluation of the unknown k and the functionals X, ,u and vy =

.n/x,
172,

.05 is prescribed.

Wr X 2U corres-

ponding to the computed solution of (10.1) where. Q R(a), f is glven by

(10.18) with B=.01,

nN=20. and W— 7 is prescribed.
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a k X rcl iy Y

50. | 1.3014) 14.0201 | 3.1814 | 16.1107 | -.9989

100. | 1.3328 | 14.2937 | 1.8034 9.5513 | -.0586

200. | 1.3547 | 14.7598 | 1.8835 9.7311 | -.0015
Table 4

Evaluation of the unknown k and the functionals X,rc,u and vy

ponding to the computed solution of (10.1) where Q =

R(a),

(10.19) with B=.0l and €=.05, N=20. and W=.7 is prescribed.

= Wrcx—2u corres-

f is given by

a k A k' n' 14 W
.50. 1.3212 .3561 1.4181 34.5123. 1.9927 .6342
100. 1.3484 6433 1.3906 16.7442 1.9640 | ..6503
200. 1.3548 .6925 1.3550 18.6721 1.9295 .6689
Table 5
Evaluation‘of the unknown k and the functionals w' = X/(4nr ), = n/x,
- X /mr “log4me2/x), £l = X/ 2eexp2miy®y, W = (n/zmk) 172,

exp( 2nk /m) correspondlng to the computed solution of (10.1) where

= R(a), f.is given by (10.18) with B=.01,

nN=20. and W=.7 is prescribed.
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a k W' k! n' rd W
50. | 1.3014 | .3507 | 1.4265 | 68.9865| 2.0065 | .6495
100. 1.3328 .6307 1.3992 | 34.1608 1.9728 .5005
200. | 1.3547 | .6736 | 1.3550 | 28.3259| 1.9296 | .6090

Table 6

Evaluation of the unknown k and the functionals

W' = x/(4Tr), K'=n/x, n' = x2/2ﬂ-log(4wri/x),

2= UM r2eexpami®y, W= (/4 2eexp(-2m iy

corresponding to the computed solution of (10.1) where Q.= R(a), f is given
by (10.19) with B=.01 and €=.05, N=20. and W=.7 is prescribed. '

v k

0. 6.3716
.0001 | 6.1584
.001 5.8312
.01 4.2118
.1 3.5275
.2 3.0418
25 | 2.6395
3 2.1028
.35 | 1.5047
4 .9920
45 .1233
465725 | 1.38-107%
.5 -.0283
.6 -.0994

Table 7

Evaluation of the unknowns k corresponding to thé»computed solutions of pro-
lems (10.1) where Q = R(50.), £ is given by (10.7) with A=1., n=20. and ..
W is prescribed. ‘ ) ' : '
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Fig. 1 : A first example of triangulation of the domain @ = R(50.).
Number of triangles : 1450, Number of nodal points : 763.
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Fig. 2 : Detail of the triangulation in Fig. 1 : The upper subdomain
ot = (0.,50.)x(0.,50.). Number of triangles in Q" . 725. Number of
-nodal points : 399. The solution of problem (10.1) was obtained by

introducing an homogeneous Neumann's condition on’I’0 = (0.,50.)x{0.}.
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Fig. 3 : A second example of triangulation of the domain Q = R(50.).
Number of triangles : 1380. Number of nodal points : 732.
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Fig. 4 : Detail of the triangulation in Fig. 3 : the upper subdomain
. o Qf = (0.;50.)x(0.,50.);'NumberAof‘trianglés in 0 : 690. Number of
" nodal points : 380. The solution of problem (10.1) was obtained by

. introducing an homogeneous Neumann's condition on I, = (0.,50.)x{0.}.
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Fig. 5 : Detail of the (half-) triangulation in Fig. 4 : the subrectangle
(0.,5.6)x(0.,4.)
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Fig. 6 : Streamlines Y = u-Wr-k = constant and vorticity region

AW = {xeQ ; x = (r,z), Y(x) >0} corresponding to the computed solution_of,
(10.1) where Q

R(50.), f is given by (10.7) with A=1., n=20. and W=.05
is prescribed. The computed value of k is 3.7352. The triangulation is

displayed in Fig. 1.
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Fig. 7 : Detail of the computed velocity field corresponding to the stream

function in Fig. 6. The field is displayed in the subdomain R(20.).
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Fig. 8. : Streamlines Y = u-Wr-k = constant and vorticity core region
Aw = {xeQ ; x=(r,z), P(x) >0} corresponding to the computed solution of
(10.1) where = R(100.), f is given by (10.7) with A=1., n=20. and W=.05

is prescribed. The computed value of k is 3.7951.
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F.ig. 9 : Detail of the computed velocity field corresponding to the stream
- function in Fig. 8. The field is displayed in the subdomain R (20.).
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Fig. 10 : Streamlines ¥ Z u-Wr-k = constant and vort1c1ty region

Aw = {xef ; x'= (r,z), Y(x) >0} correspondlng ‘to the computed solucion of
(10.1) where Q

R(200.), f is glven by (10.7 with A=1., n=20. and W=.(5
is prescribed. The computed value of k is 3.8200.
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Fig. 11 : Detail of the computed velocity field corresponding to the stream

function in Fig. 10. The field is displayed in the subdomain R(40.).
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Fig. 12 : Streamlines { £ u-Wr-k = constant and vorticity region

AW = {xeQ ; x=(r,z), P(x) >0} corresponding to the computed solution of

(10.1) where Q = R(400.), f.is given by (10.7) with A=1., n=20. and W=.05

" is prescribed. The computed value of k is 3.8391.
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Fig. 13 : Detail of the computed velocity field corresponding to the stream

function in Fig. 12. The field is displayed in the subdomain R (80.).
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Fig. 14 : Streamlines { Z u-Wr-k = constant and vorticity fegion

AW = {xeQ ; x=(r,z), Y(x) >0} corresponding to the computed solution of
(IO.L) where Q = R(800.), f is given by (10.7) with A=1., n=20. and W=.05

is prescribed. The computed value of k is 3.8461.
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Fig. 15 : Detail of the computed velocity field corresponding to the stream

function in Fig. l4. The field is displayed in the subdomain R(40.).
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Fig. 16 : Streamlines y = u-Wr-k = constant and vorticity region

AlP ={x Q3; x (r,z), Y(x) >0} corresponding to the computed solution of
(10.1) where @ = R(50.), f is given by (10.18) with B = .01, n=20. and W=.7

is prescribed. The computed value of k is 1.3212
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16.

Fig. 17 :

Velocity field corresponding to the stream function in Fig.

The field is displayed in the whole domain R(50.).
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Fig. 18 : Detail of the velocity field corresponding to the stream function
in Fig. 16. The field is displayed in the subdomain R(10.).
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Fig. 19 : Streamlines § = u-Wr-k = constant and vorticity region

AlP = {x Q; x=(r,z), P(x) >0} corresponding to the computed solution of
(10.1) where Q = R(100.), f is given by (10.18) with B = .01, n=20. and
W=.7 is prescribed. The computed value of k is 1.3484.
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Fig. 19.

ion in

Velocity field corresponding to the stream funct

. 20 :

Fi

The field is displayed in the whole domain R(100.).
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Detail of the.vélocity field corresponding to the stream function

Fig. 21 :

in Fig. 19. The field is displayed in the subdomain R(20.).
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Fig. 22 : Streamlines {) = u-Wr-k = constant and vorticity region

AU) = {xeQ ; x=(r,2), y(x) >0} corresponding to the computed solution of
(10.1) where Q = R(200.), f is given by (10.18) with g = .01, n= 20. and
W=.7 is prescribed. The computed value of k is 1.3548.
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Fig. 23 : Velocity field corresponding to the stream func-tion iﬁ Fig. 22.
The field is displayed in the whole domain R(200.).
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Fig. 25 : Streamlines Y = u-Wr-k = constant and vorticity région

Aw = {xeQ; x=(r,z), P(x) >0} corrésponding to the computed solution of
(10.1) where @ = R(5 ), f is given by (10.19) with B = .01 and €=.05,
n=20. and W=.7 is prescribed. The computed value of k is 1.3014.



Fig. 26

: Detail of the velocity field corresponding to the stream function

in Fig. 25. The field is displayed in the subdomain R(10.).
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N

Fig. 27 : Streamlines { = u-Wr-k = coﬁstant and vorticity regions

A‘P = {xeQ ; x=(r,z), Y(x) >0} corresponding to the éomputed solution of
(10.1) where Q@ = R(100.), f is given by (10.19) with 8 =.01 and e=.05,
n=20. and W=.7 is prescribed. The computed value of k is 1.3328.
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Fig. 28 : Detail of the velocity field corresponding to the stream function
in Fig. 27. The field is displayed in the subdomain R(10.).
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Fig. 29 : Streamlines y = u-Wr-k = constant and vorticity region

Aw = {xeQ ; x=(r,z), P(x) >0} corresponding to the computed solution of
(10.1) where Q = R(200., f is given by (10.19) with B=.01 and €=.05, n=20.
and W=.7 is prescribed. The computed value of k is 1.3547.
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Fig. 31 : Streamlines { = u- g r2—k = constant and vorticity region

A¢ = {xeQ ; x=(r,z), P(x) >0} corresponding to the computed solution of
(10.22) where Q=R(50.), £ is given by (10.23) with A=.1, n=20. and. W=.01
is prescribed. The computed value of k is 3.5424.
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Fig. 32 : Streamlines Y = u- 5 rz—k = constant and vorticity region _
ARU = {xeQ ; x=(r,z), P(x) >0} corresponding to the computed solution of
(10.22) where Q = R(100.), f is given by (10.23) with A=1l., n=20. and
W=.01 is prescribed. The computed value of k is 3.5612.

S
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Fig. 33 : Streamlines ¢ = u- 5 T -k = constant and vorticity region
Aw = {xeQ ; x=(r,z), P(x) >0} corresponding to the computed solution of
(10.22) where Q =

R(200.), f is given by (10.23) with A=.1, n—20. and
W=.01 is prescribed The computed value of k is 3.5650.
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Fig. 34 : Streamlines y = u-Wr-k =
A$ ={xeq; X=(r z),
(10.1) where § =

constant and upper vorticity half—reglon
W(x)> 0} corresponding to the computed solution of

R(50.), f is given by (10. 7) with A=1., n—20 and W=0
prescribed. The computed value of k is 6. 3716.

. 1is
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Fig. 35 ¢ Streamlines i) = u-Wr~k = constant and upper vorticity half-region
N {X<;Q+ ; x=(r,z), Y(x) >0 corresponding to the computed solution of
(10.1) where = R(50.), £ is given by (10.7) with A=l., 1=20. and W=.000l
~ 1s prescribed. The computed value of k is 6.1584. '

Fig. 36 : Streamlines { = u-Wr-k = constaﬁt and upper vorticity half-region
o+ ) :

A¢ = {x<£Q+ ; x=(r,z), P(x) >0} corresponding to the computed solution of:
(10.1) where Q = R(50.), f is given by (10.7) with A=1., n=20. and W=.001
is prescribed. The computed,value'of:k is 5.8312.
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Fig..37 : Streamllnes Y = u—Wr—k
W = {x €Q 3 x=(r,z)

(10.1) where § = R(50.)

constant and upper vorticity half-region
» ¥(x) >0} corresponding to the computed solution of

» £ is given by (10.7) with A=1l., n=20. and W=.01 is
prescribed. The computed value of k 'is 4.2118. ,

=

Fig. 38 : Streamlines Y = u-Wr-k =

constant and upper vorticity half-region
Aw {xeQ* s x=(r,z), Y(x)> 0} corresponding to thé'computed solution of

(10.1) where Q = R(50.), f is given by (10.7) w1th A=1l., n=20. and W=.1
is Prescribed. The computed value of k is 3. 5275.
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Fig. 39 : Streamlines y = u-Wr-k = constant and upper vorticity half-region

A$ = {xe¢ Q+ ; x=(r,z), ¥(x) >0} corresponding to the computed solution of
(10.1) where © = R(50.), f is given by (10.7) with A=.1, 1=20. and W=.2 is
prescribed. The computed value of k is 3.0418.

Fig. 40 : Streamlines Y = u-Wr-k = constant and upper vorticity half-region

+ ' : ~ :
Aw = {XGSf-; x=(r,z), Y(x) >0} corresponding to the computed solution of
(10.1) where Q = R(50.), f is given by (10.7) with A=1., n=20. and W=.3 is
prescribed. The computed value of kAis'2;1028., '
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Fig. 41 : Streamlines Y = u-Wr-k = constant and upper vorticity half-region
ig. ol it p
Al = {x-e:Q+ ; x=(r,z), Y(x) >0} corresponding to the computed solution of
w A
. . % . .
(10.1) where 2 = R(50.), f is given by (10.7) with A=1., n=20. and W=.35

is prescribed. The computed value of k is 1.5047.

Fig. 42 ¢ Streamlines Y = u-Wr~k = constant and uﬁper vorticity half-region
AJ = {xe¢ Q+'; x=(r,z), P(x) >0} corresponding to the computed solution of

(10.1) where 2 = R(50.), f is given by (10.7) with A=l., n=20. and W=.
is prescribed. The computed value of k is .9920.
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Fig. 43 : Streamlines |y = u-Wr-k = constant and upper vorticity half-region
A; =‘{xe:Q+ s x=(r,z), P(x) >0} corresponding‘to the computed solution of
(10.1) where @ = R(50.), f is given by (10.7) with A=1., n=20. and W=.45

is prescribed. The computed value of k is .1233.

Fig. 44 : Streamlines = u-Wr-k = constant and upper vorticity half-region
rlg. o4

+ ' - .
Aw = {X<EQ+ ; x(r,z), P(x) >0} corresponding to the computed solution of
(10.1) where Q@ = R(50.), f is given by (10.7) with A=1., n=20. and W=.5

is prescribed. The computed value of k is -.0283.

»
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Fig. 45 : Streamlines Y = u-Wr-k = constant and upper vorticity half-region

AJ = {xe:Q+_; x=(r,z); P(x) >0} corresponding to the computed solution of
(10.1) where Q = R(50.), f is given by (10.7) with A=1., n=20. and W=.6 is
prescribed. The computed value of k is -.0994.



Fig. 46 : Relationship between W and k in the approximate solution of (0:.1) with 2 =R(a), £ as in
(10.7) with A=1. and n=1000. for different values of a.
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Fig. 49 : Upper vorticity half-region corresponding to . Fig. 50 : Upper vorticity half-region corresponding to the

the computed solution of (10.1) with the data as in

computed solution of (10.1) with the data as in (10.25) anq
(10.25) and W=3.25.

W=3.29305.
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Fig. 51 : Detail of the velocity field corresponding to the cémputed solution
of (10.1) with the data as in (10.25) and W = 3.29305. ‘The field is displayed
in the subdomain R(19.). .
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Fig. 52 : The asymptotic relationship between W and k for the two-dimensional vortex problem (10.1) where
Q = R(50.), f is given by (10.7) with A=2. and n=1000. ‘
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‘Fig. 53 : The asymptotic_relationship between W and k for the three-dimensional vortex problem (10.22) where
- = B(100.), £ is given by (10.23) with A=2. and n=1000. 4
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