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APPROXIMATION OF GENERAL ARCH

PROBLEMS BY STRAIGHT BEAM ELEMENTS, *

M. BERNADOU (!) - Y. DUCATEL (2)

RESUME : Dans ce rapport, nous approchons la solution d'un probléme de
déformation d'un arc de forme quelconque par une méthode non conforme
utilisant des éléments finis plats et prenant en compte l'inﬁégration
numérique. Nous donnons les conditions de compatibilité qui doivent
"8tre satisfaites aux noeuds du maillage et qui assurent pour cette
méthode le méme ordre de convergence que pour les méthodes classiques

d'éléments finis conformes.

ABSTRACT : In this report, we approximate the solution of a problem of

a general arch by a nonconforming method using straight beam elements

and taking into account numerical integration. Compatibility conditions
which have to be satisfied at the mesh points are given. These conditionms
ensure for this method the same order of convergence as usual conforming

finite element methods.
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- INTRODUCTION -

The purpose of this paper is to extend to the case of a general
srch the studies of CTIARLET [51 , JOHNSON [141 and KIKUCHI [16]1

concerning the particular case of a circular arch.-

For solving the genmeral arch problem, we intend to analyze a

nonconforming method using straight beam elements. So, we introduce

* a nonconforming approximation of the geometry of the mean line

of the arch using straight segments ;

*x* a pseudo-conforming approximation of the components of the -

displacement, i.e., an approximation using conforming beam elements

over every straight segment.

v

Then, the connection between degrees of freedom attached to the

same mesh point is obtained through the compatibility .conditions. They

insure the consistency between exact and approximated bilinear and
linear forms and they are crucial in proving the convergence of this

method.

Such methods can be generalized to thin shell. We refer for example
to the works of CLOUGH-JOHNSON [8,9] or DAWE [10] for a description ‘as
well as some numerical experiments and to BERNADOU-DUCATEL (4] for

corresponding numerical analysis.

Let us also mention the work of ISHIHARA [13] for solving eigen-
value problems of circular arches and the one of GELLERT-LAURSEN [12]

who propose a mixed finite element method.
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- Notations =~

We use the same notations as [5]
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| - FORMULATION OF THE ARCH PROBLEM DEDUCED FROM THIN SHELL
THEORY OF W.T. KOITER

We consider the mean line ¢ of a general arch
as the normal cross section of an infinite cylinder. In linear
theory, if the loads are perpendicular to the axis of the cy-
‘linder , the component of the dlsolacement along the axis of the
cylinder is 1dent1cally equal to zero, sO that the shell defor-

matlon problem is reduced to a one dlmen51onal problem set along

the generating line of the cylinder.
The reader who is not familiar with thin shell theory

can directly go to section.l.Z2.

1.1 - Some notations from thin shell theory :

Let § = Jo,L[x]- o, + [ be an open subset in a plane
82 and let 8° be the usual Euclidean space with its orthonormal

> > o
reference system (o;el,e-,e ).
- 27737

The cylinder C is the image of the set Q by the follo-

wing mapping $ = ¢i;; , $ : N cg? —43 (see Fig. 1.1.1) =
. fx=olEh
$ 0 €heY) e & —dy = ¢2(Eh (1.1.1)
RERS:

%
Let ¢7 be the trace of the cylinder in the plane z = o.

Here and subsequently, we shall constantly identify the arch

with its middle line.

As a rule, we shall use Greek letters for indices which
take their values in the set {1,2} while Latin letters will be »
used for indices which take their values in the set {1,2,3} .
For these indices, we shall also use Einstein's convention for

summation.
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With usual notations of shell theory - see [17,18]

for instance - , the covariant basis is given by

N (') o
a =& ={(¢2)' ;=$ ={°=es
1 s 1 o 2 22 1
) (1.1.2)
5 (%)
'53=/—;-{— CRN
o
where we denote
. a=((eH"H2 + (H"H?2 . (1.1.3)
Subsequently, we shall assume that
$% a3 , I=1lo,.0 , (1.1.4)

and that all the points of the surface are regular, i.e.,

-> -> >
a xa # o0
1 2

(1.1.5)



defined

so that

variant

i.e.,

by

and

i.e.,

The' first fundamental form (aaB) of the surface is
by
ES
amB = a,-3g » (1.1.6)
a = a ; a = a = 0 ; a =1. (.1.7)
11 12 21 22
The inverse matrix (aas) of the matrix (éae) is such that
all =~% H al? = a%! = o H a??2 =1 . (1.1.8)
Then, tqythe covariant basis (;;), we assoclate the contra-
basis (éi) of the surface & given by ‘
pA I aaeég N (1.1.9)
:1=l; ;ZZ:Z ;;3=; (1.1.10)
a 1 . 2 A 3
3 )
. The second fundamental form (baB) of the surface is given
b, =b, =-3.3 ,=a.a (1.1.11)
oB 8o, 'aa'as,B = aa'aa,B L.
B _ _BA
ba = a‘ bal R (1.1.12)
- a 1 1
= - = b = e —
n R 1 R (1.1.13)
b =B =b =o0 b! =b?2 =b2 =0
12 21 22 2 1 2



where R denotes the curvature radius, i.e.,

P_ D) - @ohH"ed:' .
= a3/2 . (1.1.14)

: o
The expression of Christoffel symbols (FBY) of

¥

the surface is

o o >
Tay
so that

rto- eDTOH" + %) ()"

11 a

(1.1.15)
o=l =7! =712 o712 22 o2 oo,
12 21 22 11 12 21 22
From now on, we assume
Hypothesis 1.1.1 : The loads applied to the cylinder are perpen-
dicular to the axis of the cylinder and independent of 52.
a

In the following, the unknowns of the problem are the

three functions

u =u (&) , u Zo ,u =u () , (1.1.16)
1 1 3 3

2

which represent the covariant components of the displacement
—>~ -> -)'1
u(E ) of the point $(£ ), i.e. u=u, a. The results
(1.1.16) are consequence of Hypothes1s 1.1.1.

-

: N .
To any displacement field v = v, al, we associate the

strain tensor (y_,) and the change of curvature tensor (p.n) through
af af

the relations ’

- _ ] _
YG.B(V) = 5‘ (VBlu + VGIB) b(XBVS s

> 1
Pag") =V, [ag * (3VA|3 Vel * 7 s‘3vxla’ Van) *

-~



V@ = @, i@ = 2V, @

i.e.,

v

Y == Joh Bl @ =¥®-v® =0,

a.1.
1,2 - ]_ —1— ' _ _]_ ' 1 - = 2.5 = 20 =
ol(V) = /EV(/E (v3 Rvl)) > OZ(V), pl(v) DZ(V) o.

1.2 - Variational formulation of the general arch problem :

For simplicity; we assume that the arch is clamped. Then
e

the admissible displacement space V is defined by
V=1(v-= v v e BD x B (D], (1.2.1)

where we denote I = JO,L[ .

Equipped with the scalar product
> > '
((u,v)) = ((u1’v1))1,1 +§((U3,Va))2,I ,
the spaée V is a Hilbert space. The corresponding norm is denoted
- > > 1/2
ISl = L@ P : (1.2.2)
For clarity and without loss of generality, we assume
that the arch is elastic, homogeneous and isotropic. Then, usiﬁg

the definition (1.1.17) of the strain tensor and of the change of

. 1 > >, ,
curvature tensor, the strain energy of the arch E-a(v,v) is ¢btained

from

L :
a(u,v) = J Ee {vi(ﬁ’wi(% + & p'i(u)pi(;;)}/é'di (1.2.3)
» 0

1-v2 12

where e,E (E. > 0) and v (o <V <‘%) denote respectively the thickness,
the Young modulus and the Poisson coefficient of the arch. Moreover

>
the expressions Yi(v), pi(z) are given by (1.1.17) and we have set

gl =¢ . : -



The potential energy of exterior forces is given by

L , L
f(;) = J ;-3 Va df = J (p'v + piv )Wa & (1.2.4)
0 0 1 3

. i , .
where the functions p~ are the contravariant components over the N
- + . . 3
basis (ai) of the density per unit surface of the exterior forces

applied to the arch.

Then, the arch problem admits the following variational

- -
formulation : Find u € V such that

a(@,v) = £() , W eV, (1.2.5)

where the forms a(.,.) and f(.) are defined by (1.2.3) and (1.2.4)

‘respectively.

Theorem 1.2.1. : The problem (1.2.5) admits oné and only one solution.

Proof : Similar to the proof of [ 5, Theorem 8.1.2 ] .

2 - A CONFORMING FINITE ELEMENT METHOD

In this paragraph, we only consider an approximation of
the displacement using a conforming finite element method. This
stage will be a useful intermediary for the analysis of an appro-
ximation using straight beam elements.

2.1 - The finite element space Vh :

Consider a regular partitionﬂgh of the interval I, i.e. ,

M,

I=1[o,L] =iL=)l Ki’ with Ki = [51-1’51] » 1 £1 < M-h > v

such that, (2.1.1)

h = max hy approaches zero,

]siSMh» i



where Mh is a strictly positive integer and hK = peas (Ki)°

i
To each partition, we associate a product of finite element spaces

ih = Xhl X Xh2 defined as follows :

Space Xhl is the finite element space whose functions are
such that :

(i) on every,K:.L , 1 =1 ¢ Mh,they belong to Pl(Ki) ; _
(ii) on every Ki , 1 €12 M,,they are determined by their ) 2.1.
values at the extremities of Ki 3

(iii) X ce®(@.

Space Xhz is the finite element space whose functions are
such that :

(i) on every Ki , 1 €1 ¢ Mh,they belong to Pg(Ki) H

(ii) on every Ki » 1 £ i < M,they are determined by their } 2.1.
values and by the values of their derivatives at the
extremities of K. 3

(iii) X ce’(I) .

h hi

into account the boundary conditions which appear in the definition
>
of the space V .

Next, we define a subspace V. =V, x th of ih taking

. More precisely,
.

Vi, ={vh e Xy 5 vp(e) = v (W) = o} (2.1.4)

th =’{vh€ Xhz H vh(O) = Vr'x(°) = vh(L) = vg(L) = o}, (2.1.5)
so that

v:l <V, | (2.1.6)

hence the name : conforming element method.
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2.2 - The discrete problem :

Fx

The approximate solution up is such that

> > e > _ -
Vvh € Vh s a(uh,vh) = f(vh) . (2.2.1)

- ) . + + - .
The inclusion Vh < V involves the theorem :

Theorem 2.2.1. : The problem (2.2.1) has a unique solution.

Using [5] , we find the following error estimate.

Theorem 2.2.2. : If the solution K = (ul,ué) of the problem

(1.2.5) belongs to the space 3 n (HZ(I) X HS(I)) » then there

exists a constant C, independent of h, such that

1

- >

IS - 3 < cn {|u1|§,1<+ |u2|§,1} 2 (2.2.2)
. |

At this stage, the discrete problem is seldom realistic
in practice, in the sense that it would lead to exactly integrate
any regular functions. To circumvent this difficulty, we shall use

in the following paragraphes (i) a non conforming approximation of

the geometry, (ii) a numerical integration technique. So doing, we

generalize the studies of [ 5] and [ 14] relative to circular arches.

3 — THE DISCRETE PROBLEM USING STRAIGHT BEAM ELEMENTS 3
COMPATIBILITY RELATIONS

Now we are going to define the approximate arch<7h. Next,
>
we shall introduce the discrete space Vh by using the compatibility
conditions. Finally we shall set the discrete problem by using the

straight beam elements.



.'ll_

3.1 - The apptoxi:héte arch 7

The »(mi'ddle 1ine of the) arch@ is defined by the
mapping $(El o) = 4) (&! )e - see (1.1.1). In this section, we
approximate each component d) ,a = 1,2, by its interpolant d)h

in the finite element space <I>h defined by
= xh'1 , X, given by (2.1.2) (3.1.1)

Let $ = d)he be the interpolant of $(€ ¢a(€1)_e>a' This
approxunat:lon amounts to replace the given. arch 7, identified
with its mldc?le line, by a polygonal arch dh' By constructlon,
the images of the mesh points of the reference interval I by
the mapping $ are on the initial arch . These considerations "

are illustrated by Figure 3.1. where we denote E! = E.

Seg) = 8.e)  B(ED = (&)

IRRENNY -3, @)

To each straight segment ki = $h(Ki), 1 <1ix< Mh’ it corresponds a
facet of an approximate cylinder - see section 1.1. Thus, to this facet
we are able to associate, by amalogy with section 1.1., local basis,

fundamental froms, Christoffel symbols, i.e., with obvious notatioms :

a x a,
> L d , a =__11L_._h_2__ , (3.1.2)
h,.a' hsz l: X; l .
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-+ - :

/;h ='Iah1 x ah2| , : (3.1.3)
- > .

a8 = aha'ahB s (3.1.4)

a%BQ;B » where (ags) is thé inverse

matrlx of the matrix(aﬁas), ' (3.1.5)

-)a—-y

%" o,

b, .=bf=r? . (3.1.6)

It is worth to note that all the previous quantities
are constant on any given interval K s 121 =< h’ with possible
discontinuities at the extremities of K due to the discontinuity

of the first derivatives of ¢ at these points.

More precisely, let us consider a segment k whose extre-
mltles are $ (E 1) = 3(5 1) and 3 (E ) = 3(5 ). Then, for any
E = Ee [E -1 E 1 , the equation of the correspondlng facet of

the approximate cyllnder is given by

$,(5.E% = {(1-1)¢°‘<£i_1>._+ w“(ai)} Gt E e
: § & ' (3.1.7)
with A = E-l—:—gl__-l_ ,
so that we obtain
(A N T
Ay = Py = L g e, > (3.1.8)
:h: - a1:,2 -e - (3.1.9)

3.2 - The discrete space V.h using compatibility conditions

The main idea of the approximation of the arch 7 by the

plecewise straight arch.&% is to write the strain energy of the
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approximate arch.&% as a sum of strain energies of "elementary"
straight beams. .
In thig goal, we shall introduce in a first step a

disctete space Xh .

In a second step, in order to get an approximate strain
energy which is consistent with the strain energy of the archd@,

we shall introduce comstraints, i.e., compatibility conditions,

on the functions of the space §h . So we introduce

2 > . e s
Xh.~{vh € Xh AN satisfies the compatibility (3.2.1)
' conditions .

Next, in Theorem 3.2.1, we prove the existence of a
"suitable"bijection Fh between this space Xh and the space Xh

considered in section 2.1,

Finally, in a third step, we shall take into account the
=
boundary conditions and thus, we shall get the space Vh

(134

Definition of the space Xh :

To each partltloan of the interval I (see (2.1.1)), we
assoc1ate a product of flnlte element spaces Xh Xh1 Xh defined
as follows : In both spaces Xha’a = 1,2, the functions are indepen-

dently defined segment by segment Ki € %%1.

S ace §h ’ \

On a glven K the restriction v i, of any function

i
h of Xh{ is such.that>.

(3.2.2)

-~

ORNPIEEACTEE

(ii) Vth is completely specified by its values at

the extremltles of K . /
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Space Xhz :
On a given Ki’ the restriction vth of any function

X 1
vﬁ.of Xhzls such that :

(1) yth‘ € P3(Ki) H (3.2.3),
i

(ii) VhIK is completely specified by its values
i

and the values of its derivative at the extre-—

mities of Ki .

In the following, the space ihlr(resp. ihz) will contain

the first (resp. thiid) component Ghl (resp. %hs) of the discrete

~
~

displacement vector Y of the approximate arch C?h » 1.e.,

+

~ I
~

=5 . a v, e€eX ¥ €X
h~ 'h; %n hs %h * Vh, h1 * Vhs hy °

<
<

with possible discontinuities at mesh points of¢7£ .

Derivation of the compatibility conditions

To derive the compatibility conditions, it is convenient
. . + - .
to consider two adjacent elements k and k of <7h which have a
s

common extremity ¢ (see Figure 3.2.1)

O
AN
=
=

Tag
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This common vertex O can be regarded as :

(i) a point of the’ arch<7 : then, using the notations of section
1.1

any displacement f;eld v € V of the arch @ has the following

components at point ¢ or, more conveniently, at point I (using the
mapping $) :
V() = v (D) al(D) + v (D) a3(x) . (3.2.4)

. ‘e > . .
To the displacement field v, we associate the usual rotation

-+ .
vector w (see [17] ) which expression is given here by

> > i > -
wv) =w (v)ai

. 2, __1_ ' _l
w1th w* (v) - /ETTT (va(Z) R(D) VI(Z))_ (3.2.5)

w @) =

w! (¥)

(ii) an extremity of the element k+ = $£(K+)

To be more prec1se we use the superscrlpt + to refer to

parameters attached to K . Thus, we write 7* instead of I a;+
> - >
instead of a;, etc. Then any displacement field %h € ih of the

approx1mate arché? has the f0110w1ng components at point U+ =g
(or, u31ng ¢h’ at p01nt £t )

R oty & T T T (3.2.6)
vh(Z ) = th(Z ) a + vha(Z ) a, _

-5
To the displacement field $h’ we associate the usual
-> .

~
~

rotation vector wh

~]_+ ++
mh(v ) hi ’

2 2
with [ vy = Yyt , (3.2.7)
N+, ot 1 ®y ot
iy = - z
Wy () ,_:.V 3( )
Ryt oty _ Ra3t oF -
Blreh = 8Tah o .
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- (iii) an extremity of the element k~ = ?)Th(K”)

The results derive of those of (ii) by substituting the su-

perscript - for the superscript +.

wa, we are able to get the compatibility conditions
which gonsist in constraints imposed to the functions ?h of the
space Xh, i.e., they corﬁespond to relations that the degrees
of freedom of the space ih have to satisfy. We derive them by
writting that :
>

. . &, ’ ' .
(i) the displacement vy, 1S continuous at the mesh points

=D , i.e.,

> -> .
Vh(2+) = VH(Z~) » ¥L mesh point of the

(3.2.8)
partition °§1

> 2
(ii) the nonzero component of the rotation vector 0 (vh)

is c¢ontinuous at the mesh points © $(Z) » L.e., with (3.2.7)

< 2
L"]

ﬁl~

1 =~ -
——V'( )
7

of the partition 3;1.

7) , ¥I mesh point
(3.2.9)

Remark 3.2.1 : Let us observe that

(i) condition (3.2.9) is natural in the sense that the

nonzero component is measured on the fixed basis vector

-> >
e

pa T _
ahz-a'bz_az_

(see (3.1.9) ;

(ii) these compatibility conditions are written directly
. >

from the degrees of freedom of ih .
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Let Xﬁ be the following space

2 {::' &R -
"X, =4V, € ; v, satisfies the compatibility
HTAUR T PR - (3.2.10)
conditions (3.2.8) (3".2.9)}
With the next theorem, the defiﬁition (3.2.10) will become

clear.

‘Theorem 3.2.1. : There exists a "suitable" bijection Fh‘ between

< >
. , L ¥ .
the spaces Xh and h

" Proof :
) % X = v cX
Dvyefp—= wek
-> - ->

By assumption vy € ih so that v, satisfies compatibility
: : i = =

h
conditions (3.2.8) (3.2.9). Hence to the function vy € Xh, we
" associate the function Ch € ﬁh whose degrees of freedom are uniquely

determined by the relations

-\‘;h(Z) = %h(2+) = §h(z’) , ¥L mesh point of °6’h (3.2.11)
' _ va(X) =, + Ij !
vh3 (Z) = /;;__vhs()l ) o+ R(D) vhl():)
va(Z) 1 (3.2.12)

(£7) +

/g:" gﬂa

¥L mesh point of fh .

. e - 2 2 ]
(D) v € K= Yy ¢ Ky

' > -> .
Conversely, to any function vy € Xh the relations

2+
v

LGN = F,a) = $h(2) , ‘ L (3.2.13)
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] ~' + 1 ~ Do
L ) = e ) =
! (
¥L mesh point of the partition %%
=+ 2
associate one and only one function V. ¢ Xh .
h
|
Let us note that, in general, we do not have
2
X, < H' (I) x H2(I)
but only
> My
X <1 (H(K) x B*(K,))
. i 1
. i=]
: 2
Consequently, the norm of the space Xh is defined by
= o ~e 2 %
v, |l = v, . + ilv (3.2.15)
= 2 @ o+ 150, [
2
Definition of the space Vh :
In ordeér to formulate the discrete problem, we define the
subspace V of the space Xh
= < N ~ 2z
Yh T{Vh T OhyoVhy) € Ky s

vhl(o) = vha(o) = véa(o) = Vhl(L) = vha(L) = v£3(L) =

It is clear that the mapping Fh define a bijection between

the spaces Vh and gh where, from (2.1.4) (2.1.5) ,

-> > -

h = (hyovp,) € X s

Vi, (0) = vy (o) = v] (o) = Vp (W) = vy (@) = vy (1) =0

3.2.14)

(3.2.16)

(3.2.17)
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- 3.3 - The_ dlscreteggroblem':

According to the expression (1.2.3) of the bilinear form

a(.,.), a natural candidate for the approximated bilinear form is

given by piecing together all the elementary energies, i.e., for

the associated bilinear form :

s >

ap () = Z JK‘ T gyh ), (V >+

(3.3.1)

2 z z 2
)ph3vh) /Eﬁdg, Vuh,‘vh € v..

Over this express1on, one can check that the approximated

strain energy ; a, (vh,v )} of the arch is the sum of uncoupled

elementary energies of straight beams in extension, on the one

hand, and in bending, on the other hand. For clarity, we record

that.
~ R 1~ ~ e N2 2 ~ g
Y, V) = a, 'hi > Yha ) = Yy O = Y, V) =0
(3.3.2) -
~ 2 1 ~ ~ oy Zi N~ a2
P T T Vhe 2 Pt T Pry F) = P (V) = 0o

The integrals over the segments K which appear in (3.3.1)
are seldom computed exactly in practice, but rather numerical

integration schemes are used. Thus, let us consider a numerical

~

.
.

integration scheme over the reference segment K = 10,1[
~ L a oaa .
J- G(R)AR ~ ] wy ¢(by) - . (3.3.3)
K 2=1

The segment Ki defined in (2.1.1) is associated to the

segment K through the bijection
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FKi :X ek ~» FKi(SE) = (&; - L. B+ Ei_] = & . (3.3.4)

Then, using the usual correspondence between 9 and ¢
through the mapping FK » Wwe obtain

J O(E)E = (€, - &, ) fA b(R)dz . (3.3.5)
K. K :

1

The relations (3.3.3) to (3.3.5) induce the following

numerical integration scheme over the segment Ki » L =1,...,M

L
f ®(&)dg ~ §
K. 2=

wl,K. ¢(b£,K.) (3.3.6)
i i i

1

where
Yok, T By & Wy s by = Fe (b)), 1< 21, (3.3.7)
i i i
Moreover, we define the error functionals
~ - -~ L o < A
E(¢) = j- O(RAE - ] w, d(by) , (3.3.8)
‘ K =1
L
Eg. (0) =[ GEIE = T wg e by ), (3.3.9)
i Ki L=} i i
so that
Ep, @) = (&, - g, E@ . (3.3.10)
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Thus, from the expression (3.3.1), we define a new
approximated bilinear form

. L
Mh 1 3. e
JK.

*x,2 = ~ 12l
(%) = L /3y éj‘”zl 7 i G ¥n V) e, %

i=1 2 1-v .
1 1
L | (3.3.11)
Zz B’ o~ T v ~
R w _Eel 3@y lG( i,
£)=1 2z,xi 12¢1-y2) BDa o BTTRLTRT 2,K,

In the last expression, we have used two differents

numerical integration schemes in order to take into account the

uncoupling between the membrane terms, i.e., th , and thie bending
1

~

terms, i.e. , phl , each of them being approximated in two different

.. L
finite element spaces.

Next, to the linear form (1.2.4), we associate the appro-

ximated linear form fh , 1.e.,

M
ERCAEE IS IS [<P-"h/5)(5i-1) + (;».vh/aT)(si.)]

-

= _ (3.3,

Yo, ¢ V
Vh € .h .

- -+
=

~ -> -
. .. . oo . .
By using the bijection Fh I A Vh—-*vh € Vh defined

in Theorem 3.2.1, we can define the following approximated forms

> >

: > o> . .
. * o~ ~ . »
_bh(uh’vh) = ah(uh,vh) . _ (3.3.13)

o> > > z z . : '
for all u s vy € Vh and all uy 5V € Vh ass9c1ated through the
bijection Fh .

Then, the discrete problem using straight beam elements

> ->
can be stated as follows : Find an element uh € Vh such that
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b (uh,vh) - fh'(é;')'- W eV (3.3.14)

‘Remark 3.3.1 : By analogy to (3.3.1), we could define an

approx1mated linear form ag a sum of 1ntegrals over the intervals
Ki . However, we have deflned the rlght-hand side of the discrete

problem (3.3.14) as in e_g;neer1gg 11terature where it is con31-

dered that the applled forces are approx1mated by a sum of
_concentrated forces.Indeed, note ‘that (3 3.12) can be rewritten,

for all vh € Vh

g&) =5 € -£) [ G, el )]

. M- | ' .
1 ' > >

i=1
7y - ;t,h_,ﬁ [ (gﬂh)] :

We shall see that this simplification is theoretically
justified since it does not decrease the order of comvergence.
. i)
Morecver, with respect to this order of convergence, we could use

more simple numerical integration séhemes, as quoted in Remark 4.3.1.

[
Remark 3.3.2 : In this section we have defined the discrete
. -
problem by using the finite element space Vh - see (3.3.1) and

(3.3.11) for example. From section 3.2, it is obvious that the

inclusion
+ -
v, < HI(I) x H3(I)

no longervholds. We only have

\;;c'lm‘lll‘ [n (K)tz(K)]

i=1
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This is why in the Introduction we have qualified this

approach 'a "pseudo=c¢onforming' approximation of the components

of the displacement.

[ |
4 - CONVERGENCE 'AND ERROR ESTIMATES
In this paragraph, we shall be interested in the
following problems : '
-

(i) show that the problem (3.3.14) has a unique solution ﬁﬁ € Vh
(ii) show the error estimate

1§ - o I = o)

(i.e., the same order as in (2.2.2)), where K denotes the solution

of the continuous problem (1.2.5).

From now on, we assume that the mapping $ defined in (1.1.1)

is sufficiently regular for our following purposes.

In order to solve the problem (ii), we shall first give

an abstract error estimate.

4,1 - Abstract error estimate :

Theorem 4.1.1. : Let us consider a family of discrete problems

(3.3.14)'fOr which the Bilinear'forms are vﬁ—'elliptic; uniformly

whith respect to h, in the sense that there exists a constant

o. > o, independeént of h , such that

ol l? s b (W) Ve eV 4.1.1)

Then, there exists a constant C, independent of h, such that




8- 30 < °§

+ igug-
whevh

+ _>311‘Er>
whE h

Proof :

_[a(vh,wh).j.bh(vh,wh)|}

. > >
+1n§ {llu - Vh“ +
VeV

>

+

-
A

-> >
HESEEACHY z

>
T

-5
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(4.1.2)

The assumption of Vh- ellipticity involves the existence

and the uniqueness of a solution u, for the discrete problem (3.3.14).

-

Then, let vy be any element of the space ﬁ;.

>
-V

> >
all, - 7, [12<b, (3 -
= a(ﬁ -

> -
+ [fh(uh - vh)

h

- ->_+)
Yo Y T VY

-

V.

> > > >

>
y U

h

"f(l-lz_l-‘;;)] ,

We are able to write :

> >

b .
h Vot

so that the continuity of the bilinear form a(.,.) involves ;

-> .
a ”uh - ‘;;”SM”;;_ ‘?h” +

e T U

o> > - ->

b v ) |
- V) T b vy - vy

>

+

la(vh,uh
|

-

V)|

+

and thus

-> ->

Q
=X
'
<
=

|

-> -
sMlu- v |l + sup

SSUB,
w, €V

e, - v

la@,, ) = b, (7 )|

>
whgvh Ilwh“
-> T
|f(wh) - fh(wh)l

A

h€'n
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Combining this inequality with the triangular inequality

>

-
Il - o ll s IIu A B A

) * ‘ - ‘- » - - ) ) ) + +
and taking the minimum with respect to vy € Vh, we get the

inequality (4.1.2).
: a

Thus, in addition to the usual approximation theory term
. . + + 3 L4 * -
Jinf Hu - Vh“ g we find two additional terms which measure
v, eV '
h 'h
the consistency between the bilinear forms a(.,.) and bh(.,.) on
the one hand, and between the linear forms £(.) and gh(.) on the

other hand.

4.2 - Estimate of the consistency er r‘la(x? v?) - b (\;> w.?)l
. con y erro h°¥Yh NN

-

~ Let us consider any functions v ,&7 € X and let us . denote
> 2 > h’"h h
h,wh € Xh the corresponding functions through the bijection Fh
defined in Theorem 3.2.1. Using definitions (3.3.1) (3.3.13) we

have

(vh

. > > > > .~ .
a(vh,wh) - bh(vh,wh) = a(vh,wh) - ay ,wh)

(4.2.1)

> 2 *x = =2
+ ah(vh,w ) - ah(vh,wh) .

. > - ~, T B
In order to estimate the expression |a(vh,wh)— ah(vh,wh)i

- see Theorem 4. 2.3"we begin by proving preliminary Theorems
“4,2.1 and 4.2.2, Next, in Theorem 4 2.4 we give an estimate for
‘the difference Iah(vh,ér) ah(vh,w )[ so that, by assembling it
with the result of Theorem 4,2.3 , we obtain, in Theorem 4.2.5,

->
the estimate of the consistency error la(GL,wh) b (vh,w )|

Theorem 4.2.1. : There exists a constant C, independent of h, such
s

- -> z ~ ~ .
that for amy v, =_(vh1,vha) ¢ X, and any ¥, = (Vh1’vh3) € ih in

correspondence through the bijection Fh defined in Theorem 3.2.1 ,

we have for any i,l < i < M
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v U= W < ~ntl 2 2 15
Yoy G = Y, ) oK, Ch ”"hl‘“x,xi * IIVh.gHz,Ki e (4:2.2)
Proof (in three steps)
We record that from (1.1.17) and (3.3.2), we have
1@y - Ly, 4a, YiE) = LS (4.2.3)
R T R R Vha {* "m0 T Vhy "o
. PP 1 : =
Step 1 : An expression qf vhl(g) using v, Fh(vh) .
2
Let us consider the restriction vhl to any element
K.
i

K = jgi—l’gi[ of the partition of I. For simplicity, we still

=z . . s e s
denote Vi this restriction. By definition-

~ ~ ~

h1€ Vh1’ vhse th .

>1 ~ 73

h hi h + haah

~
y V

Thus, ;hl € P1(Ki) so that, for any § ¢ [Ei—l ., &..]
v, (ED)-v, (E
ARG RE G e ad (4.2.4)
1 I
1 i-1 8

} " N
Moreover, from the relations (3.2.11), we obtain vh(Ei) = vh(Ei)

Since $h(a) = vh(g)2¥(g) +v. (E)a’(£), we obtain
) 1 hi

~ ' > - >3 ->
v, (Bp) = (1€ ey ) vy (B + @(ED.ay ) vy (B,
| | | (4.2.5)

is= oo .

Let us denote

gy = Ty 2
dhk(g) =4a (g).ahk
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Then, the relations (4.2.4) (4.2.5) involve for any £ € Ki

(dy 1(5 vy (€)= 4y (Br vy (€ ))

ERORE e Bl
' ‘ (4.2.6,

+ @ vy (B - a (€ vy (€5 )

~t
Step 2 : Finite éxpansion of th(g)'
For simplicity, we.denote $(E) for $(£,0). Then, the regularity

 of $-permits to write (see (1.1.4)) :

) =AE @ -0dE on?) , I=gor g (42.7)

Here and subsequently, the notation g(€) = O(hk) means that

there exists a constant C independent of h such that

sup |g(&)| = cn®

g eI.i

a(z) = a(®) + 2(2 - £) (§'().$"(©®)) + o(n?) , (4.2.8)
o pe=s) . .

From (1.1.10) , (4.2.7) and (4.2.9) , we deduce

3@ = gy §a1(5> + (E-)9"(®) - _
| ~ (4.2.10)

g LZ-E) = ST .
CRPYES) @'©.3 (8))a (&) + 0(h%)
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Likewise

3D =3 @ + (- B3E +0om?) (4.2.11)

: - ,
Owing to the regularity of ¢ , we can write

$( =3 + @ -0FE +5 @ -DFE) + 0k , (4.2.12)

so that we obtain from (1.1.7) and (3.1.8)

ay, =3 @ vy €+ B - 208E) + 0D . (4.2.13)

Combining the above expansion with (4.2.10) and (4.2.11)

we deduce :

- 1 = !
dhi(z) 1 +

(@204
e {Eittie - @ ©.F @) 0w |
4 = @ -8 E®.5En
1 ' (4.2.15)
+ (& * £ = 28) (B (8).3"(®) + o?)
From (1.1.2), (1.1.11) and (1.1.13), we obtain
g VeEY = ot Y = - 2 T - a(g)
al €).$'(®) a (E)qal(i) a, (E)-al(g) R(E) (4.2.16)
so that relation (4.2.15) becomes
45 (D) = QI - £ - g _) %((%- +0(h?)  (4.2.17)
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Then, since vhl € Px(Ki) and,yha € Pg(Ki)’ ghere exists

nel& > E;1 such that

v (D =v &+ C-BDvy
(4.2.18)

v, (B = v (B + (- Dy ()

Combining the finite expamsions (4.2.14) (4.2.17) (4.2.18)

with relations (4.2.6)

il 3 A 1 1 1" :
3, ® 2 @ - gy GO, @ ¢

. ;Egg v (B + G () % vl 4wy (B) + ) (4.2.19)

e vy (@) o).

Step 3 : Obtention of estimate (4.2.2)

B

RelationS'(B.l.S) and (3.1.9) involve
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= - 2.
T T E R ] GTED -0k, s

i i-1
(4:2.20)
+ (9 (E) 4.¢2<5i_,>>2} ;
so that we deduce with (4.2.12) and (1.1.3)
/Eh = Va(Z) + 0(h) (4.2.21)

Then, from (4.2.19) and (4.2.21), we obtain for any

+ (Vhl(i) + Vﬁz + vhS(E) + vaa(n)) 0(h)

and thus, with (4.2.3)

i

L
Yoy O =V () + oy () + v vy, (B) +

o , : (4.2.22)
' .
+ vl (M) o(h)
From (4.2.22), we derive for aﬁy element Ki e?ﬁl:
N .
v 1oy L1
Ith(vh) Yl(vh), o,K. s
(4.2.23)

3/2 i I 2 + I 2 1/2
s Ch p=0 vhllpsw:Ki vh3,ps°°:Ki$
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Taking into account that the length of K, is bounded
by h, 1 s i <M , the results of interpolation theory in
Sobolev spaces show that

RA A <
| hj l-p,w,Ki

so that (4.2.23) yields -

12

b4

~ R | 1'+A -
Yp, (o) - Y@y 0.k, < Ch

2 |2
”vhl” 1 ’Ki * ”vh3”2 ,Ki

which is exactly the estimate (4.2.2)

Let us prove now the followiﬁg theorem :

Theorem 4.2.2. : There exists a constant C, independent of h, such
1 ~ ~ = -+ >

that for any v, = (th’vhs) € Xh s vy = (vh1’vhz) € Xh 1n'corres

pondence through the bijection Fh‘defined'in'Theorem 3.2.1 , we

have for any i, 1 £ i < M s

> - : 1 :
~o e~ _ Al 2 2 /2
‘phl(vh) pl(vh) |0’Ki < Chgllvhllll’Ki ¥ IIVhS“Z’Kii » (4.2.24)

Proof (in six steps)

. ~1z 17 - . ->
Step 1 : An expression of phz(vh) - pl(vh) as function of vh

+

. First, let us record that, from (1.1.17) and (3.3.2),

we have :

Ly =_l_l_ o2 1 ' ~12‘ =1~
Ol(Vh) /;.( VA (Vh3 R vh1)) , phl(vh) 2 vh3 .



We still denote $(£) for $(£,0).

Then, if we set

: 1 .
a vha R~ a vh1 |
~ T b~y
‘P(Vh) z_l: Vha s
we can write

~ 4, R - 1 -
Pp, V) = 01 (W) = = ow<vh> Yy )) +

+ (7= = o= WE,)

/5; Va h
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(4.2.25)

(4.2.26)

Step 2 : An expreSSLOn of v" (E) as function of the degrees of

freedom of Xh.

g

From now on, let us consider the restriction ¥
any K = ]E ],E [ . For simplicity, we st111 denote v vh

restrlctlon By definition of the space X

Vhy(8) = (=MEae2v, (€

+ A1=02(E,- €,

AR (g-E,

™~
1V,

h2

3(€i-l

» we have :

) + A2(3—2A)§£

) +

€D

to

th1s

(€ +
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- Then, the first and second derivatives of Vi, respec- .

tively admit the following expressions :
ey oL eaeer®) Gl (Eo) - 3, (L
%, © = g 0 Gy, 6 Vo, By *

+ ONZ-aA1) vy (Bi_)) + (4.2.27)

1293yt
+ (3A ZX)VhS(Ei)

TR S .
Vo ® = gg e 1O g, B vy i)

1 ~, .
+ _—E__- 3(6)\"4) Vha(gi-]) + (4.2.28)
i "1i-1

+ (6A=2) véa(ii)s

and, evidently, we obtain similar expressions for Vﬂa(g) and

@)

+
Step 3 : An expression of p Yv,) - 01(3 ) as function of 3 .
hi1  h 1 h h

The relations (3.2.11) involve
~ _ > . -3 -+
Vh,(Ey) = Vh.l(;i) a”(g;) + vha(Ei) a” (€} . a,

From relations (1.1.10) (3.!.8) (3.1.9) and (4.2.20), the

previous relation can be rewritten as
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. ->
~ T SIS T ey -
- vhl(ii) aa(éi)f
and thus \
vha(Ei) - th(gi—l) = 73: . givha(ii) S -
- .
2, (&)
- ) —_—r y 4.2.29
oy i) ot ) (4.2.29)
O E ). a,(E, )
- v, (E)——= - v, (L. )—1—ng
‘hy ' 71 /;(g;y hy “’i~1 Ja(gi—l)

/

From compatibility relation (3.2.9) and relation (3.2.14),
we deduce

Va_

~' _ h ' _ ] 3

By substituting relations (4.2.28) to (4.2.30) into the
relation (4.2.26) we find

P 2 1,2, _ 1 :
phl(vh)_- pl(vh) = 7@: (A(vhs) + B(vhl)) +

(4.2.31)
1 1 >
+ (;Ei - 7%) w(Vh)



where

>

' ap, | 316 1
A(Vh ) = m( 12>\+6)g[.ah

-

n aG_ Y ®

(€)=
»/a(ii »’a(E)]

iy G |
_[ - - ].vha(ai—l)i *

1 1 1 '
+ e (6A=4) - v, (& 1)+
€581 g [/HEH) /I(z)] by Tmd

1 $'(E) 3" (®)

+

and
1 -1 h1
B(v. ) = (-120+6) —% .
V‘m /;;l g (gi—gi-l)z /;}';
. (E.) 3, (E,_})
. [vhl'.(gl - v (G ) /—3—_—__———1_1_]
a(E ) | a(gi"l)

. h 1
+ (6A-2) o B >] %
Ve KD

1 R' (E) NCE 13T E @
P ®REDHZ Y RO ald)

1 1
(6)\-2),[ - ]v (£)§ +
AEy Aml e awm | 2O

(E) - 'R' ('g"")

hy (&)

hs

/
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><4.2.32

(&)

(4.2.3:
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Step 4 : Finite expansion of A(vh3)°

We have the following finite expansions

2D =81 + (-0 P + 3 (€,-02F" (&) + o(n?)

NPt 1 _ §1(8).3"©)
S RRACE R ATy
| (E,-B)?
- 73— @@©.37 @ + §r@ )
(E,-£)*

3 1 "
YT @@ 3 EN + omh

and thus

2 (£.)
1 1

(B) + (£.-E)[" (&) -
Va(g;) " a <a) & O

$1©).3"® = 1 - J
-LELe B 7 3 5 (E,=E)2LP™ (£) -

§'®.3"® =, §'@® .3 © 4,
"y S - S B G, s

@' ) .3"E)? +, _
A TG a3

\

b (4.2.34

§r o) $"(a> " 3.
-2 £ L) @1} + o)



- 37 -

‘ From expression (3.1.8), it follows

ap, =@ 7 (€48, =26)¢"E) + L LED? +

| (4.2.35)
b EENE, B+ D21 ®) + o))
Since
a = a(®) + (E48; 203" (€)."(®) +
o (B m20)281(0) .3 @) +
s Lt €D D28 @8 ®
+ 0(h%)
we find
1 1 _ - §r®.9"® _
;‘}: = a(g) 1 (£i+£i-] 25) ~ a(z)
! $"(8).$" &)
g G 7B ey Y
@& ® .3 En? (4.2.36
+ (€i+5i_1*2€)2 [a(E) ]2 - )

1 2
- 3‘ [(gi_g) + (Ei-g) (gi_l_g) +

+ (gi—]_€)2]$' (‘E)aig')" (E.») + O(hs)
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Consequently, we obtain, on the one hand,

> >
%m "aicgi)

-'.. :;~}. =-;:_:'| -l _ $l (E)-$"(E)
3 V)  Va@®) Ya@®) 3 2 G570 0 '

+ cb(é)f + 0(h®)

where

¥ ‘4 .~ ~|.v 2 ‘ n . "

1

La(&)]? 2 a(g)

1
-5 [E5)? + €050 +

g 0 188 .3 ©)

a(g) B P
R R ey BT ® )2
7 G0 (60 [ ate
P8 |
BPY¢3) »
and, on the other hand,
IR D e R NG 2
7z  /a®  a® €8 —g@y— *+oud)

Let us observe that the first development is symmetric
with respect toEi and Ei-l . Then, by taking into account the
expression (4.2.27), the relation (4.2.32) yields
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LA E .
ey = - SRS |
;‘f§;¥2;‘ ) (Vha(gi> -V, G ) T

+ 2D (v () = vy (B ) o

(~122+6) _ : '
* (gi_gi—l)z (Vha(gi) Vha(gi—l)) Ya(t) * >

+ By (0(n®) vy (Bp) + O vy (5 )]

i 7i-1

1
£;-&

i °i-1

+

§o<h2> (6A-4) v (B;_)) +

+ 0(h?) (61-2) vgs(gi>§
But Taylor's formula implies

i-1 1

v B = v € ) =GR I v (8) L By s B S by

D= (BB DV L B snSE L

v‘;13(5’1) - vﬂg(i. i

g -

' N - _____l___ - - "
Vha(g) gi_gi-l (Vhs(gl) Vhs(gi_l)) = 0(h) Vhs(w)’ Ei_l fw< g,

Since (&) 0(h?) , there exist 8d ¢ [Ei_l,Ei] s ] =‘0,1,2

such that

2 . . :
Alv o(my( } vﬁg) ©d)) . u (4.2.37)

=0



Step 5 : Finite expansion of B(th)'

We have

HED =50 + G0 3@ + 3 €07 W@ + o),
Vi, (85) = vy (€) + E;-Bvp

Since Za(g).$'(£) = 0, we obtain with (4.2.16)

o’

> Fg e Tu = a(g
aS(E) N (g)" a3(€) N & R(E

y

A

')"u ' > " _ ca®) '
a©.4'@® + @@ = E&h'

Combining these last relations with finite expansions
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(4.2.38)

(4.2.34)(4.2.35)(4.2.36) and (4.2.38), we get for any £ ¢ [51—1 , Ei]

3, a (g a, (&)
2 Lvy €D /a(Ei) - vhl(il_l 7:?2f=j? 1=
'}A 1=
: ST Ty, 1 v, (B) +
a@ (RO T
+ g €4 =200 s vl () -
_ _R'(&) 3.3

®EN?2 'm® T wE T a® Vh1(€)]$ '

* vy, B) v ) o) . /

..>

(4.2.39)



Next, we have

R(EY) = R(E) + (§;8) R'(E) + O(HY)

so that

| . _ R'(§) 2
ey "wm T G we O )§
By using (4.2;3&), we obtain

1 1
R(E,) /A, M

1 1

- v _ R'(‘E) L
+ (€ v (®) - S vy, ©

315 .$"®) :
- @t

+ (v (8) + v ) O(m®)

By combining this last finite“expansion with (4.2.39),

the expression (4.2.33) involves :

1 s
I vPetn

B(Vhl) = o(h) ( . i1 i
j=0 ,
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(4.2.40)
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..........

Step 6 : Obtention of estimate (4.2.24).

From (4.2.36), it follows

‘/éh— = /313 {I+0(h)}.

By using the last expression comBined with finite
expansions (4.2.37) and (4.2. 40), we prove from (4.2.25) and
(4.2.31), the existence of values BJ € [El I,E 1 ,3=0,1 and

i s
n e Ei_l,EiJ » 3 =0,1,2 such that

Bl Gy - 016y = o) [ ] 3v1§-j) ®%) +
j=0
(4.2.41)

+ Vég) (nj)g + vﬁs(n%)]

Then, we derive for any element K. of 1; the existence
S

of a constant C independent of h such that

ISI(E)-01(3)| <cn e % v 2
hi*'h 1 h O:Ki p=0 hy P,m,Ki .
(4.2.42)
2 2 Y2 .
' pzo 'vh3lp’w’Ki§

The estimate (4.2.24) is obtalnea by using similar arguments

to those developped at the end of the proof of Theorem 4.2.1.
8
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Combining the previous theorems, we obtain

“Theorem ' b 2 3. ¢ There eéxists a constant c 1ndependent of h
.......... % z :
such that for any Vh’ W' € Xh and any Vh’ Wy € Xh in correspondence

through the bijection Fh proved in Theorem 3.2.1, we have

|a@, ) - 3, G| < ch ||V Il I Il C (4.2.43)

. Proof..: The relatioms (1.2.3) and<(3.3.l) involve :

> >
> > ~ o~ o~ > > > >
la(vh,wh) - ah(vh?wh)l < L (lAi(vh’wh)l + lBi(Vh,wh)i) s
with
> Ee 1,7 1—>‘ _ \
Ai(vh’wh) = [K-'T:GI'ng(Vh) Yx(wh) Va
1

-5

- ?hi(;h);&d(;hj Y2y g d&

-> = _ Ee3 1 -> 1 _
Bi(vh)wh) = JK ]2(1_?\)2.) %pl(vh) pl (wh) ‘/5 ’

i

> -
Pp; (V3 Py () Va, 2 dg
From (4.2.21), we have for any £ ¢ Ki , 1 s1i¢ Mh .

Va, = va(E) + 0(h) . (4.2.44)
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>
Moreover, it is easy to prove that for any vh € Xh
.-)

and any v Xh in correspondence through the b13ect10n Fh,
there ex;st constants C1 > 0 and Ci > 0, independent of h,

such that
) >
¢ Il < I8, s ¢ 1%, (4.2.45)

where H.“h.is defined by (3.2.15).

Combining (4.2.44)(4.2.45) with estimates (4.2.2) and (4.2.24),
we derive the existence of constants C1 and C2 independent of h

such that

IA

-
DRI EA N

ol
].

IA
e
IA
=2
~»

A

lBi(3h,'$h)l c h”vh“ Il w ” , 1<

=

Estimation (4.?.43) follows by summation over i, |

IA
'_l
A
s;z

Now, we consider the estimate of the difference

- > > >

IZh(Gh,Sh) - a;(;h’;h)l which appears in relation (4.2.1)}

> > >
By usiqg (3.3.1) and (3.3.11), we get for any v ,; ih
. T = *-: >
M > > . (4.2.46)
1 "x, (o) + "k, vy, »3p)
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where
> > _— > .
1.,y e o1
EKi.(Vh’wh) /gh[ L( /=7 Yn, V8 Yo, n) 96
. i N
' (4.2.47
iLl : E > > '
e ~ .~~~
- w —— b
zl.z=1 2K, ; T=vz 'h (Vy)v Yh, (Wh)§ 3 21,Ki$
> > Ee3 - -
2 Ny O Dt Woa
EKi(vh’wh) /Zh[ JK 055 P V) Pny V) d€
i . . :
’ (4.2.
I B RV RYCA S |
- PRo K. ) T2(1V) "hy o h' " hg 22 KA
R2=1 1 i
Then, we prove_fhe following theorem :
Theorem 4.2.4. : Assume that the numerical:integratiOn'schemes

which appear in (3.3.11) (4.2.47) (4.2.48) aré derived from

schemes defined over the reference element K and such that

¥ e P (K) , E'(®)

¥6 <P () , EX()

Bere,

~

-~ o~

]

~ ~

(3.3.10), i.e.

-

(4.2.49)

(4.2.50)

E” is associated to f; through relations (3.3.8) to

1 or 2.

(4.2.51)



- 46 -

Then, for angfregular'partition‘z;'gg i'(see (2.1.1))

> >

|25 (v, %) - ay (v, %) | < chl| vllglhelly - (4.2.52)

Proof : For simplicity, we have denoted Eé; as a function of
-> > ’ 1

~ 1 . . . ~ ~
VoW In fact, EKi 1s just a function of Vh‘ and whl . The

corresponding function to integrate in (4.2.47)+is the product

. . . Ee S - Ty 21
of variable coefficient =7 by functions th(vh) - vhl(g).

Then, by assuming that the variable coefficient

e . .
T=yz 1S suffi
ciently smooth, we obtain as a consequence of [1, part III,

Theorem 4.4.1] or [2, Theorem 4.3]

+> >

IEII< (;h’;h)’ < Chy
1

~

REM AN

Similarly, we obtain

> >

(-3 AR e W A R |
K, “"h**h R The kN Vil x,

By combining above estimates with (4.2.46), we immediately
obtain the estimate (4.2.52).
' |

Combining the results of Theorems 4.2.3 and 4.2.4 , we

finally find :
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Theorem 4.2.5. Assume‘that'the'numerical‘integration'sChemes

which appear‘in (3;3;11)‘(4;2;47)'(4;2;&8}‘are'derivedjfrom

" schemes defined over the reéference élemént K and such that

~ -~

¥ 5 € Po(i) , E1(¢) (4.2.53)

(]
(@)

- -~

Vo e pz(i)- , E2(4)

o , ' (4.2.54)

wiﬁﬁ E} and E? defined by (4.2.51) . Then, for any regular

partition'gh'gi I - see (2.1.1) = there exists a constant C,

independent of h, such that for any ;h, ;h € ih’ we have
> G - - ’
| a(vy,w) - bh(vh,wh)l < Ch||yh|| “wh” , (4.2.55)

where the bilinear forms.a(.,.) and bh(.,.) are defined

by (1.2.3) and (3.3.13).

Proof :

i) From Theorem &4.2.3, we have
> > ~ = 2 RN >
La(vh,wh) - ah(vh,wh)l < Ch| vhﬂ ”whH‘ .

ii) From Theorem 4.2.4 and inequalities (4.2.45) we

have

> >

ERCACB I W CARN] I cull v, Il %, Il -
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iii) Then, estima;e (4.2.55) arises from above estimates

and decomposition (4.2.1).

- 4.3 - Estimate of the consistency eérror |f(€r’h) - fh@h)[
Now, we prove the following theorem :

Theorem 4.3.1. : For any regular partition‘%% of I and for any

comporernts pl,p3 € Wl’q(I) » g €R , g 22 , there exists a

‘constant C, independent of h, such that

-
| w

NI (4.3.1)

£ - £ @) < c:hH;H Ll

- -> -
for all w, € Vh

Proof :

Observe first that the inclusion with continuous injection
Wl’q(I) Ca%kl) gives sense to the expression (3.3.12). Next, g
observe that this definition (3.3.12) "is obtained from (1.2.4) by

using the following numerical integratién scheme over the reference

interval [0,1]

o o |
f $(E) dE v 3 [9(0) + (1T . (4.3.2)
. |

Since this scheme is in particular exact for constants,

the estimate (4.3.1) follows from results of [1, part. III, Theorem
4.4.27 or [2, Theorem 4.2] .

‘Remark 4.3.1 : In particular, the proof of Theorem 4.3.1 shows that the

definition of fh through the scheme (4.3.2) can be weakened. For instance,

we could use the scheme

J‘ $(E) dE ~ 3D
0
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which is exact for constants. ]

“ 4.4 = The bilinear form b'ﬁ(.,.) is undiformly vh'-t elliptic

In Theorem A.].]. whichbgﬁveg'the”aﬁstract error estimate,
we have assumed the property (4.1.1), i.e., the bilinear form
bh("') is uniformly ?h - elliptic. In the next theorem, we check

that this property is effectively satisfied.

Theorem 4.4.1. : Assume that the numerical integration schemes

whiéh appear in‘(3;3.ll)'(4;2;47) (4.2.48) are derived from

‘schemes defined over the reference eélement K and such that

-~ -~

¥ & € PO(E) , EN ) (4.4.1)

]
(@)

¥ o ¢ Pz(i) JE2(6) =0 , (4.4.2)

with B defined by (4.2.51).

Then, for any regular partitionqﬁh_gg I - see (2.1.1) .-

there éxist constants hi > 0 and o > 0, independent of h, such

that for any h < h  we have

alphlfz < bh(zh’zh) » ¥ 3h € §h . (4.4.3)

‘0

‘Proof :

The assumptions of Theorem 4.2.5.are satisfied. Then

- -> >
[a(vh,zh) - bh($h,3h)| < Ch” vhﬂz s ¥ vy € Vh . (4.4.4)
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Moreover by analogy, with [3, Theorem 6.1.3] ,
we can check that the bilinear form a(.,.) 1s V - elliptic. Since

->
Vh c V there exists a constant 8 > O, 1ndependent of h such that

- -> : >
a(v,,v,) = Bllv 2 L ¥v, eV . (4.4.5)

Combining (4.4.4) and (4.4.5), we obtain

-+ - -
bh<vh,z£> > @8- eV II? , ¥ v, e 35 ,

and property (4.4.3) follows for h sufficiently small.

4.5 - Error estimate

Now we can prove the error estimate theorem.

Theorem 4.5.1. : Let %? be a regular .partition of I - see

3

(2.1.1) - Let Vh , Vh be the associated finite element spaces
respectively defined by (3.2.16) and (3.2.17).

Assume that the numerical integration schemes which appear
in (3.3.11) (4.2.47) (4.2.48) are derived from schemes defined over

the reference element K and such that

<
©
m
-
~~
™y
N
=
[
”~~
©
S’
]
o

(4.5.1) °

<
-
m
L5~ ]
—~
=R
~
-
t=J
N
~~
o
~
l
o

(4.5.2)
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‘where E(¢) ‘is defined by (4:2.51).

Then, if the solution u ¢ V of the variational problem
(1.2.5) belongs to the space H?(I) x H?(I) x H3(I) , if the
components of the loads pl,pd e W}’q(I)‘,lq eR, q22, there

exist constants h{ > 0'and C > O, independent of h , such that -

- for any h <'h1 we have

. a2 |
I3 3,0 = o [ Ll g+l 7 ba ) x| @5

where Gﬁ € Vﬁ is the solution of the dlscrete problem (3.3.14).

Proof :

We are allowed to apply Theorem 4.1.1. For the first term

of the second member of inequality (4.1. 2), we remark that the

1nf1n1mum is bounded from above taking vh = ﬂhu, where
— -
mu = ('rrhlu1 ’ nhlu2 . thu ) denotes the V h - interpolate of the

function U ¢ V. Then, using results of lnterpolatlon theory, we

find that there exists a constant C, 1ndependent of h, such that

I3 - 73]l < cn <a§ gl g + N ”_ . (4.5.4)

Next, from Theorem 4.2.5., we have

2t = by )| = el mEl )

so that
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sup - < Chl| T4 (4.5.5)
->
whevh ’Iwhl

- interpolation (resp. V. -

Since the operator of V h
2

ha
1nterpolat10n) leaves invariant the spaces P (K ),

is= Mh (resp. P (K )), we obtain

”ﬂhlualL,IiS C|ha“1,1‘ (resp ”ﬂhzuauz;I 5~C”u;“2,r)
and, hence
Il cliay . (4.5.6)

Finally, from Theorem 4.3.1., we obtain

g
leGe) - £, Gyl

52 < enll el q,r - (4.3.7)

YheVy H |

Error estimate (4.5.3) follows Ey comﬁining inequalities
(4.1.2), (4.5.4) to (4.5.7).
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