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RESUME : On montre que la mé&thode des Variables Instrumentales,

ainsi que l'algorithme de ré&alisation de Ho-Kalman, sont consis=~
tants pour 1'identifiéation sur un seul &chantillon des caracté-~
ristiques modales (partie pSle) d'un processus Gaussien-Markovien

excité par un bruit blanc non stationnaire.

ABSTRACT : Gauss—Markov processes excited by ﬁonstationary noises
are encountered in the modelling of vibrating systems. We prqve
that the classical Instrumental Variable method, as well as the
Ho-Kalman realization algorithm, for identifying the pole part
(modal characterisics) of the model, are consistent when used on

a single sample of the (nonstationary) signal.
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I. INTRODUCTION AND MAIN RESULTS.

State space models of the form

1.1y { Xt+1 = FXt + Vt+l (F asymptotically stable)

Y

#
fas]
e

t t °?

where the observation (Yt) is a vector process, and the excitation (Vt)

is a ‘(non-stationary) white noise with time-=varying covariance matrix

T
E:(vt+1 Vt+1 ) = Qt » are often encountered in various applications. For
example, vibrating systems are often subject to non stationary excitation

noises ([1][2][3]), and may be described by such models. Note that

the torresponding signal (Yt) is non stationary, although the matricesH

and F are constant.

The problem we are interested in is the following :

PROBLEM : Given a single sample YO’ Yl""’YS of the process (Yt)’ '

how to identify (up to a change of basis in the state space) the matrices

H and F'?

Note that it is not clear that this is possible, since no
ergodicity property can be used for this purpose in view of the non

stationary character of the observed signal (Yt)'

An answer to this problem would provide us with the modal

characteristics of the signal (Yt), namely the pairs (A, H¢ﬁ) where
Ais an eigenvalue of F, and ¢, the corresponding eigenvector ; and
it turns out ([1]1[2][3]) that this corresponds to the modal decomposition

of the underlying vibrating structure in the case of vibration measurement:

The non stationary stochastic realization of signals of the
form (1) is analysed in [4][51[6] when multiple data records are
available ; this is an entirely different problem, since in this case

. T | ‘
in. may be esti
mated by averaging upon the different records of the variables Yi and Yjv;

the non stationary covariance function TI(i,j) = E Y

such problems are encountered in econometrics where non stationary phenomen:
are periodically repeated. Unfortunately, this is not the case in our

situation, where only one sample is available.

D PAPIER RECUPERE ET RECYCL,



Let us analyse the problem from a:heuristical viewpoint, by

looking at scalar non stationary AR MA signal of the form

. N P .

2 = :
(1,2) Tt I 2¥em * 1 P8 ey

n=1 . p=0

where (et) is a standartwhite noise and the MA coefficients bp(t) are
slowly time varying. Then, for S large, let us decompose the sample
/ATEERER A into blocks of the form Vers VT4l FeraT-1 for k=0,...,K-1 3
which are small enough for the bj's to be considered as constant, and
large enough for the true parameters a, being the solution of the system

/

of eguations:?

N (k) N ' (k)
n§1 2n T;+1~n :i = r;+1
(1.3) . - (0 . | E_ ('k)
Z ®n ' p4N-n _ - P+N
n=1
whete
kT+1-1
(k) 1
1.6y [ = = ] b
o T t=%kT vt-n

is the empilrical covariance function of (yt) estimated on the k-th
block, where the system is considered as stationary. In the classical

stationary case, (I.3) corresponds to the classical Instrumental Variable

method with delayed observations ([7]-[11]) which is known to be consistent,
so that the relationships (I.3) are approximately valid in our case,
by assuming (yt) to be stationary inside each block. Now, combining (I.3)

for various k gives

(YL e r® o, r1 I Tl
N I G Pel-r 7 K k=0 ‘
. K-1
N k-1 (& T (k)
T oa ) i y 21 ) o
o1 O K k=0 P4+N~-1 K k=0 P+N



But this shows that (al,...,aN) is the solution of the

Instrumental Variable method applied to the whole sample Vge---

v
oA
A

without taking care of the non stationary character of the signal.,

v
R

since

=~
o~si
o
(=]

o
~~
~
-
72]

(1.6) I = 1 7 vy y.
S © t “t-n

A
w’

is nothing but the single-sample empirical rovariance function of (yt).

The reason for this "consistency result" is the linear character
of the instrumental Variable method. So it may be expected that any linear
estimator should be consistent, including the Ho-Kalman realization al-
gorithm for example. On the other hénd, non linear estimates like Maximum
likelihood are expected to be nonrobust in case of non stationary

excitation.

Finally, note that the known consistency results for the Instrumen-
tel Variable method require the asymptotic stationarity of the involved
signals [71[8][9][10].

Now let us state the main results for the case of model (I.1).

Let us introduce the following assumptions :

ASSUMPTIONS 1 (i) The pair (H,F) is observable

(ii) The covariance matrix Qt is bounded uniformly in t.

(iii) There exists a matrix G* such that the pair (F,G*) is

cdntrollable, and such that, with probability 1, we have for S large :

S~1
T ' T
(t.7) 1] Verl Veep 2 CxCs s
A, t=0
S
where
5-1 2 v
(1.8) Ay = ] Hx, 117,
t::o

is assumed to satisfy AS >+ © w.p.l as § > e=.



COMMENT : Condition (iii) is a kind of (strong) uniform controllability

condition. The following result is proved in Appendix C :

LEMMA 1 : The following condition implies condition (iii) of assumption ! :

there exists Gx with

(1.9) Q> G*G: for every t, and (F,G*).controllable;

In fact, condition (iii) is much weaker than the present one,
since it is easy to see that this condition allows changes in the geometry

of the excitation matrix Q> which is not the case in the condition (I.9).

(I.1) Robustness of the Instrumental Variable method.

Now we are able to give the main results. Let us'assumeYt having
values in nad, and X, having values in RP (i.e. the process is "of order p')
let n (£ p) be the smallest index such that the observability matrix:

H

(1.10) On = | ur

HFn-l

is of full rank ; and let Al""’ An be a solution of

'

n
- n-i _ ) R
(1.11) qF ‘ 121 A, HF (A, .0 ,4,] 0,5

note that such a solution is generally non unique, unless the rows of

On are independent. Then the pair

o1
(1.12) H = [1,0...0], F= \\QF\\
: 01




is a (non-minimal) realization of the pair (H,F), in the sense that
the modal characteristics (A,H¢a) of the system (I.l) belong to the
set of the pairs O"\PA) where A e L and

- _
(1.13) (>\ I- Z A" A ¥, = 0.

i=1
Let us introduce the corresponding Instrumental Variable method.

Set

T
(I.14) r;(S)==Z Y Yt (n>0),

which is the empirical covariance function of the (non stationary) sample
YO,...YS ; reeall that in our situation, 1 r; (S) has no limit when S~

since no ergodic property is assumed. Congider the Hankel matrices

Fo(s) F (s) —— (s)

wo-|l

[ (s e — o, ' ()
(1.15) o

H) & H (.

Then let us introduce the following estimation methods

Instrumental Variable (I.V.) method : Solve the system

~

(1.16)  [-A,...,-a;, I] H (5) =

and denote by A1 (s),... ,An(S) a solution.



Far Past Projection (FPP) method of order N : Solve in the least squares

sense the system

-~

(1.17) [-A_,....-4;, 1] Hn’N(S) =0

and denote by A?(S),...,AS(S) a solution.

Now let us state the first main result :

THEOREM 1 : Let the assﬁmptions 1 be in force. Then, there exists an

integer N, depénding only upon the bound given in assumption 1-i, and

upon Gx’ such that the FPP method of order N is consistent in the sense

that

lim ] (A} (8)-a) HEYT = 0w.p.l,

where A,,...,A is an arbitrary solution of (I.11).
_ "1 n

Recall that the IV method is consistent - in the stationary case

(Qt=Q), which corresponds to N=n in the theorem 1,

Clearly, a drawback of this method lies in ithe fact that
the reconstructed pair (H,F) given in (I.12) is non minimal, or, equiva-
lently, that the matrix coefficents Al""’An are not unique. Let us

investigate this point.

(I.2) Robustness of the Ho-Kalman algorithm [12][16]

Let us denote by OHO any invertible square matrix obtained by '
extracting rows from Gn’ and let us denote by Z.OHO the matrix obtained

by extracting the same rows in the shifted observability matrix

- Hr |
: A
(1.18) Z. On = H



we have

(1.19) z.OHO = OHOF .

~ -

Hence, the pair (H,F) defined by

S [HO H > |
(1.20) #=0 (°° , z. 00 -7 gt°
is now a minimal realization of the pair (H,F), in the sense that they
are identical up to a change of basis in the state space. These remarks
lead to the following method.

-

HO-Kalman method : select in the Hankel matrix Hn(S) an invertible pxp

matrix (p=din Xt)’ and denote by ﬁgo(s) the corresponding matrix.; let
Z.Hn(S) be the shifted matrix, obtained by deleting the first p~-block row
in the matrix Hn+1,n(s)’ and denote by Z,HHO(S) the matrix obtained in
felectingﬂthe same rows and columns in Z.Hn(S) as before. Then solve for

H(5) and F(8) the systems

Hy () = 1(s) HEOs)
(1.21) |

z.H%s) = F(sy HEOs),

thus obtaining estimates H{S) and F(S) for H and F, which were defined in
(1.20) .

Ho-Kalman method, with Far Past Projection of order N :

 Proceed in the same way as before, but starting with Hn N(S) and Z.Hn N(S)
. £} 1]

respectively ; and denote byi{HO(S) the px({N+1)d) matrices obtained by
selecting p independent rows ~ in Hn N(S), and the samé rows in
z.H (8), respectively. '

n,N
Then solve in the least squares sense the systems

oy _ N HO
hO,N(S) B(8) Hy ()

(1.22)

HO, . SN, . HO
z.HN (8) = ¥ (). HN (sy,

-~ -

N N - -
thus obtaining estimates H (S} and F (8) of H and F.



Assume that the selection operation .can be dome independently of §
(for S large), the "true matrices'" H and F being obviously obtained in

~selecting the same rows in the observability matrix. Then we have again

the following comnsistency result :

THEOREM 2. Let the assumptions 1 be in force. Then there exists N

(depending upon the bound i), and G ) such that the Ko-Kalman method

with Far Past Projection of order N is consistent :

N

(1.23) H(S) » B, F(S) +F , wp.l.

Again, recall that the classical Ho-Kalman method is consistent

in the stationary case (Qt=Q).

Other cla551ca1 realization algorlthms ([133{141) should also
be robust in the same sense. However, analysing in the same non stationary
context the robustness of efficient algorithms based upon the Singular
Value Decomposition of the Hankel matrix Hw(S) {l181[191[201[21]) seems

to be a much harder task, we have not investigated at the moment.

(1.3) The case of models with measurement noise.

In some systems, measurement noise should also be taken into
account thus giving the model

X = FX_+V Ccov Vt

t+1 t £+1° +1 - %

(1.24),
Y

el HXF +Weyys COVW_ L, =R

where the noises (Vt) and (Wt} are assumed to be independent. Let us

modify the assumptions 1 in the following way :

_ASSUMPTIONS 2 (i)The pair (H,F) is observable.

(ii)The covariance matrices Q and R are bounded unlform{y in t

(i1i)There exists a constant matrix Gx’ such that the palr

(F,FGX) is controllable, and such that, for S large, the conditions (I.7)
and (I.8) hold w.p.l




1o

Note that Rt may be'singular. Set

M (s)— O

(1.25) Hyw(® = | | / /

l
r & —T

N+1

()]

+n+1

and denote by K?(S),...,KE(S) the least squares solution to the system

N o =N —N N i
(1.26) [—An(S),...,—Al(S),I] HU’N(S) =0

which is the equivalent in this case of the FPP method of order N.

Then the following theorem holds :

THEQOREM 3 : Let the assumptions 2 be in force. Then there exists N

(depending on the bounds in assumption 2-i) and on G*) such that the

FPP method of order N is consistent, in the sense that

1.27)  lim X (& (5)-a, O HF =0 w, P 1,
S &> o i=]

where the Ai's satisfy (I.11).

0f course, the corresponding results for the Ho-Kalman method
!
should also be stated in this case, but we have dropped them for the

sake of shortness.

(I.4) Organization of the sequel of the paper

The seQuel of the paper is devoted to the proofs of the theorems.

- The proof will proceed as follows. The empirical Hankel matrix
(I.15) will be decomposed into two parts : in the first one only the
empirical covariances of the state X and the noise V appear, whereas
the second one contains the contrlbutlon of the emp1r1cal cross-correlation -
of X and Vs i for i>0. A martlngale argument is used for showing that
the 1ater part is neglectible with respect to A ; on the other hand,

lower bounds are needed on the singular values of the first part, for



,showingAfhat this first part is not neglectible with respect to AS.

Thus the section II1 is entirely devoted to ‘the derivation
of bounds for the singular values of Hankel matrices associated to
stationary processes. The section III is devoted to the end of the

proof.

Finally, extensive experimental results are reported in
[1][2]103], where the robustness of the FPP method is shown in the

. nonstationary case.

I1. UPPER AND LOWER BOUNDS FOR THE SINGULAR VALUES OF HANKEL MATRICES OF
GAUSS—-MARKOV PROCESSES.

Throughout this section, only stationary Gauss-Markov processes

are involved,

II.1. Gauss—Markov processes without measurement mnoise.

3

Let us consider the following stationary Gauss-Markov process :

Xt+1 = :Xt + th+1

(IT.1)

where the matrix F is assumed to be asymptotically stable (hence (Yt) is
regular), énd (Vt) is a standard white noise with identity covariance matrix
the matrices H, ¥, G are respectively dxp, pxp, pxn. Assume algo the re-
presentation (II.1) to be minimal, i.e. the pairs (H,F) and (F,G) are

respectively observable and controllable,.

Let us consider the two following {infinite dimenfional) Hankel

matrices.

HE  HFG HFZG HFkG'

2 F,0)=
(11.2) HH,7,3) _— //////




L T—— &
0
| T
(I1.3) Hee) = T =®Ey ..
t l';{ k t+k ¢

' |

By assumption of minimality of the representation (ITI. 1), both

-

Hankel matrices H(H,F,G) and H(Y ) are of rank p ; the question we are

interested in is to evaluate how far is the process (Y ) from being of

rank p-1 7 Let be

A . A :
max(H,F,G)— 01?022"'30p S in (#,7,0)

(11.4)

miéYt)écith) R Géth) m1n<Yt)

the first p singular values 2 of the matrices (H,F,G) and (Yt)-respec—

tively (the other ones are zero). And set

¥,)) = max () (S(eie)))
(II.S) max  t oo ax
Spin (Y¢) = min (A _n(s(ele>))

. O<@<2n ™

{where A (A) and X_. (A) denote Tespectively the greatest and lowest
max min

eigenvalue of the matrix A) where

(I11.6) S(z) = H(I—zF)_chT(I—z-lFT)_l HT

is the spectrum of the process-(Yt). Finally, let

Cr,6) = (6,re,F%,...) |
(11.7) C(F,PHT) = (PHT FPH',...), where P = ((F,0) CT(F,G)
w,m = @t rfe’, FPPTeT, .. )7

(T) See Appendix A for definition and properties of the singular values

of a matrix.



be the controlability matrices of the pairs (F,G) and (F,PHT), and the
observability matrix of the pair (H,F) ; and let be respectiwvely

o (0 2o 0 5o (©Eo ©
s o €0 Lo svo, € Eo €
omax (()) & 01(0) Teeod UP (1)) 4 S in 1))

their corresponding singular values.

Let us assume that the process (Yt) is regular and of full rank

([15][221), namely that

(11.9) ast s(e?) # 0 for 0>e>2m.

Then, we have the following result :

THEOREM 4 : Under assumption (II.9), the following inequalities hold :

_ , : 1/2
o (Yt) €0 o (1,7,G) \Smax(Yt))

max
(II-10-a) .
omax(H,F,G) £ 0

@ o, (O

max

and '
) W\1/2>0
Gmin(Yt) > Gmin(H’F’G) (Smin(Yt))
(II-10-b)
N bl e
?min(H’r’G) # Omin\o) Omin (C)’
/2

cmin(CP)? Gmin(c) (smin(Yt))l

Before giving the proof of the theorem 4, let us give

a corollary and a refined version of them.



COROLLARY 1 : Let us consider the following Lyapunov equation :

(II.11) Q = FQFL + PHYHp

where P>0 is assumed to be such that

(11.12) P - FPFT‘= GGT(;O).

Then, we have the following inequalities

max "~ max max t

G113 Pmax(@ €2, (®) 5 (¥)

Amln(Q) 2 Amin( P) mln(Y )

where Smin and Smax are definedin (II.5) and (II.6).

To our knowledge, this is a new result in the area of

matrix Lyapunov equations.

Now, for an arbitrary set {i],...,im}, let us denote by
.

i,..
: = (Yt) the greatest singular value of the matrix obtained

g
max

by selecting in H(Y.) the rows i .»1_; and let us use the same
g t m

1’
notation for the other matrices. We have the following refinement

of theorem 4 :

THEOREM 5 : The following inequalities hold

Lyseensi i1yeeeni | 12
Omax ¥ 5 o #,F,6) [s . (¥)]
II.14) el i1
g ™ (H,F,6) < ! O o O
max o S Ohax ' max

together with the corresponding inequalities with ""'min" instead

Of n "
‘max




PROOFS : The proof of theorem &4 rests upon the following factori-
zation of the Hankel matrix H(Yt) :

(a1.15)  He) = HoEe . RY2 = 0mB . CEo . RY?,
where

~ 2 -

HG HFG HF G ...

' (o} "HG HFG
(I1.16) Rl/z - . T 0 \\\\\\ii\:::::::::

is a square root of the covariance matrix of (Yt)’ namely

T'o 4 4

T ﬂ
| y rc\\\\\\

ar.1ny RYZRY? - R & \\\\\\\\\\\\

. wl

Then, taking into account the fact that de process is
regular and of full rank (conditiom (II.9)), we get R > O ; then
we get (II.10 - a) and (II.10 - b) thanks to (A - 4,5,6,11) of

appendix A, using the fact that the lowest and greatest eigenvalues

of R are equal to Smin(Yt) and Smax(Yt) respectively ([23]). This

finishes the proof of theorem 4.

For theAcdrollary, note that, under assumption (II.12),
the matrix Q is given by

(II.18) Q = QI/Z Q T/2 Q]/2 = C(F,5) RT/Z-

Finally the theorem 5 proved in the same way as the theo-
rem 4, by keeping only the desired rows of the matrices H(Yt) .
H(H,F,6), and ((H,F).



WARNING : There is no corresponding lower bound for the singular
values of the matrix obtained by selecting columns (instead of rows)
in the Hankel matrix H(Yt), except in the case of a scalar signal
(d = 1). The reason is that the corresponding factorization of
H(Yt> would involve the extraction of columns in RT/Z, thus obtai-
ning a (non - invertible) rectangular matrix, what is not al lowed
by (A.11). This is not surprising since the construction of a basis
of the state space of'(Yt) involves the extraction of linearly in-
dependant rows of the Hankel matrix ([ 15]) which is not equivalent

to the extraction of columns, except in the scalar case.

(I1.2) Regular Gauss-Markov Process of full rank.

Now, let us give the corresponding results in the clag-~

31cal case of Gauss—Markov processes with minimal representa tion

({ 15])

£+l t t+]

(I1.19)

Y H X

t+1 t * W;+l

where we are interested in getting bounds for the singular values

of the shifted Hankel matrix

(r.200 Ay 4

|
'k

.
Let us focus our attention on the bounds which are independent of

the choice of the state space representation ; thus we can choose

the state space representation corresponding to the strong facto-

rization of the spectrum of (Y ), which is characterized by

( 15] [16]) :

Vt K
(I1.21) IE S 3) = R (KT 1)

Wt I



where R is the covariance matrix of the innovation process of (Yt)
and K is the Kalman gain, i.e. the unique solution of the wellknowm
Algebraic Riccati Equation such that F - KH be asymptotically stable
([15] [16]). Then we have the following result, assuming that (Yt)

is regular and of full rank :

FTHEOREM 6 : The following inequalities hold for the process (II.19) :

T (1) 1/2 /2

max 't

mn

|
Omax (H)F’KR ) (Smax (Yt))
(11.22)
Omin(Yt) > %min (H’F’KRI/Z) (Smin (Yt))]/z > 0

-

Heré, Ei(Yt) denote the singular values of H(Yt) {(cf. (I1.20)) or-

1/2

dered as in (I1.4), where-as oi(H,F,KR ) denote the singular va-

lues of the Hankel matrix H(H,F,G) with G = KRI/Z. Note that
(H(1 -~ ZF)—I K+ I) R]/2 is the strong factorization of the spec~-
trum of (Yt)’ so that the bounds in (11.22) are indeed canonical,
i.e. independent of the choice of the state space realization of
(Yt),'

PROOF (sketchy) : Here, the relevant factorization of the matrix

H{Yt) is the following one :

(r.23  Hey) = HaFre'/? L RY2

where .
/2 xr !/ 2 arer'/ 2 nrer'/ 2
0 r1/2 mr'/?  wrrg'/?

(rr.24) RY? -




is again a square root of the covariance matrix R of the process

(Yt) (cf. ((II.17) ; hence the theorem.

Note that the singular values o . and o in (I1.22)
- min max

do not depend upon the choice of the square root of R.

REMARK : Finally, let us mention that, for state space representa~

tions of the form (II.19), such that (Vt) be independent of (wt),

with covariance

G GT ,

T
(I1.25) IE Vtvt

the following inequalities hold

, 9, Q) ? Omax(H’F’FG) (Ié‘max)”2
(1I.26) 12
s . (? ) > o (4,F,FG) (Emin) ,

Ny
where o(H,F,FG) are defined as before, where as S are defined

max/min
as m (II.5) but using

- T

"ol -2 Wt = s - cov(w,)

(11.27) Sz & w1 - zp”

b
‘instead of the whole spectrum of (Yt)'
Of course, the later bounds (II.26) are coarser than the

preceeding ones given in theorem 6, but they will be useful in the

sequel ; moreover these bounds do not require that cov(wt) be > 0.
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where

(III.4) Ft = o{vo,...,vt};

Let us compute the predictable quadratlc variation (M,M ) of this

martingale (§25]) :

ne>

2 (x)
(Mg - M) E (g - Mg ) ! Forizp)

]

m T .. T T mT T‘
E (Hk F VS+i xS HQ H!Z XS VS+J’. FS+1—1

T ..T T
(X5 Hy HoX) H F' IE(Vg,. Vo .

(I11.5)

T
FS+i-1) FmT Hk

T T m mT T

s Hp o X B T Qg F OBy
< uﬂxsuz X constant ,

since Qt is assumed to be uniformly bounded.,

As a consequence,

(1I1.6) (M,M) < constant . A

S S

Then, thanks to a suitable version of the law of large numbers for

the martingales (see Appendix B), we get

(111.7) MS/AS + 0 w.p.l as § =+ o
since As * +* w.p.l by assumption. Set
) S
1 T
(II1.8) P, = — ] X 'X
5 A oo, et

(%) IE(XAA) denotes the conditional expectation of X w1th respect
to the o - algebra j.



from (I11.7), (I1I.2) and (III.3), we get the following key result :

(II1.9) -+ r(s) = w™p_H' + @) ,
AS m S

where the matrix €(S) > 0 w.p.l as § =+ =, Finnaly, we get :

HP B — mFP Y — WF P HY
S - S S
1
(II1.10) K;—HH’N(S) = /////f/] e (S)
n T
. HF P H' ———— HFp H — HE V0P ]
S 5 S |
with €(8) + 0 w.p.l as § + o,
Step 2 : lower bounds for (:) , and end of the proof.
From (I.11), (I.17) and (III.10), we get
~N ~ ~N ~ 1 T
(III.11) {An(S) - A L. A(S) - oA, o} . 25 Hn’N(S) Hn’N(S) ; 0
s '

w.p.! when § =+ =, or, equivalently , .

~N ~ . AN ~ ] T

(111.12) [A (S) = A_,..., Aj(s) - Al . z Hn_l’N(S) Hn_l’N(S) >0

S
w.p.!l when S - =, Setting
T T T N T

(I11.13) CN (F,PH) = (PgH, FPH™ ,..., F PH) ,
v'we get with On as in (I.10).

(II1.14) (A (S) - A ,..., 4,(S) - &,10) (C(F,BH) Cy(F.PgHY) 0) ~o

w.p.l when S -+ . Then, for obtaining theorem 1, it remains to prove

(cf. appendix A) that the first p (= dim Xt) singular values of the

matrix CN Cg Oh of formula (III.14) are bounded from beloww.p.! when

S >

>



In appendix C, using a martingale argument, we prove the

following lemma, where conditions (I.7) and (I.8) are used :

LEMMA : Setting

-1

: S
T 1 T
(II1.15) GG = +— ) ' A
- 58 g Lo t*l e+l
we have w.p. | when § -+ @
' T T
(III.16) PS - FPSF GSGS -+ 0.

Hence, the solution %S of the Lyapunov equation

Y v T T
(I11.17) Ps = FPSF + GSGS-
satifies %S - PS >+ 0 w.p.1 for S -+ «, So we can replace PS by

%S in the formula (III.14), and we drop the supérscript mTM for

simplicity.

Now, the bracket (H,F,GS) define a stationary Gauss—Markov

process of the form (II.1), and we shall apply the results of sec—
tion II to this process. But, with the rotations (I1.8), we get,

using appendix A :

2

. _ T T T T
(11.18) o . Cy(F.pi) Cu(F,p DO > o2 .

T
(CN(F’PSH ) ®min

On the other hand, one verifies that

(III.19) ‘Cm(F,PSHT) = C.(F.60 RY sy

where R(S) is the infinite covariance matrix of the stationary

process yt(S) generated by the bracket (H,F,GS). We shall finish

the proof by giving



- lower bounds for S in (Cw(F,GS))

- lower bounds for S_. (YS)
- "min "t

-~ upper bounds for'ﬁw(F,PSHT) CZ(F,PSHT) - CN(F,PSHT) C;(F,PSHT) .

and using (III.18) together with theorem 4.

Lower boundg for cmin (Cm(F,GS)).

. . T
Here, we use simply assumption (I.7) GSGg > G .G, ,

which implies, since the pair (F,Gx) is controllable :

PT T
(111.20) C_(F,69) C (F,6) 3 ((F,6) C (F,.6) > 0,
hence the corresponding inequality for the singular values.

Lower bounds for S . (YS) .
min €

Here, again, we have, for O g & < 27

=1 ) -1
I - 2% Gscg (1 - e 85Ty g

.- , -1
> H(I - e/ chi (1 - %% g

T
(DL.21)

>

so that, with Yt generated by the bracket (H,F,Gx)

S b4
(I.22) S . (Y)) > S (Y9 > O.

min "t
T
Upper bounds for [ (F,P HT) CT(F,P HT) - CT(F,P H) CT(F,P HT).
by S @ S N S N S
5 T
Since A; = Tr ) XX , Pg is bounded uniformly in S.

1
Hence there exists a constant ¢ such that PSHTHPS < ¢ I, so that

T, T T T, T T
Cu®2ga) (L (FPgHD) - Cp(F,RRD) (y(F,RgHD
n T rT
(I11.23) = ) F (P _H HP,) F
S S
n<i
¢ constant x () Dzn) . I,

n>N



where p denotes the spectral radius of F. Since F is asymptotically

stable, we have p < 1, Hence the first member of (I11.23) tends to

z&ro uniformly in S when N - o,

Finally, thanks to (II. 10-b) of theorem 4, and using
(I11.23),(III.20) and (III.22), we obtain that there exists N

such that

(II1.24) 1lim inf o

, T
iminf oo Gy@EREDY) > o,

which finishes the proof of theorem 1, thanks to (I11.14) and
(II1.18).

The proof of theroem 2 goes through the same steps as

above. Here, the key point is that (III.14) is now replaced by

|~ ~ HoO B .
Z TS - H ) H 97 ~ o ;
AS
(III.25)
~ Ho HO

1 7N T
2 (H(8) - H) Hy (S)_HN 8" =0

S

w.p.l when § > = : but

i
A2

Ho JHo HO T T r HOT
(26 S Hy ) By (9 = 0 Cy(F,p D Cy(FPEDWO )+ e(s)
S .

so that we can proceed as before, and obtain the theorem 2, taking
. . HO
into account the fact that 0 is here a square invertible matrix.

The proof of theorem 3 is also similar. Starting with PI(S)
instead of FO(S) is the Hankel matrix allows us to annihilate the

effect of the measurement noise, using again a martingale argument.

Here, the relevant factorization is

aiayn L Hon® B y® = 0 Cy(r.FrH’) Cocr,Frah) QO + e(s),
A EH] >
S

and we finish the proof using the lower bounds in (I1.26).



Appendix A : Some results on

the Singular Values of a matrix.

Recall that, given a mxp matrix A, we have the Singular
Value Decomposition (SVD) of A ([ 24])

VT

(A. D) A =
) m, m,p P

where Um and Vg are orthogonal matrices, and the mxp matrix A
b

is of the form (here we assume m <'p, for example).

-
-
o
1

(A.2) A

1]
o

o
L m =

where the singular values of A are the ordered real o, 3 ... > o 3

1 m

We shall use the following facts :

4.3 IAIS sup faxl = o , demoted by o___ (4)
fxll = 1
(4.4 Gmax(AB) $ cmax(A) Umax(B)
T 1/2 . V2
(A.5) omax(A) = (Xmax(AA )) = {Amax(A A))

where A __ denotes the greatest eigenvalue.

The corresponding results for the lowest singular values

are some what more involved.

Let us denote by omin(A) the lowest singular value o in

(A.2). Then we have the following result

. (A.6) omin(AB) > omin(A) Gmh(B) if B is invertible.



U, A, Vi (as in (A.1)), set

PROOF : For A TN

+ -T T
Vata Uy oo

(a.7) A

where, according to the notations of (A.2)

rl/cl - 0 ' :
.8 o7 - \ , with 1/0 & o,
1/o
m
0
L J
Now assume A is nxp matrix and B is pxp with p 3 n. Then
' S
t,b -1 -T =T _ T
(A.9) ABB A = ABB A = UA AA AA UA UA UA ’
, 0 0

where r ¢ n is the rank of A, If r < » (A.6) reduces to O = 0

if r = n, using (A.9) and (A.3), and thanks to AB x = AB (B+ATAB x)

for every x, we get

.
H

AR xI . lassTatyl . +
(4.10) o ., (aB) & pip JAB xl >  min —————__ABf 2 o e (s A%
mjfn X I ¥ Is A'y" max ’
. TT
hence (A.6), using (A.4). When P §£ n, apply the argument to B AT,
the key point being Ai A;l = Ip when A is of full rank. (A.6)

is false in the general case@

f

Now assume A is nxp, B is pxm with p = min (m,n,p). Set

cmin(AB) 4 o_(AB), which is the'lowest non trivial singular value

of AB (rank (AB) ¢ P). Then, again

A
(4.1 o . (aB) (4 LB > o . (4) Omin (B)



PROOF : Here again we can assume A and B of full rank. Then,;using

-T
ABAB Ip, we get
Ip 0
ot -T ,T . gt
(A.12) @B A = UA AA AA UA UA UA
' 0 0
so that, again ,
1as Ayl
g . (AB) = o (AB) = n M
min P HB+A+y"
(A.13)
] .
2 T T ’
Gmax(B A7)

hence (A.11) 53

The inequalities (A.6) and (A.11) are used in the section II
for obtaining the lower bounds on the singular values of the Hankel
' T
H™)

matrices. The lower bound cantbe directly obtained for CN(.F,PS

since this matrix is the product of two matrices A and B with
p > n and m, and neither (A.l]l) nor (A.6) can be app‘l’iec{ in this

case.



APPENDIX B : A strong law of large

numbers of martingales.

The following result is proved in [25] :

LEMMA : Let Mt be a locally square integrable martingale with
respect to a family (Ft) of 0 ~ algebras, such that M = 0. Set

) | _ 2
(B. 1) (M) = EM -M D"/ F ).

« O~

=1

Then, w.p.! we have:

(B.2) 4 1 Mt + 0 on the setglimU'I,M) = 4 00} ,
(M,M) £
t t > o
1(B.3) lim M_ exists and is finite on the set { lim (M,M>t <+ w}.
t &> ' t > o

An immediate consequence is that the lemma still holds if

(M,M.>t is replaced by a process A  satisfying
(B.4) (M,M>t < A w.p.l.

This is the results we use in the martingale arguments.



APPENDIX C : miscellaneous.

C.1 : PROCF OF (III.16)

We have
S S—~1
T _ T T
) X X = Xy Xj + ) (FX_ + V) (FX_+ Verr)
0 0
S—1 s
T T T T
= Xy X5 +. F(% X X)) F o+ % v, v,
(C.1)
S~1 : S-1
T T T
+ F(g X, Vo) o+ (g Veer X)) F
= . @ + @ + @ + @ + @ .
. T T .

Neglecting XOXO and XSXS with respect to AS, we have only

to prove that C) and () are also neglectible with respect to AS. This
is obtained by applying the argument used in (III.3) to (III.5).Note
we have only used the conditions : AST + o, and Qt is uniformly

bounded.

C.2 : PROOF OF LEMMA 1

‘ SteE 1
1 3 T
3 % VoV, 2 6.6, - e(S).I
with £(8) +~ 0 w.P.1 as § > o,

PROOF : Under (I.9), we can decompose the noise Vt into

c.2) . Vt = ﬁt + %t s Cov ﬁt = Gx G; . ¥ and %gokthogonal.



Then we get.
S

s - s s
(C.3) Jv, v o= ) § 8 o+ TV V. A AR AN .
i i i ]

Consider the scalar martingale (k,? fixed)

(C.4) Mg = ? ﬁ% %ﬁ .

we have

(€. My = Qig( g atk)’ G = G % Bt = Q. -Q
Since at is bounded, we get, using appendix B, é—k% + 0,

hence the result.

Step 2 : Ag T+ w.p.l

PROOF : Assume IP {lim Ag <+ ©} > 0. Then, considering the martingale

_] 0
k
x; v

§
M =
S 0 t+1

for k and ? fixed, we can use the remark in the appendix C for

L . - S=1
obtaining that, on the set {lim A, < + =}, } X v converges
S 0 t t+l

to a finite value w.p.!. Then, taking the trace on both sides of
(C.1) we get

S 2 )
(C.6) lim ) “Vt" exists and is finite w.p.! on the set

1

S » »

{1lim AS'< »}, which is impossible, in view of the results of stepl.



o

Step 3 As .
' 0 < 1lim inf 3 € lim sup —=—— < + = w.p.!

S - o S > o

PROOF : Since AS t + o w.p.l, we can neglect the .terms () s C)

and () in (C.1), thus obtaining

S—~1 ' S—1 S
: 1 3 T 1 T, T 1 T
(C.7) 3 L X X = Fig ] X_X)F + LV V. *+ &)
-0 _ 0 1
p ! T '
hence, thanks to the result of step 1, 3 Z Xt Xt is uniformly

bounded from above and from below, which implies obviously the

result of step 3.

The lemma | follows then obviously.

»



CONCLUSION AND DISCUSSION

It has been shown that the classical linear methods (Ins--
trumental Variable method, Ho-Kalman algorithm,...) for identifying
the pole part of a Gauss-Markov model are robust in the presence of
nonstationary excitation noise, and that the identification can
be achieved using only a single sample of the corresponding (non-

stationary) signal.

The accuracy of these identification methods may be eva-
luated by looking at the bounds on the Hankel matrices which are
given in the section II : it is clear that well excited modes are

identified with more accuracy than the other ones.

A question remains open : what happens when model reduc-
tion is done in the nonstationary case ? Note that the martingale
argument, the proof is based upon, no longer holds in the case of
underparametrization ; hence, obtaining consistency results in the
nonstationary case with model reduction seems to be a hard task.
Nevertheless, the experimental results reported in [ 1][ 2][3] show

that the methods still work in reasonable situations.
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