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. , RESUME

On étudie le probléme de la détection séquentielle de
. . ruptures du comportement spectral de signaux numériques, tel qu'il
se pose par exemple lors de la segmentation séquentielle de signaux
non-stationnaires (parole, EEG, ECG, signaux géophysiques...). On
montre les limitations'deé'approches classiques et on propose de
nouveaux algorithmes plus puissants, dont les propriétés sont

etudlees tant par simulations que d'un point de vue théorique.

ABSTRACT

The problem of the sequential detection of abrupt changes
in the spectral behavior of a digital signal is adressed. Some new
algorithms are presented and compared to some more classical ones, E

both via a simulation study and from a theoritical-poinrt of view.
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I. INTRODUCTION

1)\Segmentation and adaptive'analysis,

These last ten years, there has been a érowing interest
in. nonstatlonary nodelllng and processing of d1g1ta1 51gna1s, co=

mlng from varlouc domalns of .application such as speech proceSSLng,

image process1ng,-automat1c ana1y51s of blomedlcal 31gnals o elec—
‘troencephalograms and electrocardlograms, digital transmission

ISystems geophy31cs, underwater acoustlcs... -In thlS framework

the problem of - segmen*atlon between "homogeneous parts of the

.’s1gna1 (or detectlon olf abrupt changes 1n the s1gna1) is’ a key

{
p01nt wh1ch arlses moré or less exp11c1ty. Either the adaptlve

segmentatlon of the 51gnal is 1nterest1ng in itself or the 1nfor—

EE S

mation provided by the de\tector is used in order to update or re-

'1n1t1allze some f11ter e stimates or galns for adaptlve identifi-

cation or fllterlng. Acttlally, two ‘main types of problems can be

4

i) segmentatuon of a signal, the true model of wh1ch

is not known, and where the nwdel which is used for "change" or

'Jump detectlon is simply a) tool for 1oca1121ng the boundarles.’

(It should be emphasxzed tqat, as the difficulty of the change

*detecflon problem 1ncrease# w1th the complex1ty of the model and

the number’of paremeters whlch can possibly "jump", a h1erarch1ca1
approach may be of 1nterest. ThlS p01nt w111 be further 1nvest1ga—

ted). . s ) g

ii) 'segmentation of a signal which is approximately

trepresented by a large amount of models : the ana1y51s is fhen of an
-artificial 1nte111gence type, the changes may be not really abrupt

and are recognlzeu accordlng to a kind of dynamic programmlng using .

51mp11fy1ng heurlstlcs (speech process1ng, EEG and ECG signal pro- '

4cess1ng I




. Various techniques are available, among which can be

found :

a) tﬁe sliding block analysis : the sighal_isvpreseg—
mented in not necessarily disjbint intervals or blocks, and the .
1dent1flcat10n or f11ter1ng is achleved 1n51de each block ; slow
changes or transitions can be detected ; see 5f6] for example ;

b) the partitioning or multiple’ﬁmdel appreach, which.
assumes that the signal is described by-onefof a finite pumber of
possible models and allows switchings‘amoég the models ; the adap-
tive analysis includes the adaptive (squential) choice of the
model ; see [37] for a survey and uﬁifiei.treatment of the availa--
" ble algorithms ; ' . {

. B | |
v c) the use of;filtering tegyuﬁques based upon time-va-
rying models, such as ARMA models with fimelverving AR coefficients
(see [7] ), or time-varying.AR and MA c%eff1c1en£s (see [ 14] and
[12]) 5 - . \ o

: iy
d) segmentation algorithmsé which allow two kinds of v
adaptive'analysis : either nonsequent{al filtering or identifica-
tion inside each of the intervals whlch have beeén. s? determrned
(thls step is necessary when the model which has been’ useé for the
"change" detection is too simple to deecrlbe or classify the cor-
responding4segment), or sequential filkering using, after eacﬁ de-.
tection of a change, a compensation scheme for the filter estima-

" tes and gains according to the informations prqyided by the detec-

tor .; see [4], [30], [39a]; [ 39b] for example.

Techniques a et b are appropr1ate for type of problem 11),
and technlques c and d for problem i). In the sequel, we shall/’

~ consider only techniques of type d.



2) Two basic problems in the detection of abrupt changes in

digital signals

The analysis of the behavior of many real signals
shows that most of the abrupt changes that occur are either chan-
ges in mean, as it is the case for edge detection in digital pic-
tures [ 2a] or for some geophysical signals [4] ; or changes in
spectral characteristics as for speech ([ 10], [12]) and EEG ([ 6],
[lél)processiqg. In systems aﬁd'contfol design applications, where
more complex models are involved, other change problems than these two
basic ones may arise ; see for example the survey papers [ 38] and-

[3].

Actually, in signal processing applications, the impor-
tance and usefullness of AR and ARMA models for spectral analysis
have been demonstrated for various signals (see [ 16], [26] for
example). Some statistical theoretical motivations for the use of
AR models can be found in [9]. On the other hand, when the signal
is non-zero meah, as it is the case for example when the mean-le-
vel has an obvious linear (time domain) variation, the use and
interpretation in spectral domain of such techniques are rather
ambiguous, and a first processing for removing this mean level is
often necessary; If the variations of this mean are'themselves non-
statibnary, as it is the case for some geophysical signals (see
[4]), the detection of aBrupt changes in this linear behavior is
of interest. Thus, the purpose of this paper will be restricted
to the sequential Qetéction of abrupt changes in spectral charac-

teristics of zero-mean digital signals.

b) One_general approach

The investigation of the literature concerning the va-

rious statistical jump or change detection techniques which are



used in Signal Processing, Statistics, and Automatic Control,
shows that the detection of jumps in mean is of crucial impor-
tance. See the survey papers ([38], [3]) for example. Actually,
one useful approach for the detection of abrupt changes in statis-
tical models consists in , first, filtering the observations (Yn)
through one(or several)known or identified filter and in building
a test statistics of cumulative sum type which is affected by the
model change via a change in drift. See Figure n°la. Several types
of sequential detectors of jumps in mean have been analyzed both
via a theoretical and a simulation study and by application to
real signals (image processing [ 2al, geophysical signals [4]),

and so this paper will be mainly devoted to the problem of the
sequential construction of some cumulative sum tests in the AR Gaus—
sian case. The limitations of a ciassical test will be emphasized
and some new algorithms, based upon the use of two AR models, will
be presented. An important detector of jumps in mean will be found

in Appendix II,



II. ANALYTICAL DERIVATION OF THE TESTS

The problem which is addressed is the following one :
suppose the observed scalar signal (yn) is described by an auto-
regressive (AR) model, the parameters of which may jump at some

unknown time, i.e.

. (n)
_ n
yn Z ai yﬁ—i * €n
i=1
(n
2
var (en) = o
where : J
(n) ) .
a; a; (1 j_} )
forn< ®
2 2 :
o = g0
n o
(2) . \ and i 4
(n) 1 .
\ ai = ai (1 <1< p)
forn> 96
2 2
o = g

and (en) is a white noise sequence.
n

As usual for the sequential detection of jumps or chan-

ges ([ 3]), the parameters (az (1 <ic<p), 02) before change are

assumed to be known, or, if not, are idertified with the aid of
a convenient filter. On the contrary, the characteristics of the

signal after the jump (a; (1 <i<p), o%) are unknown.

This model ((1) , (2)) for changes in AR models may
~ seem to be rather limitative with respect to the more general case

where the order p may also change. But it will be shown that using



some special type of identifying AR filters may prevent from too

much drastic limitation.

The problems consist in the sequential determination

(possibly with a "forfaitary" delay) of

— possibly, the characteristics of the signal before

change ;
-~ the change time 0 ;

-~ the "magnitude" of the change, i.e. a measure of dis-
tance between the identified model before change and
the model corresponding to the estimates given by

the filter at the detection time.

The detection of the change has to be achieved in such

a way that the standard tradeoff between false alarms

and delay to detection is solved at best, and that the
dissymetry of the problem is weakened (it is wellknown . -
that, im many cases, it is far more easy to detect a

change from model A to model B that the contrary).

Two types of algorithms will be described, which use

either one or two autoregressive models.

1) Using one AR model

As it has been outlined in the Introduction, one useful
approach for the detection of abrupt changes in spectral characte-
ristics consists in filtering the observed signal (Yn) through a
known or identified AR filter, and in looking for changes in the
residual signal of "innovations” (en)' If a bias on the model is
looked for, a jump in the mean of e can be detected ; if jumps
in other parameters of the model are expected, looking for jumps
in the mean of ei may be of interest. Actually, the use of cusum
techniques based upon the innovations (or one-step prediction errors)

, . 2,
e or the squared innovations e 1s a standard approach for change



detection in AR models. (Let us notice however that one attempt
has been made to detect changes in a complex linear system by

using Hinkley's cumulative sum test fot detection jumps in the

mean of én e —1° in an adaptive filtering framework. See [ 30]).
Such a technique, based upon ei , has been used in at least three

references ([ 211, [8], [32]) and is based upon the simple fact

that; before the change (n < 6) :_E(ei) = 05 , and thus :
e ' | -1
E (—% - 1) = 0. More generally, in the vector case, e; ) e
o o
) .

n

is asymptotically distributed as a x2 » and this property has been
used by R.H. JONES et al [21], who detected changes -in vector EEG

signals with the aid of a moving-average statistics :

n -1 ' -
) el ] e, - Some years later, L.I. BORODKIN and V.V. MOTTL'
k=n-q o . :
.[8] applied_the central limit theorem and used the test statistics :
n e2 |
1 k
» 2z = =17 (5 - D
2n k=1 o

which 1s (for n < 9) asymptotlcally governed by the Gaussian law
N(O, l) and which has (for n > 8) a monotonlcally 1ncrea31ng (or
decreas 'ing) mean. When 6 is large, they update z to zero every T
steps, where T is fixed a priori as a function of the length of

the periods during which the observed signal (yn) is stationary.

It will be shown in section III that this duration T is of crucial

importance, because the zero-mean behav1or of z before change does
not prevent from false alarms One possibility for overcomlng this

drawback could be the use of Shiryaev's or Hinkley's stopplng-tlme

which improve the performances of the detection (see [ 2b], [4]),

but the translation of any change of some AR parameters into a bias

on E(ei) is not trivial.
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Let us now describe the analytical defivation of the
cumulative sum test z_ as it has been recently presented by J.
SEGEN and A.C. SANDERSON [ 32] in a more general framework, and
which can give an insight on the weakness of the test. Let the

signal (yn) be described by the known conditionnal densities
go (yn I Yn-l) before change, and gl(yn I Yn-l) after change, where
n-1

Y = (yn—l > Yog seees y]). Let us consider the following

test statistics :

n
(4) Un = Z Ti
1=]
where :
o n-1 o n—1 o n-1
(5) Tn—jgnwlY ) Logg (v | Y Hdy-Llogg (v |Y )3

this statistics has a zero drift when no change occurs ans a strictly
S . o 1 .
positive drift after a change from g to g has happened, provided
. 1 ‘o
that the new conditionnal law g does not decrease the condition-

nal entropy, i.e. :
o 1 n-1 1 n-1 : o n-1 o n=1, ...
(6) 8, (v | ¥ ) Log 8, (v | Y ) dy < )&, (y | ¥ ') Log g, (y | Y ')dy.

In the AR(p) gaussian case we find the previous cumu-

lative sum :

1 n
(7) U = 5 g (T‘ 1.

The weakness of this test is due to the fact that the
two conditional probability laws go and g] before and after the
change, are compared mostly via their self-entropy, and that their
mutual entropy is not at all taken into account. This point will
be further investigated in the next paragraph and will give rise

to a new algorithm.
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Moreover, after the change, the conditional mean value

' -1 > o=l -1
IE (THIY“)=Jg°(len)Loggz(YIYn‘)dy

‘ n-1 o n-1
g, | Y )logg (y| Y ) dy

o} n-1 o n-1
=§gﬁ(y|Y ) Logg (v | Y ) dy
(8)
1 n-1 1 o=l
-jgn(le ) Log g, (y | Y ) dy
1 n-1
1 =1 g, 0l Y )
+ g (v | Y ) Log — dy
n 0o ( l Yn ]) i
g, \¥
n-1 n-1 n-1
_ Y 1 Y o Y 1
= H (g) H () + I (g,
Yn—l Yn-l )
where H and I are the conditional entropy and Kullback's

information,-respectively. So condition (6) is obviously a suffi-
cient condition for the positivity of the drift of Un after the

change. Furtﬁermore, in the AR gaussian case, with :

Al = (aJl a;) (j =0,1) :

1 n-1 o n-1
v =jgn(y|Y ) Log g (v | ¥ ) dy -

| &%

n

_(y-aly"h? G -a%Yh T
+e ‘ 2 02 2 02
1 1 1 o
= — e Log| —— e ‘&y
o g V2 ¢ V2
_y-A !
2
+oo ;2 20
= - Log (oo /35) - 5 (y - A° Yn ]) 1 e 1
206 |- = o Vo
o 1
| 1 2 o .n-1.2
(9 Vv, = -Log (o6, V2m) - —— [o] + (&% -4a) Y7 ]



-12 =

and thus :

=
i

0 n-| o n~1]
. /}’gn (v Y )Logg (v |Y )4y

(10) 4
- Log (o° 2m) - 5 -

]

Therefore : I, (T | ¥") = w - v

H1 n n
02 o 1
- l T _ 1+ ((A” - A) Y
2 (. 2 2
g o]
o o]

In the present case, condition (6) is nothing but :
o, 20 3 but it is only a sufficient condition for the positivity
of drift of 'I'n after the change, and it is clear from the above
formula that a necessary and sufficient condition is difficult to
be assessed : when Oy <O the drift of Tn can be impredictably

positive or negative.

For all the different reasons which have just been
mentioned, it seems that the use of only one AR model and the clas-
sical approach consisting in testing how much the sequence of inno-
vations (en) is far from hypothesis "zero-mean, white noise", is
not sufficient for detecting abruptly changing spectral characte-
ristics, unless for detecting spikes in EEG signals (see [ 16]) or
pitch in speech (see [25]) for which some convenient tests have
been elaborated with the aid of only one model ; for example, in
[25] D.T.L. LEE and M. MORF derived a test for detecting pitch,
which is related to statistical methods for detecting outliers and
is based upon the joint log-likelihood of a fixed number N of obser-
vations : Log p, (yn s Y] 2oces yn-N+l)° Therefore the use of
two AR models seems to be preferable ; this question will be the

subject of the next paragraph.



2) Using two AR models

a) Two possible approachs

The main idea underlying the followipg‘techniques of
segmentation consists in the comparison. of two AR models estimated
at different locations in the signal, in order to detect non-sta-
tionarities ; non-stationarity is here implicitly understood as
abrupt changes in the parameiers, and it will be shown that this
is not a real limitation. The first attémpt for deriving such an
algorithm seems to have been made by G. BODENSTEIN and H. PRAETORIUS
[6] for the segmentation of EEG signals, and their method has also
been used by M. MATHIEU [ 27] for example. It proceeds as follows :
an AR model is adjusted in a fixed window of size about 200 sample
points, and another AR model is estimated in a moving window with
the same size. When the two models are too much different from
each other, the segmentation is done, and the second model becomes
the reference model and so on. The distance.measure between spec-
tral models which has been used in ([ 6], [27]) is the mean quadra-
tic difference between the two spectra, i.e. the euclidian distance
between the correlation coefficients of the two prediction errors.
The analysis of this criterion has shown that it has a high varian-
ce and has a non symetrical behavior for detecting transitions

from slow waves to quick waves or the opposite case. (see [27]).

Intuitively this idea can be thought to be improved
by using, as the "reference" model Mb’ a "global" (and no longer
local) one, i.e. by taking into account all the informations con-
tained in the signal, and not only the first ones. See figure.n°lb.
This idea does not seem to have been yet explored. If the global
model Mg is estimated by a filter with slight forgetting ability,
it will be slightly affected by the change, and far more precisely
identified than the model M. Therefore, the "false" alarms should

be less frequent.
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Actually, this idea is more or.less explicitly under-
lying the generalized likelihood ratio (GLR) algorithm ([ 39a], [ 39b],
[4]) : the "global" model (when no change has occﬁred) is sequential-
ly estimated, and the "local" one (after a possible change) is es-
timated in all the possible windows having as end-points the possi-
ble change time and the current time n, and these models are compa-
red via a likelihood ratio technique. More precisely, under the hy-
pothesis of no change, the (joint) log-likelihood of the observations

is, at time n, such that for each 9 <mn:

Log p (¥, »eees ¥)) Log by (v seves Yo | Yooy seves v

* Logp ) (Fg_y seees ¥

g R NG LB TR TIET A

+ Log pO (ye-l LR ] y])

when the process (yn) is assumed to be p-markovian, as it is the
case for AR models. Under the hypothesis that a change occured at

time 6 < n, the log-likelihood is :

Log pl (yn LS y6 l ye_l LA y]) + Log po (y6_1 y e ey yl)

= Log Py (y seees vy ['yg_) 5eens Youp) * LOB DBy (Fg_j s-res ¥,

using again the Markov property.

The log-likelihood ratio of these two hypothesis is

therefore :

A (n,0)

1]
-
(@]

o
o

(yn 3oy Ye I ye_] yr ey ye_p)

T log g Oy s o | yeyaeees ye)




In the AR gaussian case :

i 2 0 o ! 1 b

s P I yk-p)2 COhmay ey Y

A (n,8) = a5 ) Log — + — -~ = :
2 2 2 2
k=6 0l ‘ 2 00 2 0]

The generalized likelihood ratio fechnique consists

in replacing the unknown AR coefficients a?

',..., a; before change
and a: yeens a; after change by their maximum 1ikelihood estimates
(for fixed 6), and their replacing the unknown change time 6 by its

naximum likelihood estimate 6 < n.

The estimation of anautoregressive model being more
difficult thant that of a linear one; it is more sensible to iden-
tify the "local" AR model in a window of sufficient fixed size, i.e.
to constraint gﬁ <n-M, Thé effect upon the delay for detection,

as well as the estimated change time, will be investigated later.

b) Three distance measures between spectral models

Using this basic idea of comparing a long term estimated
AR model to a short term estimated one, we propose‘three different
algorithms which use different distance measures between these mo-
dels. The two filters we use to identify the two models both reali-

ze the lattice form implementation of approximated (or exact) least

squares estimates ; one is sequential, the other uses a sliding block.

With the aid of such filters, the first "natural" distance which
comes up to mind is the cesptral distance which is extensively used

in speech processing (see [10], [26], [40] for example).

The two other measures of comparison between the two

models are based upon the conditional probability laws of the obser-

vations, as in [32], and they will be now derived in the ideal situa-

tion where these laws are known. The first ome is the log-likelihood

ratio, a measure which is justified by the GLR approach as it has
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been shown before ; the formula is :

I -1
g, 0, 1Y)

T' = Log

n o n-1
gn(ynlY )
2 2
2 1
1 o (e ) (en)
i.e. st (11) T' = & Log— + -
n 2 2 2 2
cl 2 00 2 o]

. . o ! . .
in the AR gaussian case, where e and e are the respective innova-

tions (or prediction errors) of the models O (before change) and

1 (after change). A detector based upon the cumulative sum :
n .
- 1
(12) . u! % T} ,

has already been studied by M. BAGSHAW and R.A. JOHNSON [1] in a
less gemneral framework where 02 is supposed to be constant, which
is not very realistic. On the other hand, the log-likelihood ratio
between the conditional laws of the observations in the present
ideal case (EEEEE models) have been also used together with Hin-
kley's cumulative sum test (see Appendix IIi) by I.V. NIKIFOROV
[29]. This point will be further investigated.

The last "distance" measure involves the cross—entropy
of the two conditional probability laws, and not between the joint
laws as in [22], [18].

It has been explained in the previous paragraph II I)
why this could be of interest, and further motivations can be found
in the work of J.E. SHORE et al. ([ 34], [35), [36]). Following for-

mulas (4) - (5), we propose to use the cumulative sum :

n

(13) v YT,
n : i

1=1



where :

n-1

)

n-1

)

1, -1 1
g, v 1Y) g O | Y
dy = Log
o n-1 y
g, 0 Y ) -

.

= 1,0 n-1
(16) "% = fg_ (y | Y ) Log :
g, &0, | ¥

Note that the only difference between T; and\T; is the

correction by the conditional drift before change ; the advantage

of this latter cumulative sum in real situation will be shown later.

Using (9) and (10), it comes 3,

g 2
mos teg =2+ Lo Lo v -aheTh] -
g, 2 20 :
1 1
But, at time n, we have :
@ -ah s g - A YTh g - a0
. n n
| o-
= e - e .
n n
Thus :
V 2
2 o 2 2
"o 1 2_ _ ]_ o\" _ _]_ o. "
T 7 [(0] o) (e, —e) y (e) + () |
20 _ o
1 o
or :
0 e] 02 (0)2 02
(15) ™ = .._OL [2 EP_E (1 +__l) ®n + (__!. - D]
n 2 ‘ 2 2 2 2 ‘
20 o} g o o
1 o) 0 0 o

The conditional mean behavior of these two cumulative
sum tests U; and U; is as follows. Before the change, i.e. under

the hypothesis Ho that the conditional law of the observation Yy

is gg (yn | Yn_]), their conditional mean values are given by :
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G IS S
' n-1, [ o n-1 “n
IE, (T 1Y ) =g (v | Y ') Log — —— dy
o g, (v | Y D)
Yn—] o]
(16) = -1 (gn ) (Kullback's information)
2
o 2
- _1 1 P 1 2 1 o
= -5 Lg—5 + 3 5 Lo, + (e e ) ]
S 2 9

which can be seen to be strictly negative, and, from (12)

(17) E, (T | ™ oo .
[}

After the change, i.e. under the hypothesis Hl that

the observations y, are governed by the new conditional probability

law gl (v | Yn—l) » the conditional mean values of U' and U" are
n ’n n n

given by :
) n-1
. ' n-1 1 n-1 €n vy I Y )
IE (T | Y ) =g (y]| Y ') Log dy
H n. n n-1
I g, O 1y D)
n-1
Y 1 o
18 =
(18) I (s, | &)
2
o} 2
_ 1 o _ 1 1 2 o _ I
= 5 Log — 5 5 [o] + (e en) ]
o 2
!
which is strictly positive ; and, again from (12)
1 n-1
- - g, 1Y )
E, (1 | ") = | v | 7 1og 2 dy
H ''n n o n-1
! g, W 1Y D)
1 n-1
| n-1 & (y l Y )
- Jg, 0| Y ) Log — —— dy
(v [ Y™
En
n-1 n-1
Y o 1 Y 1 o]
= -~ 1 - '
(g, | &) I (| g)
(19) Yn--1 o 1
‘ = -7 (gn s gn) (Kullback's divergence)

2
(o
= l-4(sy o L -
R ey L A o Ry M Y
[¢ (¢] (o]
1 o 1 o}



which is known to be strictly negative, and has the interesting pro-

perty of symmetry, i.e.

" oon-1 n-1
- Y o ] _ .Y 1 o
J (gn Iy gn> = J (gn s gn) >

~although it is clear that this property of the conditional diver- .
gence does not imply the symmetry of the drifts of the susum sta-

tistics U; (i.e. equal drift when the change occurs from 8, to 8>
or from g, to go), since :

n-1 ' n-1

Y (gg ) g;)] # IEH‘ [JY
o 1

IE, [J

o 1
(g, » g)].
Actually, a similar idea can be found in [29] where
L.V. NIKIFOROV considered a quadratic form in the parameters based
upon Fisher's information, which is an approximate value of Kull-
back's information. But the procedure in the real situation, where

the models before and after change are not known, is not indicated.

The performances of this cusum test U;, when coupled
with a more sophisticated stopping-time, will be investigated in
the two next sections, both via a simulation study and from a the-

oretical point of view.

3) Practical implementation of the tests when the models are

not known

As for as u, is coﬁcerned, the only AR model which is
used has to be sequentially identified, and therefore at the begin-
ning of the treatment and after each detection, a '"dead" time inter-
val (of size about 200) is needed until correct identificétion. The
same is true when using the»cusum tests U; and Ug : one has to wait
“until the sequential filter which estimates Mg has converged, and

the sliding block filter for M and the test are activated.

1
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Finally, we shall emphasize a key point related to the
practical implementation of these two cumulative sum tests U; and
U;, in a sequential famework. Up to now, we have derived the two
test statistics T; and T; ((9) and (12)) in a classical statisti-
cal framework of hypothesis testing between two known probability
laws go and gl. In the real situation, not only the two laws are
unknown and thus. are sequentially identified, but furthermore, un-
til the change occurs, the two estimated laws are (ideally) equal :
if the two filters are suitably chosen, they correctly identify the
true underlying models Mg and Ml which are obviously the same before
change. See Figure n°l, dotted lines. And this point is crucial for
giving an explanation of the much better behavior before 6 of the
cusum tests U; and U;- based upon two models with respect to the
behavior of the cusum test Un(8) based upon one model : these three

statistics are asymptotically distributed as brownian motion (under

'Ho), but, because of the difference between two squared innovations

2 2
(e;) and (ez) coming from (nearly) the same model, U; and US have
a diffusion coefficient (or variance) the order of magnitude of
which is much lower than that of Un' This point will be further

investigated in section IV devoted to some theoretical results.

Furthermore, a more sophisticated stopping-time (see
Appendix II) for detecting changes in mean can be used also in this
real situation, in order to give a good estimate of the change time.

See section III 3) and section IV 1).
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Summary table

gJ

o n-~1
S s e Gy

(G =0,1

: conditional probability law

General case AR gaussian'case
. . n-
Using 1y -7 q, 2
n i=1 1 | n ei
= o o o Un T2 g;l (;7 -
model Tn =/‘gn Log gn-dy ~ Log &y | ° )
. n
Using U=y T 2 0.2 12
noof, i 1 o, el (e)
two T' = — Log —_— b -
-— 1 n 2 2 2 2
' gn cl 2 c’0 2 cl
Eodels Tn = Log sy ;
€n
n
L] - " < .
Un - Z Ti o 1 2 o 2
i=] 1 n en o” ()
1 \ ™ = [2 -1+ =) =2 v (1 -]
" o g, n 2 o2 S 2 o2 2
Tn = gn Log Y 1 1 o
/ &n.
Notations
ol § Log o
Conditional t : H = = J
entropy : H (g7) ‘J;n Log g dy

" Kullback's information : IYn-l(‘o | ]) _ .0 &
H gn gn = gn Log ?
" " divergence : g n
=1 n-1 ‘ n-1
Y o I, _ .Y o 1 Y 1 °
J (Bn > gn) =1 (gn‘l gn) + 1 (gﬁ I gn)

dy
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III. SIMULATION STUDY

In Appendix I will be found the two filters which have

been used for identifying Mg and M.. Both are based upon approxima-

1
ted least squares algorithms in lattice form. The effect of using
approximated methods together with approximated distances (such a
cepstral distance computed with a finite number of coefficients)

will be discussed in the sequel.

For the moment, we consider the sequential filter of
Burg type for identifying Mé (see equations (2) to (10)in Appendix
I), and the autocorrelation method (see [ 26]) in the sliding window

(of size 200) for identifying M.

1) Comparison between the test statistics

Let us first examine the numerical examples.given by
L.I. BORODKIN and V.V. MOTTL' [ 8] who used the cumulative sum test
Un (7). (For this test, only the sequential filter is necessary).
All the figures are drawn in the following manner : the upper cur-
ve is the simulated signal, containing 2000 sample points, with
éhanges in parameters at time 1301 (vertical line) ; the lower cur-
ve is the cusum test' statistics, w@ich is computed after a "dead"
zone of length 200 (before computing cusum of squared innovations,
let the filter converge!); So the evolution of the test statistics '~
under H, (no change) is shown for 1100 sample points. This has to
be compared with [ 8] where the cusum Un is set to zéro'every 150

sample points if no change has been detected.

As it is has been emphasized in section II 3), our com-
ple&yalgdrithm proceeds as follows : at the beginning, the only ac-
tive filter is the sequential one which identifies the model M;,
until some reasonable convergence is reached (typically, during 200
sample points). After that, both the second filter (sliding blok)
and the test are activated. The same holds after each alarm. (Therefore,
two successive changes which occur within less than 200 sample points

could not be detected by this method).
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The first example (in Figure n° 2a) is such that the
order p of the AR model is equal to 1, the variance does not change

(02 = 02 = 1), and the AR coefficient jumps from 0.6 to O0.1. The

statistics Un noticeably increases after change, but is rather ill
behaved before. For the same signal, Figure n° 2b shows the beha-
vior of—U;, which is much more smooth under H . (The apparent delay
for detection, which is high because of an excessively high thres-
hold, can be compensated for which the aid of Hinkley's stopping
time., This point will be analyzed in the sequel). The same is true
for a change in variance only (from 4 to 0.25) in an AR(2) model with
constant parameters 0.3 and 0.5 : compare Figures n° 3a and n° 3b.
The detection with Un is very quick (mainly because ei suddenly de-
creases, and 82remains the same - see (8)), but with a slightly
lower threshold, the detection wuld have occurred much before the
true change-time. Finally, Figures n° 4a and n° 4b show the same

results for an AR(4) process with characteristics :

A" = (0.3,0.5,0, 0 ; c- = 0.09
(20)
changing to :

A' = (0.5, -0.3, 0.6, -0.5) ; o = 0.l6.

In the following examples, the simulated signals will
be defined by the reflection coefficients kg, which are related to
the autoregressive coefficients ai (j = 0,1) (see formulae (11) - (12)

in Appendix I). Figures n° 5a, 5b, 5c compare the behavior of Uh,
2 2

-U;t, Ué when the order p = 3, o, =0, =1, and :
K = (k] , ky, k) = (0.7, -0.2, 0.06)
(21)
1 1 1 1
K = (kl s k2 s k3) (0.9, -0.5, -0.04).
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The behavior of U; and U; in a moreldifficult'change ,

case is shown on Figures n® 6a and 6b, for which 0512 o?’= 1, and ::

K> = (0.9, -0.7, 0.2)

(22)

Kl

(0.9 , -0.5 , -0.04).

With an extra change in Variance,AU; and U; have the
same type of behavior. Figure n° 7 shows the case where :
2 2

c_ =10, ¢ =1, and :
] 1
o
K" = (0.7, -0.2, 0.06)
(23) ' .
k' = (0.9, -0.7, 0.2).

Obviously, if the size of the window used for identi-.
fying model Ml is too small, false alarms may occur due to poor
estimation of the AR coefficients. This has been observed with a
size 100, both for U; and U;. So this window size has been kept to

200 samples as in [6] , [27].

Figure n° 8 shows the behavior of —Ug when using the
covariance method ([ 26]) instead of the autocorrelation one for the
sliding window, for the change of Figure n° 5. The drift under Ho

seems to be slightly non zero.

Finally, let us examine the behavior of the cepstral

distance d between the two identified models Mg and M . In appen-

dix I will be found the compgtations of the cepstral éoefficients

and distance starting from the estimated autoregressive coefficients.
This distance seems to be noticeably sensitive to the identification
method, and, when using the autocorrelation method for Ml’ it is
necessary to smooth the cepstral distance by computing its. minimum

over a small finite window (size 10 or 20). But this smoothing is



no longer necessary when the covariance method is used for Ml' See
Figure n° 9b for example. On Figure n° 9a are shown the variations
of d2 for the previous example (23) with K° and K] exchanged. From
Figure n° 10, it can be seen that in case (22), with K° and K]-ex-

changed, the cepstral distance does not seem to give a detection.

2) An estimate of the change time

Both statistics U; and - U; have, for real implementa-

tion where Mg = M] until change, the following behavior :

i.e. zero drift before change, and strictly positive one'after.
When observing their overcrossing of a threshold, the delay for
detection may be large if the threshold is too high. For reducing
this delay, and obtaining a good estimate of the change time, one
can apply Hinkley's cumulative sum test to detect a jump in the
drift of U& or - U;. See [15], [2], [4]. It consists in fixing a
priori a negative drift § before jump (analog to half the minimum
magnitude of jump in mean), and to observe the deviation of thé
new'cumulative sum with respect to its minimum, i.e. to follow the

scheme :

See Appendix II for further details.

From (19), it is obvious that the drift & to be added
; n-1
Y

to - T; is related to - i-J (g; s gz) (instantaneous value) ;

Oor more exactly is the expectation of this divergence with respect

to the joint probability law of the observations. (This problem
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will be addressed in the next section). The estimated jump time is

the time at which the minimum is reached.

Some experiments have shown that [§| = 0.1 and h = 10
allow a delay fbr detection less than the size 200 for M], except
in the non "trivial" case (22) ; and furthermore the bias of the
estimated jump time is low (some units). Further results will be
analyzed in the next paragraph. Figure 'n° 11 shows the case (23)

reversed.

Finally, it should be emphasized that, although the
cusum statistics Un(8)'has the same type of mean behavior as U&
and U: , the sue of Hinkley's stgpping-time does not seem to
allow an improvement, for the two following reasons : first, as it
has been noticed in section II 3), the variance of Un before change
in real situation is far larger than that of U& gnd U; (§ee section
IV 2)) ; second, as it has been outlined in sections II 1) and 2),

this statistics Un allows the detection of a smaller range of changes.

3) Performances of Hinkley's stopping-time applied to the

new cusum tests when the models are kriown

a) The algorithm

When the two models before and after change are known,
it is of common use to consider the "symmetrical situation in which
the cusum statistics has opposite drifts before and after the éhan—‘>
ge. In this framework; it is obvious from (11) and (14) that the
two statistics T; and T; are equivalent. Actually if we consider

the symmeterized statistics. :

- . | o 1, _ 1 o
(24) Tn Tn * 2 [z (gn I gn) I (gn I gn)]
. and :
N L 1 o 1
(25) o= -T-3 JG6,8)
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which are such that :

v
IEHO( T YT - -3 3@, gtll) (from (16))
(26)
v
IE. (T IY“’I) = o+ 4 3° ) (f (18))
Hl n B 2 gn ’ gn rom
and :
my (B IYTH = - G g (£rom (17)
(27)
E (Y | =+ 1 50, gh (from (19))
H n ) - ) gn > gn rom

it is also obvious from the definitions of T&;and T; that :

"o _ o 1 _ '

v
and thus : Tn = % .

In other words, in this ideal situation where the two
models before and after change are known, and where therefére it is
always possible, without restricting the generality of the problem,
to consider the "symmetrical' case, the two cumulative sum tests

are identical, and proceeds as follows :

¥ -] %
n Z Ti

1=1
where :

2 2

2
(28) P T T s TS I DA 1 RO B B
n 2 2 2 2 n n 2 2
o o o o o o
1 o o 1 o 1

The purpose of this paragraph is the analysis of the
behavior of Hinkley's cumulative test for detecting the change in

. n,
the drift of Un' (See Appendix II).

o

4

e e
n

1



Let us first notice that U has a symmetrical behavior
(opposite drifts before and ‘after change) but only as far as condi-
tional expectations are concerned (see (27)). As it has been poin- .
- ted out before, this is no longer true for the actual drifts of the
cusum tests, which are the expectations of the previous ones with .
respect to the joint probability laws of the observations, before
and after the change. Tﬁis point will be further investigated in

Section IV.

It has to be émphasizeq that the same kind of algorithm
(cusunm test with Hinkley's stopping-time) can be used in the case
where the model after the change is unknown, but where the one-di-
mensional subspace in whicﬁ the vector parameter A changes is known :
I.V. NIKIFOROV [29] has shown that in this case the increment of’
‘the cusum should the-cofresponding linear combination of the deri-
vatives of the conditional likelihood with respect to each of the
AR parameters. But he used it only for jumps in-the. -mean of the AR

process. This direct use of Hinkley's test does not hold for jumps

occuring in subspaces of dimension greater than 1.

b) The simulation study

It will give some results concerning their mean time
between false alarms (F) and mean time delay for detection (R) §
in next section, the same performances will be analyzed from a

. ¢ . Y
theorétical point of view.

Séven models of order 3 have been chosen for this simu-
lation, thus allowing 42 different situations of changes ; further-
more, in each case, the variances 03 and of of the excitation havé
been allowed to take two possible values : 1,10 ; there fore, each
change in the AR parameters is coupled or not with a change in the
variance. The seven models, described by their reflection or auto-

regressive coefficients, are the following ones :



Reflection coefficients Autoregreséive coefficients
Models

k] k2 . k3 a, a, ag
I 0.9 - 0.7 - 0.2 1.67 - 1.01 0.2
11 0.9 - 0.5 - 0.04 1.33 - 0.45 - 0.04
I11 0.7 - 0.2 0.06 0.85 - 0.25 0.06
v - 0.9 0.5 0. - 0.85 0.86 0.8
\' - 0.9 0.5 0. - 0.65 0.68 0.4
VI - 0.9 0.5 0.1 - 0.5 0.55 0.1
VII - 0.9 0.3 0.05 - 0.65 0.33 0.05

The corresponding signals are shown on figure n°® 12

(2000 samples)

The cepstral distances (in dB) between these models,

which have been computed with the aid of 100 coefficients, are as

follows :
—
I
11 0.51

III 1.23 0.83

Iv 3.85 3.38 2.97

v 3.42 2.94 2.46 0.72

VI 3.17 2.71 2.17 1.13 0.44

VIiI 3.35 2.89 2.89 1.20 0.56 0.30

I II I1I v \ VI




and it should be noticed that, as some of them are rather small,

the detector is activated in somewhat difficult conditions.

. . . . . . . o
No identifying filter is used ; the innovations e
1 . .
and e are directly computed £from the observations VAT ANETRY
and the true coefficients.

Most of the mean values (except for the high thres-
holds) which will be mentioned in the sequel have been computed with
the aid of 100 events ; i.e. 101 false alarms for computing the
mean time between false alarms, and 101 alarms occﬁring after the
true change time (which is chosen at random for each experiment)
-for computing the mean time delay for defection. (we recall that,
as far as delay for detection is concerned, the most relevant para-
meter is the mean time delay for detection under the hypothesis
that no false alarm occurs before the true change time. See [2]

for further details).

v .
In this case, the two test statistics U and U are

equal to U' and U”, i.e. :

o 2 1 2
v N ;B (ek) (ek)
b = % < 2 ! 2 )
n k=1 20

The two mean times are not affected by the value of

- =0 =o¢ (1,10).

The chosen thresholds h were varying between 0.5 and 4.
The results show that 4 is a convenient threshold, which gives a
mean time between false alarms of order of magnltude 1000, except
when the change is small (cepstral distance between the two models

less than 1) in which case h = 3 seems to be more appropriate.
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As it could be expected for, the mean time delay for detection is
higher when the distance is smaller : it is equal to some units

when the distance is greater than 2, and to some dizens when the
distance is less than 1. Let us notice that this cepstral distan-

ce is obviously not sufficient for predicting the behavior of the de-
tector : the position of the poles seems to be of importance, especial-
ly for the small distances (d < 1) ; this can be seen by the "dissymetry"
of the results when the two models are exchanged. However, it

should be emphasized that, when using the last time at which the
minimum of ﬁn has been reached as an estimate of the change time,

this problem of dissymetry of the detection is mno longer crucial :

this last estimate is more accurate (bias of the estimate equal to

1 or 2 and having a small variance in most cases), and so the mean

bias of the estimate of the change time is not too different when

the jump occurs from signal A to signal B and in the reverse case.

B8) Changes in both the AR parameters and the variance

v
. " . .
In this case, Un and Un are computed with the aid of

(28), i.e. :
ny n y
* Un = Z Ti
1=1
with : 2 2
¥ 220 Ty (@& m el r2dy -y 0]
n 2 2 2 2 en €n 2 2’ ©n en
o o o o o} o
1 o) o 1 o i

and the threshold for Hinkley's test should be chosen at least ac-

og o%

cording to - (or —7-). This point will be explained in section IV
g o
1 o

from a theoretical point of view.

As in the previous case, the same remark concerning the
dissymetry holds : when using the time of minimum as an estimate of
the change time, one obtains a reasonable bias of the estimate (some

units), and comparable accuracy when exchanging the two signals.
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4) Importance of the chosen AR order

As it has been mentioned at the beginning of section II,
the problem of the detection of a change in the order has not been
addressed. Furthermore, in case where the order of the AR model is
not known,an under-estimation of that order can give rise to a poor
detection. However, it seems that the use of identifying AR filters
in lattice form may prevent from a too drastic situation, if the
under-estimation of the order is "reasonable" of course. In order
to outline this fact, one experiment has been done (but a more ex-—
tended analysis is still to be done) : a signal has been’ generated

with the aid of an AR filter of order 5, with reflection coefficients :
0.7, -0.2, 0.06 , - 0.8, 0.3

until time 1300, and afterwards the fourth reflection coefficient
has been taken to - 0.5. The cumulative sum U; has been_éomputed,
with the aid of identifying filters of order 5, then 4, then 3

(see Figures n° 13a, 13b, 13c respectively). It can be seen that
the behavior of the detector is not too much affected by under-
estimation of the order, provided that the chosen order is at least
equal to the "level" at which the jump occurs (here 4). But with
order 3, one could have obtained false alarms with reasonable
thresholds (here, the threshold 35 is very high with respect to the
behavior of U; before change in Figures n° 13a and b), and further-
more the behavior of U; after change is opposite to its normal be-

havior : it is first decreasing.
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IV THEORETICAL STUDY

The purpose of this section is double. First, we shall
use the results of [2b] to derive the performances (mean.time between

false alarms, mean time delay for detection) of Hinkley's stopping-
v
time applied to U, or ﬁ (see formula (24)) in the ideal situation

of hypothesis testlng between two known conditional laws g and g .
Second, we shall analyze the asymptotic behavior of U R U; s U;
(see formulas (8), (11)and (14)) under the hypothe31s that no chan-
ge occurs and for the real implementation of the algorithm, in or-
der to explain the significant qualitative.difference between their
behaviors which clearly appeared for the examples shown in Section III.

1

1) Performances of Hinkley's stopplng-tlme applied to U in

the 1deal case

In order to use the theoretical results derived in [ 2b]
concerning the mean time between false alarms and the mean time
delay‘for detection of Hinkley's cucum test for jumps in mean (see
Appendix II), we have to derive first the drifts and variances of

n .
. " N .
the diffusion process equivalent to Uh = Z Ti (see (24), i.e.
, i=1 :
its expectations and variances under the joint probability laws of

the observations before and after the jump.

- It should be emphasized, however, that these computa—
tions would basically be done from a theoretical point of view and
should be used with caution for the following reason : the asympto-
- tic point of view underlying the theoretical derivation of the mean
time between false alarms and the mean time delay for detection of
Hinkley's test in the independent case, is much less realistic in
the autoregressive case especially as far as the delay for detection
is concerned, because short delays are of interest and therefore
the asymptotlc behavior of the cusum is far from being reached in

the autoregressive case. Actually, this remark has to be related
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to the following fact : the Laplace transform of the pair (Th , MT )
h

(where Th is the detection time) which has been used in [ 2b] for
deriving the mean time delay for detection and mean time between
false alarms in the independent case, could not be computed in the

AR gaussian case,

Therefore, these mean values will not be computed.

Only the drifts before and after change will be derived.

o

This may further justify the simulation study which
has been reported in the paragraph IIT 3). Some results concerning
the false alarms in the real implementation will be given in the

next paragraph.

From (28)
4%_"2 °%+ Lo, [(0)2 12] ” ] o 1
n- 2t gl () 25 -—5)e e
g [e) o ag g g
1 o o 1 o 1

. . . o
Before the jump, i.e. under Ho, the expectation of Tn

with respect to the joint probability law of the observations is

2 2
(20) 1E, ) -Llpoe Tl 1 (0)2—1E (')2
H ‘'n A 2 2 2/ g V&, H ‘°n
(o] o g g g (o] (o}
1 o o 1
1 1 o 1
+2("—2""—'-2-) IEH (en en)]
00 O'l (o]

o . ' .
Before the change, {en} is the sequence of true inno-

vations ; thus

O
(30) IEHo(en) = o .
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On the other hand, if :

p
i k .
A (2 = ) alil) z (i=0,1) ,
k=1
we can write :
1
e [1 -A](B)] Y,
! _AI(B) o
1 -A (B
(where B is the shift operator : Byn = yn_]).
Thus : , 2 |« '."Al (eJe) 2
IE, (e.) =2 _— 'de
Ho n 2 [ -w j6
dr =4, @)

Considering the Taylor's expansion :

1 -A. (2) +0 |
G31) S A L ,
‘ 1 - Ao (2) k=1
it comes :
2 +0 2
1 2 L 170
(32) mHo(en) co= o (1+ E=1 (e ) .

Furthermore :

S22 ' a i
o} o P =4, (e7)
m<eoe1>=_oj LA,

HO n n o

(33) . )

Finéily, from (29) - (32), the drift before change is :

: vy o o1 Y
(3%) Ey(T)=zl2-(5+=5)-0+=)] (']
. o c] od o] k=1
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After the jump, i.e, under H , the expectation is si-

]’

miiarly :
°c2> °? °? o/
(35) AR o R R B )1 o>
4 2 2 2 k
1 g o] o k=1
1 o o
. . 0/1 .

where the coefficients ¢, are given by :

1-A (2) +oo
(36) . I X cg“zk .

]-A] (Z) k=1

It can be seen, from these two expectations, that the
"dissymetry" of the cusum test ﬁn (see section II 2)) i.e. the

fact that IEH (¥n) # - IEH (%n) » depends only upon the last term :
1

.. 1/0, 2 o) 0/1,2
(37) <1+—7)1§1<ck) - (=) T (e D) 3
] = a- k—l

in the case where Oy, =0, the summations begin at time n = 2 be-

cause c;/O = - cgll . This expression explains the results obtained

by simulation in section II 3),

It should be noticed that the same series explain the
slight difference in the drifts of the cusum test in real implemen-
tation when the simulated signals before and after the jump are ex-

changed.

2) Asymptotic behavior, for the real implementation, of

U , U' , U" when no change occurs.
~n—2-"n 2-"n-
Recall that we consider here the real situation where
the two identified models M; and M2 are identical when no change

occurs. We shall work under the assumption that, on one hand, the

first filter (sequential one) has converged and thus that eg is

the trye innovation and (a (1<i<p),o ) are the true parame=-

ters 3 and, on the other hand, that the parameters (a1 (1<i<p),

8 ) estimated by the second filter (slldlng block) are slowly varying.
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It has been seen (3) that :

n e 2 - ¥
z = 1 Z (—%-- 1)
n Y2n k=1 o

is asymptotically distributed as a gaussian law |(0,1). Using (7) :

n 2 n

and thus : o

E(Un) = o
(48) _n

var (Un) = 3

On the other hand, let : Ae = el - ¢° be the
n,N n n
"innovation error" for the sliding block filter, and :
Acﬁ N = 81 - 02 the estimated variance error for the same fil-
’ ) .

ter, which are small by assumption and depend upon both the current

time n and the block size N.

2 2
2 1
1 0o (ez) (en)
Then : T' = = Log — + -
n 2 A2 2 2
g 20 20
1 o 1
2 2
_ 1 Log (1 + 2’ ) +
. 2 o 20
o
)
1
(ep) 1
+ L - ]
2 2 2
2 g o + Ao
o o n,N
o 2 o
Ao () e Ae
(49) ~ n,N[ n -1] = n n,N
2 2 2 ’
. 2 oo o} o

by neglecting the "second" order tetms.



2 . . .
As Aon N 18 slowly varying with respect to eg , the
b
heuristic argument which can be found in Appendix III shows that

A02 is approximately independent of e;, and thus :

n,N
0.2 o2
9 (en) 2 (en)
.E(Acn’N ( 2 - 1)) = ESAOH,N). E( ) - 1)
[o] (o]
= o ’

because of the second term of the product.

On the other hand, as eg is assumed to be the exact

. . . . n-1]
innovation, the error Aen N which is in the space 'spanned by Y ,
3

is independant of eg. Therefore :

0 o
A = A
E(en en,N) E(en) E( en,N)
=0 ’
n
1y - . " o 1y —
and E(T!) = o. Thus : E(UY) §=] E(T}) = o.
o 2
Ag (e,) e, ‘Ae
Furthermore, var(U') = E Z [ k,N ( k- 1) - k
n 2 2 2
k=1 20 o} o4
o o o
2 2
2 o
n o (e))
<28 BNk -
k=12 o o]
e o
(50) . o 2
n e Aek N
+ 2|E Z 2
2
k=1 o
o

by Holder's inequality.
) . . .

Let us consider the-second term of this sum. Using the
independence pro perty of the sequence of true innovations (eg),

we have for k > j :



i
because of the first term of the

%
~
]

’ o . o .
E(ek) E(Aek,N ej A“j,N?

rzl o 2 121 2
E( e’ Ae, ) = E(e, pe, )
Lk TN I S
o )
= Z=] var(ek) var(Aek’N)
; .. o
because Aek,N 1s independant of e -
But : fe = e] - ©
SN K K
- (Al _ Ao) Yk—l .
As the estimation error AAk, = Al - A% is slowly
“K,N :

varying with respect to the observations Y -

der (Appendix III) that

, We can again consi-

.. k-1
AAk,N 1s independent -of Y .

E(be, ) = E(AA Yk">2
K,N Ry
~ k-1, 2 ~
= E(E_[(AA](,NY ) IAAk,N])
o~ k=1 k=1'] -~ ~r
= A .
E( Ak,N E(Y Y AAk’N) AAk’N )
,
~ ~ k-1 _k-1 ~,
= F(AAk’N E(Y Y ) AA k’N)
. ~ k=1
by independence of AAk N and Y .
. . ’
Thus E(} 2 . EGA R s’
us A—k’N) = (AAk’N o AAk’N) R

where R is the covariance matrix of the observations (yn) before change.
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~

. . ~1 )
It is known that the estimation error A = A = A", based upon

\-’N
the N observations of the block, is asymptotically distributed as
2 -1 2
R a
. 0 o 0
a gaussian law N(o, ) ; therefore : var(Aek N) = —, and :
N i N
n o 2 n 2 oi
E (Z e Aek N) = Z 00 -
k=1 i k=1 N
(51)
- n 4
N o .

Consider now the first term of the sum in (50). Using

the fact that eE is independent of Aoi N because they are varying
b
)

with different speeds (see Appendix III), and that, for k > j, e

is independent of e? and Ao? because of the independence proper-

1N
ty of the sequence of true innovations (eg), we have, for k > j
0.2 o, 2
2 (e) 9 (ej)
E(Aok’N (—— -1 LCFRY (—— - 1)
o o
o o
2 o 2
(e)) ) ,  (e)
E( 5 ~ 1) 'E(Aok,N AOj,N (——%—— - ?))
o o
o o
= o

because of the first term of the product. Thus :

2 o 2 2 2 o 2 2
n Ao (e;) n Ao (e,)
Bl —SN—5—-n] =] g KUK
k=1 2 o g k=1 20 o
[0} [o] ; ' (o] (s} /
. o 2
(52) i n 2 (ek)
= A Z var(AGk N) o var( > = 1)
4 00 k=1 ’ oo

2 . .
because Ack y 1§ independent of eE (Appendix III).
b

But : é 2 ° 4 2
(e) (ep) (ep)
var( - 1) = E( - 2 + 1)
2 4 2
lo; o o
k o] o

(53)
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under gaussian assumption, and :

ince : a2 = 82 - o2
since : K,N G, o
~ 2 oo Aok,N ,
we have :
(54) var(Ao2 ) = 4 02 var(Ao, )
k,N o VAR x
In the AR gaussian case, it is known that :
2
%
var(Ao. ) = <=
So, by (54)
20
L 2 o
var(do, ) =
k,N N
Therefore :
2 2
2 o 4
n Aol - (e)) n 20
(55) B} —F—%—-n| = L. ] ° ,2 -2
k=1 20 o 4 o k=l N
o o o
and :
(56) | wvar (U;) §_§2 » using (50), (51) and (55).
In the same manner,
2 o 1 2 0 2 2
o e e o () 1
" =252 - B 1+ ) 2+ Lo
n 2 2 2
20 o o] o] o]
1 0 0 o
o o
1 e (en + be ) 402 _(en) Acz
= [2 - (2 + ) +
AOZ 02 2 2 2
2(1 + *7‘ o o o %
o
o
2
A 2 (o]
" en 'en,N Aon,N (en)
(57) T' = - ( - D
n 2 2 2
o} 20 o
o o o



In other words, T; o - T; (compare (49) and (57)), and

therefore U; has approximately the same variance as U;, which is

%-the order of magnitude of the vatriance of Un' This explains the
much better behavior, before change, of our two test statistics U;

and U; with respect to the more classical one Uh.

Since U; and - U; have the same behavior before change

(for real implementation) and that, by (18) and (19), - U; has a

larger drift than U; after change, the cusum test U: will be prefer-

red to U' .
——"n

Furthermore, thelproperties of Hinkley's stopping-time
" when appliéd to this statistics - U; (in real implementation) can
be derived from the previous computations. Indeed, with an a priori
fixed drift 6§ < o before jump, the mean time between false alarms

is given by :

F = < {ZY. (e 1) - h]
-8 .
where Y = ———— |, See Appendix II.
var(T")

The previous computations have shown that var(T") has

%- as order of magnitude. Therefore :.
SNh
1 2 2
F =5 [Eﬁ (e - 1) -]

where h is the threshold and N the size of the window used for iden-
tifying M].

For the same reason as in the previous paragraph, the
mean time delay for detection will not be computed. Let us notice

that the drift of - U; after change is

. .
- 8 +
2 IEH] (T) .



because of (19) and (26) ; i.e. from (35)
02 02 ’ b 02 o 2
-6 v gl-2+ 2ty v asddy T O
2 2 2 27 k
. c] co oo k=1

v
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V. CONCLUSION

The problem of sequential segmentation of nonstationa-
ry digital signals, using-spectfal ana;ysis, has been addressed.
In this framework, the sequential detection of abrupt changes in
spectral characteristics is of interest. The limitations of some »
classical approaches, based upon the innovations of one AR model,
have been outlined, and some new algorithms have been derived.
The underlying idea of these algorithms is the use of two AR models
the first one is a global (or long term)estimated model which is
updated recursively, the second one is a local (or short term) one
updated via a sliding block. Changes are detected when a suitable
distance beween these two models is too high. Three "distance" mea-
sures are considered ; cepstral distance, log-likelihood ‘ratio
and Kullback's divergence between conditional probability laws.
Hinkley's stopping-time may be coupled to thesé last two tests in -
order to give a better estimate of the change-time ; the properties
of these detectors have been theoreticélly analyzed. Mbreover; the
three algorithms have been compared both via a éimulation study and
from a theoretical point of view, and the improvement with respect

to the classical approach is demonstrated.
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APPENDIX 1

Sequential approximated least squares filter in lattice form.

The purpose of this appendix is the presentation of
the equations of the sequential filter we use for identifying model

Mg (see Figure n° 1).
Let the model be :

iVe-i T et(p+l) i

P
(1) yo = ) a, vy
i
and (et(n) 3 1 <n < p+l) and (ft(n) ; 1 <n < p+l) be the forward
and backward innovations respectivély. In the scalar case, these

two innovations have the same variances :

(e)ci(n) = (f)oz(n)

At the first step : (t 1)

e () = £,() =y
(2)
2 2
ol(l) = v, e](l) .
Afterwards (t > 2) the algorithm proceeds as follows :
2 2 . 2 2
c 0 (D)= o (D) 4 Y. Oy SN D))
(3) s =y,

« N_ = min (p, t-1)

= Memorize the backward innovations (ft_](n) ; 1 <n <N



(5)

(6)

(N

(8)

- (9)

(10)

- For n

...50._

=1, Nt :

. Correlation between the forward and backward innovations :

cort(n) = cort_l(n) + Yeen (et(n) ftjl(n)

. Reflection coefficient :

2 cor&(n)
k (n) = .
t (e)ci(n) + (f)oi(n)

Forward and backward innovations :

e, (n+1) e, (ny - k, (n) £ (n)

ft_i(n) - kt (n) e (n)

ft (n+1) N

. Variances of these innovations :

(e)ci (n+1) = (e)oi_l(n+l) * Yo (ei(n+l)
(f)oi kn+l) = (f)oi_l(n+l) * Yoo (ei(n+l)
- Finally : ft(l) =y,

- cort_](n))

- (e)ci_](n+l))

(£) 2

ot_l(n+l))

In all these equations, the gains Y, are as follows :

where Y, is a priori fixed.

For further details, see [5].
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Cepstral coefficients and distance

Under the assumption that the model (1) is minimum phase,
its cepstral coefficients are, by definition, the Fouriers's coef-

ficients of the corresponding log spectrum, i.e; :

02 [ -kj
Log = Z c, e ¢ ’
. 2 k
- k jw k==
Il - E a e |
k=1 « C
with :(ll)co= Log(oz) and e T S and can be recursi-

vely computed from the filter coefficients via the formulas .:

n-1 .

(12) -n ¢ -mn a = E=] (n - k) ik ak,(n > 0)

From Parseval's relatlon, it can be seen that the mean
square distance between the logarithms of .two such spectra, is no-
thlng but :

. i

: 2 +oo 2 \2
d = [C(O) (])] + 2 Z [C(O) - c('l)]

B ; S k=1 k k

Furthermore, a reasonable approximation to d can be
obtained by truncating this last serie at least at the order of the

_f11ter.

For further details, see [10] .
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APPENDIX II

Hinkley's cumulative sum test

1) The algorithm

This test is devoted to the sequential detection of
changes in mean for a sequence of independent observations governéd
by a gaussian law N(uo s 02) before the change and N(ul s 025 after
the change. It has been shown in [ 2b] that this test is optimal,

with respect to the criterion : '" minimize the mean time delay for

- detection for a given mean time between false alarms".Furthermore,

it is also more robust than other tests with respect to a poor es-
. . 2 ) . e .
timation of My and o . These two superiorities of Hinkley's test
. 2 . .
are more obvious when o” is high.

In the (real) situation where uo_and u.are unknown,

1
. . . 2 .. .

M, 1s estimated (and, possibly, ¢°) and a minimum magnitude of chan-

ge v is fixed a priori. Two tests are then activated in parallel :

on one hand :

n
AV] .
R ¢ S (@>1) {(s =0)
1=1

m = min s

n o<k<n k

Alarm when : s . m > h

n n —

is. looking for uﬁwards jumps (uo >ou ot V) ; on the other hand :

(n > 1) (5, = ©)

(72}
n
e~
7~
[
e
]
k=
+
Nl <
N’

=
]
.
o
X
2]

Alarm when : Mﬁ =S >h
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is looking for downwards jumps (uo > U = V).

There are two possible estimates fotr the jump time:ei-
ther the alarm time (possible reduced by its bias), or the instant
at which the maximum of Sk (resp. the minimum of sk) has been

reached.

In our framework of detection of abrupt changes in
spectral characteristics, in real implementation, the mean o befo-
re jump is known to be zero for each of the cusums Un’ U;, U; (see
section II 1) and 2) ). Furthermore, the minimum magnitude of chan-
ge Vv is here related to the minimum conditional divergence between
the two AR models : see formula (19) in section II 2). Some exam-
ples are shown in section III 2). In the ideal case where the models
are known, the tests is simply : %n -m > h, where %n is given by

(28). See section III 3).

2) Theoretical results

It has been shown in [ 2b] that, for a change from

2 2 . .
N(uo , 0 ) to N(u] , 0°), the mean time between false alarms is :

2
-|h -
F = — if M, =0
o]
t 2'Yh

Ll -n-n i uto

o) ZYO
u
= .2
where Y, T 62 ,

and the mean time delay for detection, conditionally to the fact

that no false alarm has occured before the jump is given by :
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Y,h - vk
-2y h 1 1
-uR =e 0 (h - < sh(y,h) ) + = (1-vh coth(y, h))
: oo 2(y,-v)sh(y h)
-2y h
e 2Y0 Ylh
o (Ch(Ylh)-m.)

2(10-Yl)sh(Y1h)

S+

2y - =(g+2y))h ~ 6t nh . .mh
6 +2 v, R Y (6,+2yy) ~sh(yh)
2y 1 ‘ yh o =(g*2y)h
+ ‘ ( ch(yh) - ) e
§l+2YO sh.(ylh) . Sh(Ylh).
Y] —zYoh .
4y, (=) :
00 "
—Y]h
¥g Hy e

where (]9) Yo T3 Y52 e] Y
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APPENDIX III

Instataneous independence of two jointly

‘different speeds

) - Let us consider-a process (Xh) the trajectory of which
is quickly varying and a process (Zn) the trajectory of which is
slowly varying and let us assume that (Xn, Zn) is stationary. We
‘shall heuristically justify that the random variable Xnis indepen-

t

dent of the random variable Zn'

By the law of large numbers :

KN

E(£(2.) 8(X) = 75 ) £(z) s(x)
i=1

where f and g are two bounded continuous fonctions. Dividing the
time interval (1 ,..., KN) into K intervals of 1ength>N where Z is
nearly constant, we obtain :

N -

=z

1

kN) N

R

f(z
=1

et~

1 1

e IR
xR

K
o
- E-£=1 [f(sz) E(g(x.))1]

R

E(£(Z.) .E(g(X.))

>‘using twice the law of large numbers, and thereéefore :

‘E (£(2.) g(X.)) = E (£(2.)) .E (g(X.)) .
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FIGURE CAPTION

Figure n° 1a One general approach for the detection of model changes.
n° 1b ~ Two approaches for detecting model changes, using two models.
n° 2 Comparison between Un and U; for an AR (1) signal :
o . 1
a, = 0.6 ,~la1 = 0.1 ; o, =0, = !.
n® 3 Comparison between Un and U; for an AR (2) signal, in the case
of change of energy. '
o _ 1 _ . o _ 1 _ . 2 _ . 2 _
ay =a; = 0.3 ; a, = a, = 0.5 ; o = 4 oF —.1/4 .
n° 4 . Comparison between Un and U; for an AR (4) signal. Changes in
energy and in AR parameters. :
o o _ o _ o _ e o1 - .
a, = 0.3 ; a, = 0.? 3 ag=a, =oj;a = 0.5 3 a, 0.3 ;
l i 2 2
a; = 0.6 ; a, = 0.5 ; o, = O.O9A, o, = 0.16
n°® 5 Comparison between Un’ U;, UA for an AR (3) signal (III - II) .
n® 6 Comparison between U' and U; for a "small" change in an AR (3)
"model (I =~ II).
n® 7 Behavior of U; for a change in an AR (3) model coupled with a
decrease in energy (III - I '; og = 10 3 0?,= 1)
n° 8 Behavior of U; when the covariance method is used in the sliding
block. (III - II)
n° 9 Behavior of the cepstral distance when autocorrelation (n° 9a) or

covariance (n° 9b) ﬁethod is used in the sliding block. (I' -+ III).
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Figure n° 10 Behavior of the cepstral distance for a "'small" change (II - I).
n® 11 Hinkley's stopping time coupled to UI'; (I - 11I).
n® 12 The signals used for the simulation study.
n° 13 Behavior of U; in case of under-estimation of the order.
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Dynamical Cusum - Detector of Segmentation

Model(s)

4

statistics Un "} change .in drift Decision

Figure n° la : One general approach for the detection of

model changes.

Figure n° Ib : Two approaches for sequential detection

of model changes, using two models.
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