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ABSTRACT

Wé find an approximation to the optimum checkpoint interval utiliijng

. an integer programming model. This discrete model is deterministic over a

~finite horizon. We show that optimal intervals are essentially equally
spaced and that_the results are similar to previous efforts when the hori-
zon goes to infinity. "

RESUME

Nous déterminons uné approximation fondée sur la programmation en nombres
entiers pour le caldul de 1'espacement optimal entre les points de reprise.
Nous developpons un modéle discret et déterministe & horizon fini. Nous mon-
trons que 1'espacement optimal est essentiellement constant et nous retrouvons
les résultats établis en horizon infini. '

Key Words and Phrases : Database maintenance, checkpoint interval, rollback
recovery and integer- programming.
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1. INTRODUCTION

The use of mainfenance operations on systems with unreliable components
is a common procedure for improving overall performance. In this paper, we -
use checkpoint operations to introduce redundancy of a data base system and
improve performance: Our mode],‘however,.differs from previous efforts by trea-
ting the problem as a deterministic, discrete time finite horizon decision
problem leading to a combinatorial optimizatioﬁ problem. The solution to the
eptimization problem is given along with the implications of the results in
an infinite horizon and the comparison with previous results.

- ,The'rationa1e for using checkpoints to increase system availability or
reduce response time has been given by several authors (e.g. 127, 32). The
decision problem is the tradeoff between the time to perform the checkpoint
(copying of the entire data base onto secondary storage) and the time to per-.
form,ro]]baék and recovery in the event of system failure. At the point of
failure, the copy of the data base at the most recent checkpoint is reloaded
into primary storage (rollback.) and all transactions, which have been sto-
red on the audit trail, are reprocessed in order (recovery). During these
operations the system is unavailable.

Our objective is to find the optimal checkpoint intervals, i.e. to mini-
mize total costs over a finite horizon. Typically, the surrogate for costs is-
system availability. The checkpoint interval which maximizes availability |
was found by Young 81 and Chandy 31 using a continuous time model over an infi-
nite horizon and random system failures.In 5], Gelenbe generalizes this re-
sult to include quéueingAde]ays. Baccelli 17 showed how minimizing expected
response time may lead to different interval and in [6] and 172
dynamic checkpointing was considered. That is,'decisions were made based on
the load to the system rather than the time since the most recent chetkpoint.

Our combinatorial approach leads to results consistent with other authors
and moreover, is able to show that the assumption of a stationary optimal

interval is correct.



2. MODEL ASSUMPTIONS AND FORMULATION
The assumptions in our model are similar to those of ModeT-A of Chandy r21.

Assume we are interested in minimizing "costs" over a finite horizon consis-
t1ng of T periods. At the beginning of any period, when the system is availa-
ble, we have the opt1on of performing a checkpoint. We assume there is a fixed
.cost of this operation (again, this may refer to the expected time the sys-
tem is unavailable given a checkpoinf is performed, or possibly the increase
in response time to this operation). That is, this cost is independent
of the time or the number of errors s1nce most recent checkpoint. The "cost of
not performing a checkpoint" given the current state (number of periods
from most recent checkpoint) will be assumed to be a linear function of
the state. This may be interpreted as the eXpected unavailability time if
a failure occurs in the current state.

Let A be the cost to perform a checkpoint and B + iC the cost of not doing
the checkpoint when the observed state is i. Assume k - 1 checkpoints are per-
formed dividing the original in [0,T] into k dintervals [ti’ti¥1] i=0,1,...

k-1 where t, =0 and t

K= T. Wewish to minimize the total cost, F(k,t)
where ’
1‘0+t1-1 k tj-tj'l—l
(1) F(k,t) = (k-1) A + b (B+iC) + =z Tz (B+iC)
: i=io 4 Jj=2 i=0

where i_ is the state at time 0 (If 10‘= 0 the last two terms simplify to
R | :

571 o _ ,

z (B+iC)). If A,B and C are units of unavailability then

o

T-F(t,k) is the total available time which is to be maximized. We wish to find
the value of k and the lengths of intervals {ti—tj-l} which minimizes F(t,k).



Le% nj be the state af the,.jth checkpoint. Specifically,
n = io + 4 |

np=ty-tig J=2,k -0

Ny = T- tk_1

Our objective function (1) becomes

-1 n.-1

k
(B+iC) + =

io i 2 i

[ e I ]

(k-i)A +

H ™Ma

(B+iC)

i 0

"ok
= (k-1)A + Lng-i,) + E n, 1B

fn,-1)n (i -1)i k  (n.-1)n,
+[ 1 1 _*o 0, 5 | J 3 ] c

o2 , 2 =2 2
ok ok, 2
Noting that £ n, = 10 + T, we get (k-1)A + TB + = T n -T- io =
=1 3 ° | 2 [j=1 "
. 2
k i~ C
Ak+ & 5 on? +[TB-_T£-———° -A] (2)
2 j=1 2 2-A
This result in an integer programming problem of the form
. R ' :. k 2
F=min (NsNosevnsn K _§ ny o+ ak
1 J“l
k .
Subject to : I n, =B(=T + i) (3)
j=1 °

nj > 0 integer j = 1,2,...,k ~ k = [0,T2 integer




3. ANALYSIS

Rather than assuming that checkpoint intervals are equally épaced we will
show that the discrete analog over.a finite horizon of this intuitive result
holds.

Proposition 1 : n = (nl,no,...,nk) are optimal checkpoint intervals for (3) if
and only if

fn, -n.l < 1 ¥i,je{l,2,...,k}

: - - ion nt1) (1) _ )
Proof : Consider a feasible solution n such that n max - " min ” 1 and
(2)

another solution n

o ae (1) ca a2y 2 (1)
, the same as n excepting n max = " max 1 aﬁd

"(2%1n = n(l%in + 1. The'differences in their objective functions is :

H2) _p() L (22, (2)2 _‘(nmz 2 (12 )

max min max min
_(1) 2 (1) 2 (D2 (1)2
= (n max )"+ (n min +1) (n max * h min)

= 2(n(1n)n.n - n(l%ax + 1) <0

and n(z) is better than n(l). Hence, any solution not containing (4) can-be im-
proved and solutions satisfying (4) cannot be improved.

Hence, any feasible solution to (3) with (4) holding will yield optimal
intervals.

Proposition 2 : Let n(B,k) = k - (8 - k [%J ).

_ _ _ - |8
.Then n1 = n.2 = ... = hn(B,k) = [kJ

. ) e J
and Mn(a,k)+l =t T Mk T [ /k| +1

(4)



is an optimal solution to (3) for any given k.

Proof : Clearly, ¥ i,j ¢ {1,2,...,k} , Ini - njl <1. It is on1y necessary to
show.that

n, =8
1J

PR | I e e

j -
5= n(8:K) [%J + (k = n(B,k)) ([B/kJ . 1)

= Kk {%J +k - n(B,k)

B ,
k[FJ+k—\k—8+kl%J)=B‘ ' n

Clearly, any.permutation of the indices is also an optimal solution.

o~ x
=
il

j=1

Problem (3) is now reduced %o :

' n(B,k) 'B 2 k B 2
F = nin F(k) = min Jak + )X [FJ S+ T [EJ +1
ke{1l,...,T} j=1 j=n{B,k)+1

which on simplification becomes

(k-n(8,k))?

k

F(k) < ak - + 5+ (k- n(8K)) (5)

In order to perform this minimization we would like to eliminate the greatest
integer function (L 1) from (5).

Realizing that for a given value of B this function takes on the same value
for several values of k we can do this. For instance, if 8 = 100, then for

k= 51,...,100,[%J = 1. Consider the intervals of k wheré [EJ tqke the same

value. That is,

4

N

<k < B, integer



or in . Bl _ B - B
or in genera]_ lEJ =1, T+ < k < T > integer.

(Note, that some interVa]s,( , may contain no integer points).

1

Flw
)
Wl

On each of these ihterva]s

n(B.k) = k -(B - KI) = (1+1) k-8

and (5) becomes :

2 2
Fk) = ok - B2TKL 4 By (g i
k .
2 2,2 .2
Bt k1Ad e _
= ok k +—E— + B ]k
=k(a - 12 = 1) + (8 + 281) (6)

Since (6) is linear, the minimum for each interval is. obtained at one of the
2

endpoints depending on the sign of a - 1° - 1. Let
| 1,1
1% = - 7+ 751+ 4o
" be the positiveroot of 12 +1 -0 =0. For each 1 < 1, o - 12-1 > 0 and the mi-
nimum is at the Towest endpoint ; conversely, for 1 > 1%, o - 12 -1 =0 and the

minimum is at the highest endpoint. That is, for

* | Bt
11" k = LT:TJ +1

* ‘_ﬁ'
121 ’ k = []J

The problem then redubes to finding which of these endpoints give a global mi-
rimum. Let F1 be the value of Fk when (7) is used. For 1 < 1%



2 . . : . .' .
L N IS ([%J+ 1) + 8 + 28]

(o - (1-1)° - (1.-1))<[$J +-1) + 8 + 28(1-1)

(0‘ 1 - ‘)(l]—fl—Jm )-21 (Hij+ 1)+ 26'_ D

<0

Similarly, it can be shown that Fy = Fyyq for 1V;V1f is < 0. Hence, we. have

shown :

Proposition 3 : Fox = min F, if 1* is an integer.or at either the left endpoint
of the interval defined by L1*] or the right endpoint of the interval defined
by 11%71 .

r* 117

Corollary : The value of k which minimizes F(k) is eitherl B Jor[ B -l :
IR ‘ 1 r

'éroof : The right endpoint of the interval defined by M isl 8 j . The

, : . 1™
left endpoint of the interval defined by 1175 s :

L1*1+1 T1* 7
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4. COMPARISON WITH PREVIOUS RESULTS

The optimal checkpoint interval in [8] was found assuming that over an
infinite horizon we would like to minimize a Tong run cost per period. Using
our notation, this yields,

. ' T-1
min F(T) =min|A+ . L& (B + Ci)
T . T 1.=0
I V-
= m}n T2 (T lﬂ

Since F(T) is convex, treating T as a continuons variable yields

ﬁ=<g»1m ;lGﬁ)UZ
C VAN

When T is not an 1hteger, the so]ution'to the discrete problem is found by choosing
the best of LT"J or [T*1 . Alternatively we can-invoke difference arguments on
F(T). Notihg‘that second differences are positive we want an adjacent integer

to the value of T where '

F(T) - F(T-1) = O

This yields,

o
N —

1 (. sa\/2 -
+-§ < ; +-TT> .

The third approach is to extend the previous result from the finite analys1s,
i.e. treating L1%) or 177 as the determining factor we get,

* l -1 1/2
1" = 5t 5 <1 + 7§-)
*.

These three values will yield 1nterva1svthat are close in size : TS -1 =1

TS - T <1 as is T° - 1%. In addition, T* and either 1° or Tg will Tead to the



)

same integer number of periods. Intuitively, TB may be most appealing as this

représents the value of T where the cost per period of performing a checkpoint
balances the cost of rollback and recovery due to failures.
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