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I. Introduction

A study of file replication policies for
distributed data bases will be approached through the.
analysis of an M/M/m queue subjected to state-independent,
preemptivé interruptions of service. The durations,of |
periods of interruption cénstitute a sequehce.of inde-
pendgnt, idenfically distributed random variables.
Indebendently, the times meaéured from the termination
of one period of interruption to the beéinning of the
next form a sequence of independent, exponentially
distributed random variables. Preempted customers resume
service at tﬁe terminations of interrupt periods.

Such a model 1s readily interpreted within systems
representing Qertain machline repzair or retroflt problems.
However, althdugp our analysis will be conducted initially
in these mofe general térms, the applicatlon stimulating
the present paper’correspondé to é system providing two

modes of service under a preemptive-resume regime.
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Résumé

On analyse le probléme de la duplication des fichiers dans
des systémes tels que les bases de données réparties ou certains
mEcanismes de section critique. Dans ces systémes, la duplication
des fichiers permet un accés paralléle des requétes de lecture.
Cependant, ces derniéres sont périodiquement interrompues par 1'ar-
rivée de mises 4 jour devant &tre exécutées prioritairement sur chaque
copie des fichiers. La durée de mise 4 jour de l'ensemble des copies
est usuellement une fonction croissante du nambre m de ces copies
(3 cause des algorithmes de maintien de leur cohérence mutuelle).
Ainsi, le taux global de traitement des lectures augmente et celui
des mises d jour diminue avec m. Un premier objectif dans ce type
de problémes, fut de déterminer pour un tel systéme, la valeur de m
maximisant le débit en lectures sous des hypothéses de saturation.
L'approche plus générale développée ici permet d'aborder 1'optimisa-
tion du temps de réponse des lectures en fonction de m.

Abstract

We model replicated files in distributed data bases and certain
critical section problems. In such systems, the file replication allows
parallel access for reads. However these last are periodically interrupt-
ed by the arrival of updates which have to be processed with a preemptive
priority on all the file copies. The update time is modeled as an increas-~
ing function of the number of copies, owing to such effects as limited
parallelism, coherence control mechanisms, etc. Thus, since the read
service rate increases with m, but that for the updates decreases with m,
a primary objective of the analysis has been to find optimum values of m
that maximize read throughput under saturation assumptions. Our more gene-
ral approach will allow such an optimization under the expected read-waiting
time measure. :
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In our specific apolication, we model replidated
files in distributed data bases [1,2] and certain critical
section problems [1]. In such systems we have an m-server
"réad“ queue that is 1nterrupted-preemptivély by the |
arrival of "updates" (or "writes") whose processing con-
stitutes an M/G/1 queue in which a service period consists
of the time required to execute write operations updating
éll m servers. The update time is modeled as an increasing
function of m, owing to such effects as limited paral-
lelism, coherencevcontrol mechanisms, etc. (See [1,2] for
a full discussion.) Thus, since the service rate at the
read queué increases with m, but that at fhe write queue
decreases with m, a primary objective of the analysis has
been to find optimum values of m that maximize throughputA
at a saturated read queue. Odr mofe general approach will
allow such an optimization under the expected‘read-waiting
time measure. |

In the next two sections We-develop a general
analysis of the M/M/m queue wilth service interruptions.

In séction IV we specialize the terminology and results to

our data-base application.

II. Notation
Let A and u be the parameters of the exponential

interarrival and service times, respectively, 1n the M/M/m



system, and let Y be the parameter of the exponential
distribution govefning the times between periods of |
interrupted service. Periods of interruption have the
distribution S(x) which is assumed to have the transform
S¥(s), density s(x), a finite first moment 1/0, and a

hazard rate o(x) = s(x)/(1-S(x)) that exists for all

x > 0. _
The state of the system is represented by the
triple Zt = (Nt’xt’Yt) where Nt > 0 is the number in the
. read queue at time t; X, is a binary macrostate variable

t
signifying an available (Xt

0) or interrupted (Xt = 1)

system at time t; and if X 1, Y_ > 0 is equal to the

t t
time elapsed since the beginning of the current interrup-

tion, and if X_ = 0, Y, is equal to 0, Clearly, {Zt,t > 0}

t t
is a Markov process whose behavior can be described by

the functions

=0}, n >0

p(t,n,0,0) = Pr{N_=n,X =0,Y =0|Ny=0,X =0,

t
(1)

p(t,n,1,y) = f? Pr{N,=n,X.=1,Y <y}, n2>0, y > 0,

We assume complete convergence of Zt as t - », and hence

the existence of the limits p(n,0) = 1lim p(t,n,0,0) and

t >0

p(n,l,y) = lim p(t,n,1,y).

w0

Next, we calculate the limiting state probabilities

with the eventual objective being an analytical expression



for the Joint distribution, Pr{Nt = n,Y <y}, of the

t
number in the queue and the time elapsed since the begin-

ning of the current period of interruption.

ITI. Analysis
By a routine application of Kolmogorov's

Forward Equations the limiting probabilities must satisfy

[A+y+y min(m,n)]p(n,0) = Ap(n-1,0)
(2) _ ®
+ ¥ min(m,n+l)p(n+1,0) + J p(n,l,y)o(y)dy, n > 1
. 0

(3 O#1)p(0,0) = up(L,0) + [ p(0,1,9)0(y)ay

() g; p(n,1,y) + [A+o(y)Ip(n,1,¥)

(5) . p(n,1,0) = yp(n,0), n 20

-

0
o
L]

(6) 5= p(0,1,7) + [A+o(y)Ip(0,1,¥)

Defining the transforms

(7) G(z,0) = zz p(n,0)z", |z] <1

n>0

(8) G(z,1,y) = zp(nsl,Y)zn’ Izl <1,
' ' n>0

equations (2)-(6) yield in the usual way

Ap(n-1,l,y), n> 1, y >0

¥



6(2,0) A (1-2)+y+mi (1= 2)]

(9) . ,
(-2 > m-)2p(3,0) = [ alz,1,5)0(p)ay
§=0 °
and

y
o(x)dx]

(10) * G(z,1,) = YG(z,0)exp - [ly(l-Z) + fo

Thus, on substitution and simplification we find

m=-1
cu(l- %) z (m-J‘)p(J,O)zJ

(11)  6(z,0) = ——2C
A(l-z) + mu(l- >) o+ y[1-8¥ (2 (1-2))]

For the Jjoint distribution that we seek, it is

readily seen that the transform

lim » PriN_ = n,¥ < y}z"

£+

H(z,y) ¢

n>0

is given by

(12) H(Z,Y)_

y x
G(z,O)[l + J exp{-[kx(l-z) + j o(u)du]}dx],
0 0 _

so that the generating function for the number of customers

in steady state is

. .a¥
(13)  H(z) = 6(z,0)+[1 + L . =80 0=2) T
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Thus, the solution to (1l) that we now develop completely
determines our joint distribution in equilibrium. ‘
First, let C(z) = [1-S*A(1-2z))]/(1-2z), so that (11)

can be rendered as

m-1 ,
(1) (2 - & Dve(2))6(z,0 = > Ehp(s, 002
. j=0

Expanding C(z) in power series yields

© L -
c(z) = Pl - S 22 (AR Atage
:Z | 22 jo pr e as(®)
n>0 2>0

k

Selecting the coefficient, c(k), of z¥ we find

od n
(15)  e(k) = f QL) o-Atgs(t)
. ' 0 )

n
. n>k+1
Next, the p(j,0) may be calculated as follows.

Lemma. Define the recurrence

a(0) =1 .
(16) 5=1
ad) = § zzoqmm_l-m’ 1< <ml,

, where

el
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£(0) = %;—(;+yc(0))
(17)
£(3) = L c(3), 1 <3 < m-1,

my

Then the coefficients p(J,0), 0 < J < m-1, are given by

: A

(18)  p(0,0) = XM
| > B

§=0 '

'and

(19)  p(3,0) = p(0,0)a(y), 0 < § < m-1.

Proof. Consider the (m-l)-degree polynomials

m-1 o
P(z) = > p(§,0)z)
j=0
: m=1
R(z) = 2 > jp(3,0)z]
3=0

Separating out the first m-l terms of 1ts expansion,

G(z,0) may be written

G(z,0) = P(z) +.sz(z)

where L(z) is analytic in the unit circle. Substituting

into (14) and re-arranging, we obtain
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(20)  R(z) = zP(z)F(z) = zL(z)[2F(z)-1]
where

F(z) =.I§—J [A+yC(z)]

Thus, since thé right-hand side of (20) and each of its

first m-1 derivatives vanishes at z = 0, the coefficient

of z’j in R(z) must be equal to the coefficient of zd-l

in P(z)F(z) for each 1 < j < m-1. Furthermore, F(z) is

'analytic in the unit circle and the coefficients of its

expansion are the f(j) in (17). This verifies that, when

considering p(0,0) as an undetermined cdnstant, the

g(j) = p(§,0)/p(0,0), 0 < J < m-1, satisfy the recurrence

in (16). | |
The remaining unknown parameter, p(0,0), is

determined from

m-1
p(0,0) > (E=dyq(y)
J=0
1- 2 (/o)

G(1,0)

and by (12),

H(1,») = 1 = 6(1,0)(1+y/0).
Substitution results in (18). |}

Accumulating the results so far and addreésing the

stability question, we obtain our main result.
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Theorem. The function H(z) = lim :z Pr{Nt = n}z",
A i n>0
lz] < 1, for the number in the system in equilibrium is
the generating function of a proper probability distribution
if and only if the condition

, mu
(21) A< 1+yv/c

is fulfilled. 1In this case, the function H(z) is given by

m-1"
* : . .
1+ }' . 1-S ii;l’Z)) Z mr-r-l} (j,O)ZJ
(22)  H(z) = & ;‘{?0( -
AZ Yy , 1-S (Q(l=-z
i- my [} Y 1-2 }

. where the m unknown coefficients p(j,0), 0 < j < m-1, are

determined from the lemma with the c(j) given by (15).

Proof. Informally, the stability condition follows from

the fact that A is the fraction of time the higher
1/¥y+1/0

priority interrupt process is idle, and hence the fraction
of time available to the M/M/m queue. More precisely, the
necessity of fhe condition is obtained from (18): If (21)
is not satisfied p(0,0) £ 0 and the function H(z) cannot
be a generating function. For sufficiency we first prove
that 1f A < mu/(l+y/c) then |zF(z)| < 1 for all |z| < 1,

We have
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* . (-]
38 (gél-z)) - Ajoye-AyCI-z)s(y)dy.

For |z| < 1 and z # 1 classical inequalities yield

< Ao, whereupon integration yields

as*(k(léz))l
. A _

|s*(x(1-2))-1] < %Iz-ll. Furthermore, [S*(A(1-z))-1](z-1) + A/c

as z = 1, .Thus'][S*(A(l-z))-l]/(z-l)l < o, |z| £ 1, and
(21) implies |[zF(z)| < 1 for all |z| < 1. Hence, when (21)
holds, the denominator in (22) has ﬁo root in the unit

. circle, and H(z) is therefore analytic in this domain.

From (15) the c(k), k > 0, are positive. Thus,
use of the lemma and éhe fact that (21) iﬁplies p(0,0) > O,
shows that the p(j,0), 0 < J < m-1, are positive. Ex-

pressing H(z) in the form

. m-1
B = 1+ Lo S ELpg,0d|| Y erent,
J:O ) nlO

it is readily seen that the coefficients in the expansion
of H(z) must be positive. H(z) also Satisfies H(1l) = 1, so
that H(z) is the generating function of a proper ﬁrobability

distribution. The remainder of the theorem simply combines
| (13) and (14) with the lemma. [ ]

From the results of this section expected values

can be found in the usual ways. Of course, the computational
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complexity will be determined primarily by the form of
S*(z) and the calculation of the c(k). In connection with
the data base'application mentioned earller, these,calcula-
tions along with related computational issues are illus-

trated in the next section.

Iv. thimal Data-Base File Replication

In our specific model of the data base problem
described in the Introduction, we assume that the service
interruptions of the M/M/m queue correspond to the busy
periods of an M/M/1 queue. The M/M/m queue services read
requests in parallel on m identical file replicas, and
the M/M/1 queue services the high priority update (write)
requests, i.e., requests to update all m file replicas.
Accordingly, the expected value, 1/§, of the exponential
update distribution will be treated as an increasing
func;ion of m.

Consistent with our earlier definitions, the
intervals between consecutive periqu of interruption of
the read queue are now to be interpreted as the update
interarrival periods in a Poisson process with parametef Y.
Cleérly, as m grows the read queue benefits from the greater
parallelisﬁ, but suffers from the reduced avallability of
the file replicas caused by the increased update timeé and
busy periods. 1In assessing thls trade-off we shall look
at both the equilibrium expected ?ead time, W, and the
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maximum (saturated) read throughput rate, T. Past
analyses [1,2] have been restricted to the latfer.per-
formance measure. |

| T is easily found as mu times the fraction of time
in equilibrium that the update queue is idle, i.e. the

probability, 1l-y/8, that the M/M/1 queue is empty. Thus,

o o_mu
_(23) T =15/

To obtain W from our earlier results, it 1s con-
venient to make use of the busy-period equation for the

update queue
(24)  s*(z) = B¥(z+y(1-5%(2)))

where B¥(s) = 6/(6+s) is the transform of the exponential
update distribution. From C(z) = [1-S* (A (1-2))1/(1-2) we

obtain after substitution and routine manipulations

(25)  €(2)2[y(1-2)] + C(z)[8+A(1-z)=y] = A
Accordingiy,.
'(26) YC(O)2 + (8+A=y)ec(0) = A =0

Since 6§ < y is implied by a stable update queue, the positive

real solution to (26) is given by
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(28) c(k) =
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Y/ (8+a-y)2H+iny = (8+A-y)
2y

For the coefficient c(k) in the expansion of C(z) it is

routine to verify that the relation

1

2YC(0)'+6+)\"Y C(k:'l)(_)&'*YC(O))
- k=1
) 0(2)[0(k—1f£)—0(k—'2)]§. k> 1,
=1

- 1s implied by (25).

Next, we can compute W by applying Little's
result, W= H/X, where n is the expectéd number of read
requests in the system in equilibrium. LettinglE(Sz) be
the second moment 6f the busy period distribution, S(t),

we differentiate (13) and obtain

-

R o= H(2)] 0y = 07(2,0)|,0; (14y/0) + 6(1,0) B E(s%)

© where
G(1,0) = i:%7g
me-1
G(1,0)[F(1)+F"(z)|, 4] + Z m—I;-J-qu,O)
. _ J=1
G"(z,0)|,1 = TR
_ A
F(1) = e (1+y/0)

2
. 2 L e2y
F7(2)| ga1 = Zmy B(ST)
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For the busy period of the update queue we have the .

standard results

o = L
l/c e
E(S%) gd 3
(8-v)
Thus ~ m-1 ‘
As A m-j .
mp1+(IlY—)-2- +sz =1 3p(5,0
(29) = —2Y _ 4 Y =1 __ '
§(1l-A/mu) =y

(G-Y)2

V. Conclusions

Our basic objective, reached in the last section,
has been the analysis necessary for suppofting a study of
optimal file replication in distributed data bases, uSing
more general measﬁreé_than heretofore. With parameter
valués corresponding tovspecific systems, it can be seen
that (27), (28) and (29) provide for an easily implemented,
efficient computation requiring O(m2) time and O(m) space.

In a numerical study of the optimiéation problem
the key structural parameter to be specified is the average
update time 1/8. A basic assumption made in [1] is _
1/6 = m, which applies when the m file replicas have to be

updated 1n strict sequence, each according to a (normalized)

unit ‘exponential distribution.
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However, in general the time to update the m

flle replicas will not be such a simple function of m.

Parallelism may be possible in "broadcasting" updates to
distributed data bases, thus reducing update times. On
the other hand; coherence control mechanisms designed to
synchronize the times when updatea data bases become
effective will tend to increase update times (see [2]).
Depending on which effects dominats, the growth of 1/6
with m may’therefore be either faster or slower than lilnear.
To provide an idea of what can be gathered from
numerical results, Figure 1 illustrates performance as a
function of m, 1in ter@s of the measure W = n/A, assuming
that 1/6 = m. (Note that log W is graphed.) Note that -
departures from the minimum expected read times are worse
for underestimates than for equal sverestimates of'the
optima. Also, for X sufficlently small m = 1 1s optimum,
and as X\ approaches saturation, optimﬁm,values of m will
be s¢ large that architectural issues other than those we
have discussed may limit hsw many repllcas can be provided.
In Figure 2 we illustrate the comparison of
throughput and expected-read-time optimizatilons. Remarkable
in this figure is how the optimal values of m depend on the
performance measure. As can be seen the value of m -
maximizing read throughput exceeds the corfesbonding value
minimizing expected read times. Moreover, W is a more

rapidly varying function of m.
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Figure 1. Logarithm of average READ
response time vs. m.
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