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IMPROVING AN ALGORITHM FOR FACTORIZING POLYNOMIALS OVER A FINITE FIFLD

» AND CONSTRUCTING LARGE IRREDUCIBLE POLYNOMIALS

by Paul CAMION

Ahstract

Let f(X) € E‘[X] be a polynomial with s1mple ‘roots to be factorlzed

~ The so-called Berlekamp subalgebra B spanned over Ba by the 1dempotents of

A= E‘[X]/(f(X)) is cons1dered “An exponent1a1 technique previously intro-
duced based upon taking at random elements from B led to obtained idempotents
and, from ‘that, to getting all the factors of f(X). This algor1thm is speeded

up in. three ways. The concept of separating subset of B is introduced and the

" operator of Mc ELIECE mapping A onto B-is_used for contructing a small sepa-

rating set. Factorizing subsets of.B% were previously defined and investigated.
The algorithm and those objets are used together with a process introduced by

F.J. Mc WILLIAMS for a fast construction of primitive idempotents.

Afterwards, dn algorithm is introduced for comstructing irreducible

polynomials of IHEX] of degree d, for.large values of d, in which the most

expensive operation is the Euclidian algorithm applied to two polynomials

vof degree 2d.

~

Soit £(X). ¢ IB[X] un polyndme 2 racines simples devant étre factorisé.

On consid&re la sous-algébre B, dite de Berlekamp, qui est engendrée sur Ea

par les idempotents de A = E‘[X]/(f(X)) Une technique exponentielle’intro—~
duite précédemment basee sur un tlrage aléatoire d'éléments de B menait a
1'obtention.d'idempotents et, de 13, 3 la construction de tous les facteurs

de £(X). Cet algorithme est accéléré& de trois mani&res. La notion de partie

séparatrice de B est introduite et 1'opérateur de Mc ELIECE qui envoie A sur

B est utilis& pour construire une partie s8paratrice petite. Les parties

factorisantes de Ia furent précédemment définies et &tudiés. L'algorithme

mentionné et ces deux objets et un processus introdult par F.J. Mc WILLIAMS

'sont utilisés conjointement dans le but d'obtenir une construction rapide de

tous les idempotents primitifs.

On introduit pour suivre un algorithme de construction de polyndmes

dé IE[X] irréductibles de degré d, pour de grandes valeurs de d, dans lequel.

‘1'opération la plus coliteuse est 1'alg6ri§hme,d'Euclide appliqué 3 deux

polyndmes de degré 2d.

R R - 95
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0. — INTRODUCTION

In P. CAMION [4] and [5], we introduced an algorithm for constructing
the primitive idempotents of any ideal of A = Fq[X],...,Xr]/(tl(Xl),...,tr(Xr))
in the case where all ti(xi)’ i=1,...,r, have simple roots. For r = 1,
that algorithm allows the factorization of any f(X) € Fq[X] for whatever
finite filed Fq. The basic idea is the following. Let €1seensey be the
primitive idempotents of A. Then we consider the Fq—subalgebra B of A,

B = lg?ﬁk Fq e; which is called the Berlekamp Algebra of A. The algorithm
of BERLEKAMP [3] allows the construction of a basis N of B as well as the
operator T of Mc ELIECE [10] which works very efficiently when the irredu-
cible factors of tl(Xl)""’tf(Xr) all have degree ¢t [8]. If u is an idem~
potent of A, then u N contains a basis N' of (u) n B = .69 Eq e, where
u= 2z e. tel

iel

i) 1th case, q is odd. For every w in (u) n B, then w2d, where

d = (q-1)/2 is an idempotent. Let w = T a;, e;. Then wd has
: iel
components 0, =1 and 1| in {ei}ieI s components -1 appear whenever

some ai's are non-squares in [F_. If w has both components 1 and
-1, then u = wd(wd+u)/2 + (u—wd(wd+u)/2) is the sum of two ortho-
gonal idempotents.

21 +1

ii) Zd case, q is even. If q is 2 , then we consider q' = qz,

else q' = q. ﬁere, w will be taken with a; € F', ie I, which
is done by taking a linear combination in N' over Fé . Here
d = (q'-1)/3 and we also obtain recurrently, picking up w's at

random, the decomposition u= I e
€

This is outlined very roughly. The reader is invited to see [4], [5] and [6].
Here we confine ourself to factorizing polynomials.and constructing irre—

ducible polynomials of high degrees.

In both cases, we obtain deterministic algorithms for a given field Fq.
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Notice that the idea of using idempotents for factorizing
a polynomial goes back to F.J. Mac WILLIAMS [11]. In the case where
A= H%[X]/(Xn+]), n odd, a basis of B is easily constructed. Indged, ‘
if X™1 has k irreducible factors, then the dimension of B over H&
is k since every minimal ideal (gi(X)) of A, where gi(X) =.(Xn+l)/fi(x)
and fi(X) is an irreducible factor of Xn+l, i=1,...,k, contains a unique
primitive idempotent e;. Then constructing k linearly independent. idempo-
tents provides a basis of B. But the set of non-zero elements in Z /(n)
is partitioned into k cyclotomic classes, CO={1}, C1={2,4,...},
02 ={3,6,...} ,... Now to each Ci corresponds an idempotent ui=j§Cixj’ and
Uyseeesl _ are linearly independent since any two of them have disjoint
sets of non-zero terms. Finally an algorithm is given [11] for obtaining

Ki, i=l,...,k from the set {u seeesU )

pages that the algorithm suggested by D. LAZARD is essentially the same

}. We will see in the following

as this one which is adapted to the case where A = Ba[X]/(f(X)) where
f(X) has distinct roots. Account of [11] is found in v. LINT's "Coding
Theory", Springer-Verlag §201. Obtaining .the primitive idempotents solves
the problem of factorizing f(X) since the set of irreducible factors of
£(X) is {(e;-1,£(X))}

I<igk”’




1. — FACTORIZING POLYNOMIALS

1.1. - The Mc Eliece operator

The polynomial f(X) ¢ Fq[X] may be assumed.to have distinct
roots (for example Mc ELIECE [10]). We then compute (qu - X, £(X)),
i=1,2, ... up to the value t for which we obtain a g.c.d.,g(X) # I, of
which all irreducible factors then have degree t. We keep the values Xqi
mod £(X), 1 = 1,...,t-1 and reduce those polynomials modulo g(X). Hence-

forth f(X) has distinct roots and all its irreducible factors have degree t.

Consequently the operator T of Mc ELIECE is easily defined as follows. For

every v(X) ¢ A= F_[X]/(f(x)), then Tv= E v(xdY). We first have
4 : o<i<t

Theorem O : The operator T maps- A onto B [10] and [8]

Let n be the degree of £(X).

2,...,Xn_]} contains a basis of B.

Co ollary . The set T {1,X,X

. s . t=1
Notice that, keeping the values XJ,XJq?...,XJq mod f(X)

] . j+ql .
when computing TXJ allows the computation of Tx3 "4 , 1 =0,1,... by means
p 24 y

t_
" of t products mod f(X), since X,Xq,...,Xq have already been computed when
reducing the problem as told hereabove.
1.2. - Proving the existence of a deterministic algorithm in

0 ((log,q) dim B)

Definition 1 : A subset S of B is separating when for

every idempotent u of A with the form-ei+ej, i<j, there exist at

least a'v in S such that uv = a.e.+a.e., with a. = a. .
11 ] ] 1 J



Clearly, any set containing a basis of B is a separating set,

but more particularly, we have the following theorem 1.

Theorem | : The set {TX, TX2,...,TX2t-]} is separating, and if

q = 2, the set {TX, TX3, ...,TXJ} for j = 2 t-1 is separating.

The proof is in appendix 1.

We also say that v separates the idempotent u if uv is not a

scalar multiple of u.

Definition 2. Let q be odd. Then a subset P of F; is factorizing

if for every two subset {a,b} of Fq, there exist an x in P u {0} such that

(a+x) (b+x) is zero or a non-square.

Let q be an even power of 2. Now FZ contains a subgroup Co of
index 3. Then a subset P of F: is factorizing if for every two-subset {a,b}
of Eq, there exist an x in P u {0} such that (a+x)(b+x) is zero or a+x and

b+x are not in a same coset of Co’

Theorem 2 [6] : For q odd, there exist a factorizing subset

P of F: such that :
(D Card P < 2 1og2 q.

For q an even power of 2,there exist a factorizing subset P

of F: such that :
(2) Card P < logy (3 q°/2).

In the first case, every factorizing subset P verifies :

(3) log, q < Card P + 2,

and in the second case, every factorizing subset P verifies :

(4) logy q < Card P + 2.



Now, if we are faced with the problem of factorizing polyno-
mials over a given, fixed finite field, for example for finding the roots
of an error-locating polynomial, we will first determine a factorizing sub-
set P of Fq. Then we don't need any longer constructing a basis of B.

When having to decompose a non-primitive idempotent u into a sum of ortho-
gonal idempotents we only need to find a v ¢ B separating u. Thatfor, we

2
try TX, TX ,...

- Notice that the average number of tries is at most q/(q-1). Also

if q is 221+] all the above computations are performed in Fq[X], but P is

determined in Fq,, q' = q2. Now we are certain that for at least one x
in P u {0}, .then w = vu + x will yield a decomposition of u as recalled in

i) and ii).

1.3. = Back to probabilistic algorithms

1.3.1. - Checking the end

Each time we get an idempotent u, we have to see if
it is primitive. In [4] and [5] we suggested to first construct a basis N
of the BERLEKAMP algebra B of A. There, u is primitive iff the set uN has
rank 1. In [8] we worked with an f£(X) ali of which irreducible factors had
degree t. There, u is primitive iff (1-u, £(X)) has degree t. In all those
papers, the idea was to decompose | into the sum of the k primitive idem—.
potents in k-1 steps. At each step, a non-primitive idempotent is decomposed

into a sum of two orthogonal idempotents.

D. Lazard [15] suggest the following faster probabilis-
tic algorithm. Suppose we are given any way of producing idempotents of A
at random. Notice that if all irreducible factors of f(X) have degree t,

then the number of primitive idempotents of A is n/t = k, which is known.

1.3.2, - Lazard's algorithm

Step | : E, = {1}

Step i : If Card E;_, = k, then end, else an idempo-
tent u is produced. For every x in E;_ |, compute ux and (l-u)x. The set of

non-zero polynomials obtained will form E;.



End

Notice that E, is a set of orthogonal idempotents,
thus an idempotent is never obtained twice in the process of forming Ei+]'
That algorithm was investigated by P. FLAJOLET and J.M. STEYAERT [16].

Let us assume that for every idempotent u = ) a, es produced and for
o 1<i<k
every i, then the probability that a; be 1 is w. Their result is as follows

2

(5) lim = —
1og2(7r2 + (l"ﬂ)z)

k-

1og2 k 1

where ﬁ? is the average number of steps in Lazard's algorithm to obtain all

k primitive idempotents. Notice that for m = 1/2, then ﬁk v o2 log, k.

. Observe that Lazard's algorithm ends as soon as the set

of idempotents u produced form a separating set. The two distinct components

in definition I are O and I.

Let us show by an example that it may be worthwile
to take the idempotents u from a smaller set than the set of all idempotents.
Let t be a prime, q = 2, n = 2t-2 and £(X) = I X,
0<i<n
We know that f(X) factors into n/t = k irreducible polynomials of degree t.

Here theorem 1 gives us a separating set of t idempotents of A. Using that
set for Lazard's algorithm, it will end in at most t steps. If we had to
take the idempotents u at random, assuming that 7 is close to 1/2,the average

number of steps would be approximately 2 log2 k>2t ~-2-2 log2 t.

That example shows that theorem | is close to best

possible for q = 2 since the smallest size for a separating set is [logokT.

Observe that a separating set S ¢ B of size s for an
algebraA A with k primitive idempotents may be considered a kxs matrix with
entries in Fq in which any two rows are distinct. If we assume that each
entry of a kxs matrix is uniformly distributed over Fq, the probability

for such a matrix to yield a separating set is



6) . q°(¢®-1) ... (qs—k+1)/qkso

Now if a separating set S is taken at random among
all possible separating sets of size g, then the probability that i given

elements in that set form in its turn a separating set is :
_O . i N .
(7 - g<(s71) g (@ -1 ... (@hk+1) /(a1 ... (P-k+1).

For example if £(X) is a product of k = 4 irreducible
factors of degree t= 7, then it is reasonable to expect that the probability

3 5

for the set {TX, TX , TX", TX7} to end Lazard's algorithm is :

(8) 243 %2t -1y (2%-2) (2%-3) 727 (2T-1y (27-2) (27-3) = 698

in place of :
(9) 2%(2%1) (2%-2)(2%-3) /2% = 666
for a random set of four idempotents u.

1.4. - Conclusion

LAZARD's improvement of the algorithm introduced in [4] and [5]
should apparently be adopted for finding the primitive idempotents of an
ideal of a semi-simple algebra A = B% EX]"'"Xf]/(t](xl)""’tr(xr)) in
all cases, i.e., r2l, gq.a power of 2, q a small add prime, or q a large
odd prime.

What is left to decide is how to produce the random idempotents
required. The first method introduced and outlined in i) and ii) is expensive
because it requires the diagonalization of a matrix by Berlekamp's algorithm
which-need 0(n3) operations in Fq for the problem of factorizing a pplynomial
£(X) € Fq[X] of degree n.The other method'suggested in [ 157 consist in
taking w from A and constructing the idempotent wd(wd+1)/2, d = (qt-l)/2,

where t is the degree of every irreductible factor of f(X). This require

approximately 1.5 t log, q products of polynomials mod f(X).
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Now if we considered the set S = {TX,TXZ,...,TXZt_]} then .we

have seen that taking successively w from S + Fq or from S + (P u{0})
whenever q is fixed and not to large, with P a factorizing subset of Fq

or ﬁq. is somewhat better that taking w at random from B. Constructing

‘an element from S need t products mod £(X) and then computing wd, where

d = (¢g-1)/2, (g-1)/3 or (q2—1)/3 according to whether q is odd, q is an
even power of 2 or q is an odd power of 2, respectively, need approximately:
1.5 log,q products of polynomials mod f(X). We clearly have to comparate
t+ 1.5 1og2 q with 1.5 t 1og2 q. '

Finally, when the primitive idempotents S ERRRI " of
Fq[X]/(f(X)) are obtained then g.c.d. (l—ei, f(X)) is computed,

i=1,...,k. Those are the irreducible factors of f£(X).

g
Il

2. — CONSTRUCTING IRREDUCTIBLE POLYNOMIALS OF HIGH DEGREES

2.1. - An easy construction for some very particular irreducible

polynomials

The simplest way of constructing an irreducible polynomial over
Fq is apparently to just take the irreducible polynomial (Xr—f)/(X-l) for

r a prime for which q is primitive mod r.

The corollary of theorem 3 in appendix 1 allows an easy factori-
zation of the cyclotomic polynomial Fm(X) over [, when m is a certain pro-
duct of two primes.

Appendix II allows an easy construction of Fm(X) when knowing
le(X) and sz(X), mm, = m, (m],mz) = 1, For, le(Z) being f(Z), systems
(2) and (3) are easily solved for (x],...,xd) = (O],...,Gd) and the integers
a],...,a¢(m) are obtained. The same is done for sz(Z) = £(Z) giving the
corresponding integers a{,...,aé(m). Now the products aia;,...,qp(m)gg(m)
are computed which are substituted for 815058y, d = ¢(m) in- (2). This
gives x;,...x; in O(dz) operations. Notice that the absolute values of

a{,...,aé(m) are bounded by ¢ (m).
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We shall observe that the factors of Zm—l, for all integers m
are the only polynomials verifying the hypothesis on f(Z) for which the
sequence (lail)ieIN is bounded. For, if (Iail)ielNis bounded, it should
be ultimately periodic, with period, say, m, since (ai)iE]Nverifies a
linear recurrence. Hence (Zm—l)f'(Z)/f(Z) is a polynomial and since

(£'(2), £(2)) = 1, then £(2) divides Z'-1.

2.2. - Other constructions

2.2.1. - The_basic property used

If £(Z) is given in (1), of appendix 2, we know that
a; is the sum of the ith powers of the inverses of its roots whenever f£(Z)
has distinct roots. See for example F.J. Mac WILLIAMS and N.J.A. SLOANES [ 17].
Let us denote by %(Z) the reciprocal polynomial of £(Z).

Consequently, if :

()  P(Z)=- % a, Z" and Py(Z) =- I b, 7
ie IN ie N

are the R.H.S. of (1) for f(Z) = f](Z) and f(Z) = fz(Z) respeétively, fj(Z)
having distinct roots, j = 1,2, then the product aibi is the sum of the
. - " n

ith powers of all possible products of a root of f](Z) with a root of fz(Z).

Let {a],.;.,ur} be the set of roots of fl(Z) and {Bl,...,BS} that one of

fz(Z) and g(z) = I (z - ay Bj)}‘If moreover g(Z) has also distinct roots,
: <i<r :
1<j<s
we then have that : o ' *
2) Z g'(2)/g(2) =- I a, b, 7.
. 1 1
1e IN

Example : Let f](Z) and fz(Z) be irreducibl e polynomials
in IFq{Z] and (r,s) = 1. Then clearly (a]Bl)qJ runs over all roots of g(Z)

which is consequently irreducible and has degree rs.

2.2.2. - First_construction

Considering the polynomials fl(Z) and fz(Z) from the

example, we first compute the sequences (al, az,...,ars) and (bl’bZ""’brs)
from (2), (3) of appendix 2 and the subsequent relations. Afterwards the

sequence



D]

.(alb],azbz,...,arsbrs) is computed. Now system (3) for d = rs allows
the computing of KgpXpseorsX os which are the coefficients of g(Z), in
O((rs)3) operations in IFq.

Notice that if f](Z) and f2(Z) are primitive, then

g(Z) belongs to the exponent :

3) @ -1 -1/

Consider now the polynomials f](X) and f2(X) as belon—
ging to Z [X] for q a prime.Then they are necessarily irreducible in Z [X]
and g(X) € IFé[X].may be obtained by taking mod q the polynomial g?X) e 2 [X]
of which the roots are all possible products of a root of fl(X) and a root

of fz(X). To see this easily, it is enough to observe that g*(X) is the. charac-

teristic polynomial of the Kronmecker product of the companion matrices.of
fl(X)_and fz(X). Computing mod q may be done from the beginning or when
obtaining g*(X). In both cases g(X) is obtained.

It is impossible that g*(X) had repeated roots since it
would then be reducible and g(X) would be reducible. Consequently g*(X) may
be computed as for the construction of the cyclotomic polynomials by handling

system (2). This is done in 0((rs)2) operations in Z .

That method seems attractive since~g*(X) is computed in
2 . . . . . .
0((rs) doperations in 2 for a given couple of irreducible polynomials fl(X)
and fz(X) over a prime field IFq with relatively prime degrees r and s.However

if a is the complex root with the largest module of f](X), then ]a[z 1, and

we have just seen that |a| =1 iff fl(X) is a cyclotomic polynomial since
for Xfi(X)/f](X) = I a, Xl, then the integer a; is the sum of the ith
izl . .

powers of the roots of f](X). In other words, a; grows as does Ia]l

However, let us consider a polynomial fl(X) or fz(X)

with the form :

4) £(X) = X
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where the ai's are all O or !. The companion matrix of such a polynomial

is non-negative. Then the theory of FROBENIUS asserts that the root with

the largest module is real and positive. Let a be that positive root and

let B be the positive root 6f the polynomial :

q .
(5) x¢ - axd-,

where a = -£(1). Thenclear%y(du_f B. But since BJ(Bd_J - a) = 1, then
p¥ I a1 < (at)) 7.
Consequently, if d&j is large and a small, then the

growth of a, will not be too fast.
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2.2.4. - An_algorithm which only need one application of the

Euclidian algorithm to two polynomials of degree 2d

and O(log(q-1)+log log d) products in IT:X] for

constructlng an_irreducible polynomial g(X)eﬂ? [X]

of degree d=rs, (r,s)=1, when knowing 1rreduc1b1e

polynomials of degreé r_and s respectively.

The algorithm that we describe here should apparently
be prefered to the previous two ones. It relies upon the one for finding
the error locator polynomial and the error evaluator polynomial in decoding

alternant codes ([17], Ch. 12, § 9)

Let r_ (X) and r (X) be given in na[x] and
r_l(X) =1, (X) qO(X) +r (X),...,r 1(X) = ri(X) qi(X) + ri+l(X), where
the degree of ri+1(X) is less than the ‘degree of ri(X). Then there
exist a smallest integer s such that r (X) = 0 and we know that

r (0 = (r_ (0,1,(0).

s+l

We call ri(X) the ith remainder of the sequence based
upon the couple (r_l(X),ro(X)).AFor the application that we have in

view we restate part of Theorem 16 of [17], Chap. 12, § 9 as follows

Theorem : Let K be a field and p(X), q(X) be given in KEX]

with (p(X),q(X))=1. Moreover the degree of q(X) is d and that one of p(X)

is less than d.

Suppose that

(6) p(X) = q(X) S(X) mod x29
where
@) S(X) = T s, xj # 0.

0<j<2d

Let k be the smallest i for whlch the remainder r. (X) of the

sequence based upon (r_ (X), rO(X)) = (X ;$(X)) has degree 1ess than d.
~ Then rk(X) = 0p(X) for some GEK .
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Notice that the authors in [17] would also obtain §q(X) by
proceeding with the so-called "extended" Euclidian algorithm which need
keeping the quotients qi(X).when computing ri+](X) and performing 0(d)

extra products of polynomials.

Since S(X) is invertible mod XZd, we will avoid this by

computing
(8) §q(X) = 8p(X) 8~ (X) mod x%*!.
This will need an éverage of
-(9) 1,5 Iogz(q—l) + [16g2|—1ogq(d+1§]] + 1

products of polynomials and would speed up as well the decoding process

of alternant codes. This relies on the following

Lemma : Let f(X) be a polynomial of degree less than r in

T [X]. Then
q D ———
£l = £5(X) mod X,

where t=qs—1, s= [1ogqf] .

Since s is the smallest integer such that qSZr, we have that
s s
£7x) = £x37) = 1 mod X, O

Then (9) follows from the fact that calculating fq_I(X) need
_ (q-1)qt _ c(q=1) oqiy . '
an average of 1,5 logz(q 1) products and £ (X) = £ (X17) 1is
obtained by shifting.
Since qsfl = q-1 + (q=1)q +...+ (q—l)qs_l, then computing
t r T
f (X) mod X" need on the average 1,5 1og2(q-1?_+ liogz [iogqf]

mod Xr.

products

Finally, the congruence (8) is mod Xd+1 in place of XZd

since the obtained 8q(X) is known to have degree d.
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The algorithm

We proceed as is 2.2.2. except that the sequences
(ai) and (bi) are computed up to 3.6 = 34 and b2rs = b2d respectively.

The lemma may be used to speed up then calculation by computing

£1(X) f;l(X) mod x°9 and £ (%) f'z“(X) mod x°9.,

Then the polynomial

‘ _ - S2d-1
S(X) = a]bl + a2b2 X +...+ a2db2d X

is obtained, and since

g'(X) _ 2&,
W = S(X) mod X |

then the theorem and the lemma allow the computation of g'(X) and g(X)
respectively.
Examﬁle

1 + X + x2 and fZ(X) =14+ X+ X3,

Let fl(X)
both in H&[X].

£} (X)

L e i x+ 0+ + 0+ ¥+ X+ x!0 oa x12
fl(X)
£2(X)

2 =1 + X+ X3 + X6 + X7 + X8 + Xlo mod Xlz.
£,(X)
Then

1
g’ (X) =14+ X+ X3 + X6 + X7 + XIO mod X12 = S(X) mod Xlz.

g (X)
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Proceeding with the Euclidean algorithm based
upon the couple (r_l(X), rO(X)) = (XIZ,S(X)), we find out
rl(X) = x2+x3+x5+x8+x9, rz(X) = 1+x+x2+x3+x4+x5+x7+x8, r3(X) = x+X4+X6,
rA(X) =1,
. _ ol 12
Hence g'(X) = 1 and g(X) =S (X) mod X .7, or

g(X) = S_P(X) mod X7, since d=6.

Byvthe lemma, we obtain g(X) with only two

products :
g(X) = (14030430 (1+x%+x%) (14x*) mod x’
g(X) =1 + X + X2 + X4 + X6.
Remark

For q=2, interpreting the algorithm for fast division

of [19], page 288, would lead to the folloWigg»process for calculating

1 s
+ a,X+...+ a X2 ] modulo X2 .
' 25-1

the inverse of a(X) = a,

a, + aIX = al(X)

2 2 3, _ ' 4
al(X) (ao+a1X+a2x +a3X ) = a2(X) mod X

2 oo 7. _ 8
az(X) (aofalx +...+ a7X ) = a3(X) mod X

s : S
'az X) (a,+a X +...+ a X2 —]) = at(X) = a 1(X) mod X2
s-1 0 1 25_1

In the example, we would compute

14%+X% mod X*,

N

1
ni

a (X) = 14X 5 2> (X (14X+K) = 2, (%)

and

ag(x) (1+X+X3+X6) = 1+X+X2+X4+X6 mod X8.

Reducing mod de] may be done at the end.



L]
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2.2.5. - Passing from an irreducible polynomial to anothe

- d
Let g(X) = ag ta, X+ ...+ a3 x4t X be an

irreducible polynomial over Fq and let o be one of its roots in ]qu .

There is a representation of F , by matrices in which o is the matrix
q B

Then o+ az is represented by a matrix M with the

form :




If. the characteristic polynomial of M, 1i.e.
Det (M-AI) has diistinct roots, which is easily checked,then it is irreducible
and its roots are o + a2 and its conjugates. Here computing Det (M - AI) |
is an easy matter and essentially fedﬁces to computing the determinant

of a 2x2 matrix whose entries are polynomials in A.

For,define by induction the matrix P()) as follows :

Pl ™ =1, P],j(A) =0, jJ=2,...,4, Pi,l(k) =>\Pi_]’i_](>\)9

i=2,...,d ;
P, .()) =P. .0 + )

s i i-1, Pic1,5+1

Then for j > 1, i 2 j it is easily verified that :

P. j(x) = AP, ).

i, i-1,3-1

Then, for 1 = j, we have that :

- APi_l’j_l(x) + Pi_l,j(A) + Pi_l,j+1(x) =0

This shows that the matrix P(}) (AI—M) has the form :

0 .
A2 .
0 x3 o .
G
- QI(A) Qz(x)

Q3(1) 9, (M)

.and consequently :

: Det (AI-M).

d-
Q (M) QM) - 2y() Q) = X
An analoguous construction may be done for o + a

which reduces to computihg the determinant of a 3x3 matrix.

Notice that the described transformation is performed in
: 2 . .
0(d™) operations in Ea after P(A) has been computed once for all. (Only the

last two rows of P()\) are needed).



2.3, - Looking for primitive polynomials

. . Let o, be a root of gl(X), irreducible polynomial of degree
d. Then if gi(X) is obtained from gi_l(X) by constructing the polynomial
of which the roots are the conjugates of Ay l, or a,_; * ai_l, or

a_y ¥ ag | one of those transformations being taken at random and verifying
each time that the obtained polynomial has distinct roots, we get a sequence

of irreducible polynomlals, each 83 (X) being characterlzed by BJI which is’

the transformed of 8 -1 where 8 is a primitive root of IF d.

If we assume ~but this is questlonable- that J , 1=1,2,... is
a random sequence of integers in [l,q -1] ,then the probab111ty that

(J »q —1)—1 is the probability that any two integers are relatively prime,
whlch is 6/H [91.

If moreover we know the small factors of qd—l up to s, then
we are able to eliminate the polynomials gi(X5 for which 1 < (ji,qd—l) < S
If our assumption is reasonable, then by the argument of the theorem of CESARO

already quoted [9] the probability for the rest of the polynomials to be
primitive would be :

/(1 + 1/(s+1)% + 1/(s+2)2 + ...).

The fact could be checked statistically over irreducible poly-

nomials of degree d for which the factors of qd-l are known.
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APPENDIX

PROOF OF THEOREM 1

Denote.IFq by K. By the chineese remainder theorem, the algebra
A=T1F [X]/(f(X)) is isomorphic to the product of k fields, each of which
being 1somorphlc to L K[X]/(f (X)), where f,. (X) is an irreducible factor
of f(X) of degree t, i = l,...,k.

Let £.(X) = 1T (X - a ) It can be shown (for example [4])
i

that the mapp1ng w(X) > (w(a ) w(az),...w(ak))~
(wl,wz,...wk) displays an isomporphism of A onto A LXL>* ... *XL of which
the existence is announeed by the recalled theorem. In particular an idempo- °
tent u has components 4; in {0,1}, i = 1,...,k.

”

Now since the trace operator T is surjective from L onto K, then for

“every i = 1,...,k, there exist an eiéﬁent in A of the form (0,!..,0,&1,0,...,0)
for which TL/K(ﬁi) = 1. This means that there is a polynomial in A, w(X), such
that Tw(X) = w(X) + w(Xq) R w(th—l) € A is the primitive idempotent e .
Now Tw has degree less than n. This proves in passing that '
T{I,X,XZ,. }C A generates B over ]Fq, since for w(X)— & Xixl,
then Tw=i§n x, TX* :

On the other hand, let j in [1,...,k] be distinct from i. Then the alge-
bra A" = KXV (£ (X)f (X)) is mapped isomorphically onto L x L by
a (X) Nﬂ(a (u ), a (u )) as seen above. Thus for any polynomial g(X) and its

remainder g (X) mod (f (X)f (X)), then we have (g(a ), g(a )= (g (d ),g (a ).

U . . ’ 3 . ~ m * AN
We can noi write successively for Sz= i,] : TL/K w(us) = %L/K w (as) 5
(TW)(aS) = (Tw )(as), with Tw = T aQTX and Tw = bg TX". This shows
2<n 2<2t

that there exist an h < 2t such that (TXh)(ai) # (TXh)(aj) ;5 in other words
the element TXh which is in B separates the dempotent e; *+ ej, which proves

the theorem.

Theorem 3 : Let m be a product of two primes, m = ab, such that

(q,m) = 1 and moreover such that q is primitive mod a and mod b. Let Fm(X)

be the cyclotomic polyhomial with degreé ¢ (m). Finally, let G, be the multi-

plicative subgroup generated by q in 2 /m Z , with coset representatives

'
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S seevsSp in the group of units of Z /m Z.. Then considering Fm(X) as

s Z
belonging to IFq[X], we have that {1,TX I, ...,TXSk I

Berlekamp subalgebra B of A = IF [X1/F (X).

} is a basis of the

Clearly Fm(X) has k irreducible factors in IFq[X], each one of degree.
t = ¢ (m)/k = Card Gl’ since Gl.is isomorphic with the Galois group of every

factor of Fm(X)‘

Substituting the primitive mth roots of one to X in X5 shows by the

argument used in the preceeding proof that :

xS mod my g F_(x) = X° mod F_(X)

(1) / and

(TX®) mod F_(X) = (T(X° mod F (X)) mod F_(X).

Thus we have that : S s,qJ
TX " =TX ' €A, i=1,.0.,k; j=0,...,t-13

where "eA" tells that the considered polynomials are to be taken mod Fm(X).

Now the set T{I,X,...,Xm_l} computed mod (Xm -1 spané by theorem 1
the Berlekamp subalgebra of IFq[X]/(Xrn - 1) and consequently, reduced in A
spans the Berlekamp subalgebra B of A. But, by hypothesis, TL/KOL”-:TL/KOst=
for.every o primitive mth root of unity and for every s with (s,m)=l.
Consequently, TXSb=TX53=1, in A. On the other hand, z TX'Sk
1<j<k

I,

is, in A, also a constant in Bg,

This shows that {T(1), TX,...,TXm-I}spans the same subspace over IFq in A
s Sk —
that {1,TX 1,...,TX k l}. Since the rank of B over IFq is k, the theorem is

proved.

Corollary. Let m be a product of two primes, m = ab ; (a-1,b-1) = 2,

If moreover 2 is primitive in IF, and in ]Fb, then (X +X2 oo, 4 th—l, Fm(X))

is an irreducible polynomial of degree t = (a-1)(b-1)/2 iE_IFz[X]'

Since Za—-1 has order (b-1)/2 mod b, the order of 2 mod m is t as stated
Now, by theorem 3, {1,TX} is a basis of B which is spanned by the two primi-

tive idempotents e;, e, of A. Since then TX is not e; + e, =1and it should

be e,, i=1or 2. ’ 0
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APPENDIX 2

CONSTRUCTING IRREDUCIBLE POLYNOMIALS

1. - BASIC PROPERTIES

Let K be a field and :

£(z) = I o, 2 K],
o<ic<d
with o, = ] and og =1, d> 0. The given polynomial f (Z) has distinct roots.

Now consider the power series expansion :
(1) oz £'(2)/£(2) = - §  a; z' = P(2)
. i
1e IN ,
with a = 0. . ,
o A

Let us then recall the following usefull facts.

Theorem. Consider the following properties L, and L, :

L The system of equalities

a, + Xlal + 2 X, = Q
(2)

6 0000 000 0 i s e 0 e

a3t xay_ te. #d—lal +d Xy = O.‘

'

has, for the sequence aps ++ey 8y given by the R.H.S. of (1), the unique
T :

solution (if,...,xd).

L, : The system of equalities

ad+l + Xlad + ... + xdal =0
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has the unique solution (x],..,,xd) = (G],...,Od

We have that L, always holds and if L is vérified,

-f‘
then (xl,...,x ) = (01,...,0 )

Proof : Let us first observe that L, is not always true. Indeed for:
£(Z) =1 +7Z + 22 € IEz[Z], we see that X, is not determined. Since
(xl,...,xd) = (ol,...,cd) is a solution for (2), by (1), we are then left

with proving L,.

Consider the matrix :

(4) c =

Since (3) is verified for (xl,...,xd) = (01,...,Gd) as well as

(5) aid + o) 85rd-1 toeo b gy aj =0, Vj >d,

we then have :

(al, a1+1,...,ai+d) C = (a 1,a1+2,...,‘=.1i+d+1) ,Vizx> 1

Then if (XT,..;XZ) is a solution for (3), we have that

- * * x _d-1
— (ad+1’.'.,82d) -(al,...,ad)(xd1+xd_1 C"'.,. +xlc )

and consequently :

i i, % % x d-1
- (ad+1,...,a2d) cC = (al,...,ad) C (xd I+ X4 C+ ... + X, C
which shows that (5) holds when replacing (61""’ch) by (xT,...,xZ).
This proves that g(Z) P(Z) is a polynomial forg(Z) z x;Z1

and x? = 1. But g(X) P(X) = g(X) £'(X)/£(X). o<izd

Now f'(Z) is not zero and has no common factor with £(Z). This

Aimplies that g(Z) = £(2). T
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2, ~ RELATED PROPERTIES

The theorem just stated was presented in a form which is ready for use.
However some other interesting properties may be derived straightforward

from the argument of proof.

Let h(Z) and g(Z) be in K[Z] with respective degree t andd, t <d

where h(Z) # 0 and g(o) # O. We consider the power series expansion :

(6) h(Z)/g(Z) ) b 721
ie IN

Theorem. The so called Hankel matrix

bn bn+l cen bn+d-1
b b ..
2
) H(d) _ | n*l n+ n+d
~ . n 4 6 ¢ ® & 4 8 5 3 5 0 9 e P8 SV S GRS e s
Patd-1  Pred - Pnead-2
is invertible over K for all n in IN iff (h(2), g(Z)) = 1. Moreover, for

K =@, if there exist polynomials s(Z) and t(Z) in 2 [Z] such that :

(8) s(2) h(Z) + t(2) g(2) =

then Hid) is unimodular.

The first assertion follows from the preceeding proof. Now if (8) is
verified, then(h(Z), g(z)) =1 in F [Z] for any f1n1te field F_. Hence
(d).

Det H(d) ' 0 mod p for every prime p, which means that H is unimodular. U

g

In P. CAMION [ 18], we proved (this follows from theorem 2 of that paper)
that if n and n, are positive integers such that there exist primes P;s Py
with PlTﬁl, Pllnz, PjTﬁg’ p2|n1, then there exist polynomials
E1(2), E5(2) € Z[Z] with the property :

(9) El(Z)Fnl(Z) + EZ(Z)FHZ(Z) =
where Fm(Z) denotes the cyclotomic polynomial with degree ¢(m). Notice that

the statement is best possible for cyclotomic polynomials. For, if n,= pq,

ny = p, p and q primes, we have that :
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e 20 = rnd
(10) qu(Z) Fp(Z) = FP(Z ) = (FP(Z)) mod q.

~&

Consequently qu(Z) = (Fp(Z))q_l mod q, which forbid relation (9).

2 We then have :

Corollary 1. lf_plpz/nlnz and (nl,nz) E O(pl),(pz) and ¢(nl) < ¢(n2),

let h(z) = Fnl(Z) and g(2) = Fnz(z) in (6). Then the matrix Hn of (7)

is unimodular for all n iﬂ IN.

Corollary 2. Ifh(Z) =1 and if the polynomial £(2) ¢ Z[2] is monic

with. |£(0)| = 1, then the Hankel matrix of (7) is unimodular for all n € IN.

Indeed, the denominator of 1/f(Z) has a non-zero constant term and

has' degree d in every ring IFp[X].

Example 1 : Let h(Z) =1 and g(2) =1 - Z - Zz, then the sequence
(bi)ieINin (6) is the Fibonacci sequence 1, 1, 2, 3, 5, ... and we have that :

[b> - b b = 1.

n n-l n+l|

Example 2.: Let h(Z) =1 and g(Z) = (l—Z)d. Then :

by = (g D
We then have tha; :
(n;k) (n+t+l) . (n;Zk)
(12) | Det (n+t+l) (n+§+2) h (n+ik+15 =+ 1
(n;ék) (n+ik+l? . (n;3k)

1 for n > 0 and k = O.

And'then also :
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(n;k) (n+t+1) L (n;2k)
s TGN T G

(13) - Det =zx 1
(ngk) (nﬂ(;ﬂ) . (ngzg)

for n 2 0, k 2 0.

" (13) is obtained from (12) by row transformations. Consequently (12)
may be directly verified by modifying the matrix in (13) by columnh trans-—

formations.

Corollary 3. We have the general relation :

(@)

n

(d)

d+1
(14) Det H\s = (-1)

(—od)J Det H

Moreover if h(Z) = 1 and if g(Z) is a polynomial from Z [X] with

9y = 1 and 04 # 0, then Det Héd) = 0 mod p, for every prime divisor p
of 0, and nxd. ' ‘

d

The relation H(d? = H(d) c)  entails (14).
n+j n

The second assertion follows from the fact that 1/g(Z) mod p has

a denominator with degree less than d when p|0d-

&
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