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Abstract :

We analyze in detail an almost optimal algorithm for generating
an exponentially distributed variate. The algorithm is due to Knuth and
Yao and relies on a method which goes back to J. Von Neumann. It is shown
that it can generate k bits of an exponentially distributed variate using
an average of about k+5.67974692 coin flippings. This solves.a problem

Teft open by Knuth and Yao [KY 76].

Résumé : .

Cet article présente 1'analyse détaillée d'un algorithme quasi-
optimal de génération d'une variable exponentiellement distribuée.
L'algorithme qui est dii & Knuth et Yao repose sur une méthode qui remonfe
d John Von Neumann. On montre que.par cette méthode, on engendre k bits
d'une variable exponentiellement distribuée en utilisant une moyenne
d'approximativement k+5.67974692 tirages binaires é1émentaires. Cette
analyse répohd d une question ouverte de Knuth et Yao.
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1 - Introduction

\ In [KY 761, Knuth and Yao address a number of essential questions
related to the generation of random numbers with non-uniform distributions.
One of their results states that for any distribution over the reals, a
random variable X with that distribution can be generated by a tree algo-
rithm which will output k bits of X after inputting less that (k+2) random
(uniform) bits on the average. However the optimum tree algorithm that
achieves this bound has thé disadvantage of being in general infinite.

In the particular case of generating.an exponentially distributed
variate an old method exists which is due to J. Von Neumann [VN 511. Knuth -
and Yao have worked a careful bit level implementation of this method.
Based on 1000 simulations, they conjecture that the average cost c(k) of
producing k bits of the exponential variable is about ‘

T(K) ™k + 5.4+ 0.2 +0(1). )

We ran 1 000 000 simulations and found for this sample the
empirical estimate of c(k) :

T(K) ~ k + 5.675996 + o (1) - | (2)

which is very slightly off the conjectured bounds (1). From the analysis
given below will result that in fact ' '

c(k) = k+vy +0(1)
where

K
) 3 1 e 1/2 1y
ez e T[S M)

el k0 1/2¢ ) La¥ 2k '

a constant which numerically evaluates to 5.67974 69285 27492, in good
agreement with (2). ‘ ‘



This result together with companion results on the distribution of
costs is proved by expressing the characteristic parameters of the algorithm
in terms of digital search trees -or tries-, a structure also-close1y ,
associated to radix sorting [Kn 731]. ' '

The plan of the paper is as follows : in Section 2, we present the
basic Von Neumann-Knuth-Yao algorithm ; Section 3 contains the analysis
itself and the proof of the basic result corresponding to Equation (3).
~ Section 4 concludes with a calculation of the distribution of costs.

2 - The Von Neumann-Knuth-Yao algorithm

_ The prob]em considered in this paper is the generation of a random
number X with an exponential distribution, i-e such that

Pr(Xsx) =1 - e % ' | (4)

or equivalently

Pr(x<Xsx+dx) = e X dx. O (5)

The basic idea of Von Neumann_is to generate (4) by synthesizing
Taylor expansion of the cumulative distribution function in a probabilistic
manner. Let {Yj}jzo be a sequence of independent]y uniformly distributed
variables over the real interval [0;1]. With probability 1, there will be
an n such that

Y

> Y Y > Y <Y

07 Yy Yy e Y s Y, (6)

Let Gn denote event (6). Then, the probability that we have
X < Yy s xtdx

and Gn is found to be

n-1 iy

X ) .
- = d . , .
(n-1)! n! | " ' . 7)




- Thus if we draw an infinite sequence Y = {Yj}jzo and keep the first
element Y0 if n is odd -we cgl] the event a success-, discard the sequence
otherwise -call this element a failure-, the variable Y0 is defined with
probability (l-e-;) and summing (7) over odd values of n, we find :

Pr(x<Ygsx+dx) = e *dx 0<x<1 .
Thus YO generates the portion Osx<l of the distribution (5).

If we repeatedly draw sequences Y until the associated n satisfying
event Gn is odd, the number of draws D will satisfy :

Pe(D=k) = (1-e"ly e (k1) | | (8)

From this can be seen that D + Y0 (with Y0 in the last sequence
'drawn) is an exponentially distributed variable. The Von Neumann algorithm
is thus :

1. Set D :=0 ;

2. Generate‘YO, Yl, Y2"" until finding the first n=1 such that

Yn-1<Yn

3. If n is even, set D := D+l and return to step 2, otherwise
output D + YO'

In programming the algorithm, one only needs at each stage to retain
the current value of Yo,and the last two Yj to be compared. With this
observation, the algorithm becomes :



program EXP-VN ;
var D,N : integer ; U,V,X,Y0 : real ;

begin

D+1 3 N :=1 ;
uniform 3 V := uniform ; YO := U 3
while U > V do

begin U := V 3 V := uniform ; N := N+l

< O
n 1]

end
until odd (N) ;
X :=D-1+ Y0 ;
output (X)
end X

There the procedure uniform generates a variable uniformly distributed
over the real interval [0;17. : .

" The Knuth-Yao implementation of this algorithm consists in generating
U and V in the above algorithm (i- e the Y 's) bit by bit in such a manner
that only those bits that are necessary for comparison are generated. The
implementation can take advantage of the fact that we actually only need
to keep track of the bits of U (the current Y ) computed so far : instead
of drawing the bits of V (the current Y. +1), one need only f11p coins to
decide if these coincide with the correspond1ng bits of U. We refer the
reader to the reference [KY 76] for a more detailed presentation. With
these conventiohs, we obtain the following algorithm, a mere stylistic
variant of Knuth and Yao's.



program EXP- KY
var D,N,S,T : integer ;:
U,YO : array [1..«] of 1nteger 5
D=0 ;
repeat
D:=D+l 3 N:=13;T:=0;
repeat T := T+l 3 ULT := flip ; YOLTI := UCT] ;
until flip = 1.3 |

S:=T
while ULT] = 1 do
begin N i= N+l ; UIT1 :=0 31 :=0 3

repeat I := I+1 5 if I > T then UCI] := flip ;
until flip = 1 |
T:=13
end
until odd (N) ;
produce (D-1,Y0,etc)

end

In the above program, the fo]]ow1ng convent1ons have been adopted :
U and YO are vectors of potentially infinite dimension ; "flip" is a
. procedure that generates random bits with equal probabilities for 0 and
1's ; as to "produce", it produces the representation of a real number
of integral part D-1, of first S fractional bits equal to YO[11], Yor21... YO[5],
the succeeding bits (etc) being randomly chosen 0-1 bits. In the Knuth-Yao
mixed unary-binary representation where the integral part is represented .
by a sequences of ones of corresponding length, the decimal point is
represented by a separating zero, and the bits in the fractional parts
are represénted as usual in binary, the procedure "producef readsl:

for I :=1 to D-1 do output (1) ;
output (0) 3.

for I := 1 to S do output (YOLIJ) ;
for I :=1 to = do output (flip) ;
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This procedure can of course be trivially modified to output only k bits
of the result by truncating the sequence of output bits in an appropriate way.

The cost of the algorithm measured by the number of elementary coin
flips for generating k bits of the exponential variate when C coin flips
have taken place in the body of the program (the outer repeat loop) is
simply :

k+C-S-D ifk=2S+0D
c(k) = | - (9
C ifk<S+0D '

The parameter of interest in the analysis of the KY algorithm is
therefore the quantity :-

G=C-S-D . (10)

‘ This integer valued random variable, called the balance of the
algorithm, is of yet unknown distribution. From the developments that
 follow, will result that G has expectation Yy given by (3). Also, as
will be clear from forthcoming developments, S and D have geometrically
decreasing distributions so that taking average values of (9) :

c(k) =k + v+ o(l)

where the‘o(l) is a fast decreasing function of k.

I

3 - The basic parameters and the ana1y§is

To work out the analysis of prbgram KY, we shall proceed in a top
. down manner. In 3.1 below, we determine some of the basic probabilities
involved together with the extraction of the essential parametehs ; in
3.2, we study some statistics on digital search trees related to this
problem and finally conc1udé with the analysis.



We let B denote the set {0,1}” of infinite binary sequences,
occasionally assimilated to real numbers over the interval [0 11, with
> denot1ng the 1ex1cograph1ca1 ordering on B.

It will prove convenient in the sequel to conceive of the
Knuth-Yao algorithm as operating on infinite sequences Y = {YJ.}J.20
where Yj e B, as a recognizer of those sequences Y such that

Y0 5 Y1 > Y2 > oo > Y <Y 1 with n odd.

More generally, given a finite sequence of elements of
B:X-= (X0 X1 X2, oo X _1), we Tet o(X) denote the total number of bit
inspections necessary to determine by pairwise compar1sons the order pattern
of all pairs of consecutive elements in X. Starting with an example, let

X =1010110

X,=0011011

% =0010110

%=9111001 H

The order pattern is X0 > X1 > X2 < X3, i-e : ‘_

(X0>X1) ; (X1>X2) : (X2<X3).

Determining the ordering between X0 and X1 necessitates inspection
of 1 bit of X0 and xl, so that

O(XO,Xl) =1+l = 2

To determine the order pattern of (XO’Xl’xz)’ we see that the compar1son
between X1 and X2 necessitates inspection of 4 bits of each of X1 and X2 3
- However, of the 4 bits of X;, one has already been read in the course of
- the comparison of XO and Xl’ and should not be counted twice in o. Thus



o(XO,Xl,Xz) =1+4+4=9
and simi]arly

)=1+4+4+2=11

a(Xg Xy Xy Xg 1

We can now define o precisely. Let §(U,V) for U,V ¢ B be the'rank
of the first bit in U, that differs from the corresponding bit in V
(ranks are numbered starting from 1). We have the recurrence :
,Xz,-.,xn) = O(XO’XI’_XZ’...’Xn"l) + 6(Xn_1’xn)
: ' +
+ |6(Xn_1,Xn) - G(Xn_l,xn_z)l

o(XO,X1
where for'x e R :

lxl+ =if x > 0 then x else 0

We shall see that the analysis of the KY algorithm reduces to the
study of various statistics on o and §.

Given-an infinite sequence Y = {Yj}j>0‘of elements of B, we let v(Y)
denote the number n > 1 such that

YO->Y1>Y2>. . .>Yn__len .

(As already noted, v(Y) exists with probability one). We say that Y is a

success if v(Y) is odd, a failure otherwise and {ise the notations

F = {Y/v(Y) even} ; S = {Y/u(Y) odd} ;

G, = {Y/v(Y) =n};5 E, = {Y/Y0>Y1>Y2>"j>Yn-1}

in accordance with the notations of (6). The‘successidn of Y-draws in the
algorithms is formally represented by. the series

S+ FS + FFS + FFFS + ... (1)



- where sum denotes disjoint union of events and product denotes succession.
Silnce‘Gn decomposes as the difference of two events :

Gy = Ep\Epere

[fa]
=
]

Pr6) =-L._L ___m . . (12)
"onl (nel)! (nel)!

From the definitions :

oS > Gop+1 , - F=> G

p=0 pz1 2p
so that the cbrresponding prbbabi]ities are
s=prs) =Y —L .1 _,_ o1
p=0  (2p+l)!  (2p+2)! :
f = Pr(F) = 1 _1 =t (13)

pzl (2p)! (2p+1)!
with which we can check that the probability of (11) is, as expected :

S -
I-f

We first analyze the Tlosses in equation (10). The number 6f bit
inspections made by algorithm KY in determining v(Y) is precisely

AY) = 0(Ygs¥pseees¥y i)

We let An denote the.conditional expectation :

A, = E((Y) | v(#) = n) = E(0(Ygs¥yseens¥p) | 6) (14)
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We have for the expectation of £ conditioned by a success

_1 - -
€S = E(£(Y) | YeS) p2>0 Mapt1 92p+1 (15)

and upon conditioning by a failure

CF = E(&(Y) | YeF) =3 3 A . (16)

Now with the decomposition (9), we find that the total number of b1t
inspections made in drawing Y's unt11 a success occurs is :

CT = s(CS) + fs(CF+CS) + fzs(ZCF+CS) + f3s(3CF+CS) + ...

which simplifies to

CT = ¢S + - cF

e-1

This last quantity is thus nothing but the expectation of the quantity
C (total number of flip coins) in the balance equation (10). Using (12), (13),
(14), we find that, introducing the generating functions :

-onl
=2 A, ; Mz) = 25 A, 2 . (17)
n>0 n!_ n=0 (n+1)!
we have :
cT = 1_1' (A1) - A(1)). - (18)
1-e .

We now turn to the analysis of gains in equation (10). The expected
value of the D-parameter in that equation is, again from decomposition (11) :

1s + 2fs + 3f25 + ... = S

2 ' - (19)

which evaluates to (l-e-l)"1



Let b(Y) be the number of bit inspections of Y0 mgde by a1gorithm KY
in determining v(Y). We proceed for b as we did for £. We have b(Y) = G(YO,YI).
Let B be the conditional expectation '

B = E(b(Y) | v(Y)=n) = E(8(Yg,Y¥;) | G) | (20)

the expectation of b conditionned by a success is :
! | 1l .
BS = E(b(Y) | YeS) = g pZ)jO Bop+1 I2pe1

(which is also the expectation of the number of bits of Y0 inspected for
the last sequence Y examined : the algorithm terminates with a success).

Introducing again the generating functions

B(z) = > B LA B(z) =) B il (21)
nsl " ni , n=1 " (n+1)!

and using (12), we find :

55 = L (1) - 6(-1) - B1) - B-1)) (22)
. |

Putting together equatians (18), (19), (22) we find

Proposition 1 :

The expectation Y of the balance parameter G of the Knuth-Yao .
algorithm satisfies the equation

1
1-e

Y = —op L1+ M1) - A1) - 7 (B(1) - B(-1) - B(1) - B(-1))] ,

with X, A, B, B the generating functions associated to the £ and b parameters
of equations (14), (17) and (20), (21).



The first step in the evaluation of the quantities An‘and Bn of the
previous section is to get rid of part of the conditioning represented by
'Gn. To that purpose, as companions to the already defined quantities :

A

= E(O(YgaYyseeesY 1Y) ] 6)

B, = E(8(Yg:Yy) | G)

we introduce

= B0V eeaY oY) | E ) | (23)

Yp = E(8(YgsYq) | E) ; ' (24)

and the related parameter

£, = E(0(Yg.YyaeonY 4) T E) . | (25)

Initial values are

N
o

- - . Y =
)\1—2,)\2—6 5 Bl— g p1-4
4

]
~nN
-
Nm
]

]
™~
S

]
o
&

"

=0y
-and a general relation is given by the following proposition :
* .

Proposition 2 :

The parameters B, X are related to the parameters y, u, £ by the
equations, valid for nzl :

1 1 :

By = (1+3) vy, - GRS ésn,l (26)
- 1, _ 1 '
A= () vy n fne1 : (27)



PROOF :

For YO’Yl"" in B, we have

b= 0Ygs¥paeens¥p) | ERE u {(¥gsYysmeesY g

{(YgsYpseas¥) | Ep 4

| E,_g VEY - (28)

the respective probabilities of events of the r.h.s. given En_l'being F%T

and-ﬁgT . Thus decomposing conditional expectations of o according to (28),
we get the relation

u:-l_.z-fl}\

9.
"o M n+l n

an equality equivalent to (26). The same reasoning applies modulo the special

case n=1 to parameter y giving equation (27).
0

- The next stage in the evaluation of the quantities appearing in
Proposition 2, is to provide inductive definitions for the parameters of
which they represent average values. These definitions translate into
recurrences over the average values which in turn correspond to functional
(difference) equations for exponentiallgenerating functions that can be
solved explicitly.

Let w < B be a finite set of elements of B ; let w/0 and w/1 denote
the sets

w/0 = {0 | 0o ¢ w}
w/l={o| la e w},
S0 fhat :

w = 0(w/0) + l(w/i).

13



With the'examp1e of Section 3.1, w = {XO,Xl,XZ,X3} we have for
instance : ’

w0={011011...5010110... 3111001 ...}

{010110...}.

il

w/l

We can extend the definitions of parameters £, B... to sets as

follows : letw = {YO’YI’YZ""’Yn-l} where the elements of w are indexed
in such a way that YO>Y1>Y2>"'>Yn-1' We define

Yoo¥as.ouo¥ 2D

Lw) = o(Ygs¥s¥psenn¥yy

n(w;Z) = 0(VgsYqs¥psenns¥ 157) 3
(W) = 8(YyHYy)s | | (29)
and we have :

Proposition 3 :

The parameters Y, £, U defined in (28) admit the inductive definitionms,
valid for |w| =2 2 : ‘

1+ y(w/1) if IQ/1|

>1

Y(w) = , :

1 + yv(w/0) : if |w/1l] =0 ;
2(w) = 2(w/0) + £(w/1) + |w| ;

L(w/1) + 2(w/0) + |w| +1 if |w/0] = 0, |w/1] = 0, Z[1]

L(w/1) + u(w/032) + |w| + 1 if |w/0] 20, |u/l] =0, Z[1]

n(w/1) + |o] +1 if |w/0] =0 ; 211 =0 3
u(w,Z) =

L(w/1) + |w| +1 if |w/0] =0 ;2011 =1 ;

R(w/0) + |w] +1 if |w/1] =0 ; Z[11 =0 ;

1 (w/0) =0 ; 2[1] = 1.

+ |w| +1 if |w/1|

14
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with the initial eonditions :

L(w) = y(w) =0 o if el <1

H(w,Z) = 0 if |u] =0 .

PROOF -

(1) The recurrence of v : if |w/1| > 2 then both Y, and Y, start with
al; obviously

8(YgaYy) = 1+ 8(Yy/1,Y,/1),
SO that
y(w) = 1+ y(w/1).
If lm/ll"= 1 then Y, starts with a 1, Y,,Y, start with a 0 and

S(Ygs¥y) = 1

so that

Ay(w) =1=1+B(w1l)

using the initial conditions.

(ii) The recurrence of £ : if both w/0 and w/1 are each of
cardinality = 2, then by inspection

2(w) = £(0.w/0) + £(1.w/1)

£(w/0) + |w/0] + L(w/1) + |w/1|
L(w/0) + 2(w/1) + |w|.

other cases follow by similar arguments using the initial conditions.
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(iii) The recurrence of u : we shall only discuss the first two
cases. When |w/1]| and |w/0| are both non empty. If Z[1] = O, then one
only need examine this first bit of Z to determine that

- Z > min(w),
so that

o) = 2(w) + 1.

If z[1] = 1, we need to compare Z/0 to w/0 to determine the re]at1on
between Z and min(w) = 0. m1n(w/0), so that

w(wsZ) = £(1.w/1) + u(0.0/05Z)
= (w/1) + |w/1] + u(w/052/0) + 1 + |w/O] .
Other cases follow by similar arguments. ' 0

These parameters have natural interpretations in terms of binary ¢
trees associated to subsets of B. Given w, if |w] = 1, we represent it as
single leaf labelled with w. If |w] = 2, we obtain its representation
by appending to a common root, the representations of w/0 and w/l .
constructed recursively in the same way. Such trees are called digital
search trees or tries [Kn 73] and occur in very diverse contexts in
computer algorithms [FS 82]. For instance to

= {000..., 001..., 0100..., 0101..., 110.., 11...}

is associated the tree :

With this répresentation L(w) is the path length of the tree associated to W,
and y(w) is the length of its rightmost branch.
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Introducing the»exponentjal generating functions of quantities

’en’ ana Una
Yoz > 2 >y 2
L(z) = L = 5  y(z) = §. = 5 u(z) = uoo=—,
n=0 " n! ns0 " n! n0 "n!
we have :

Proposition 4 :

The generating functions relative to parameters Y, £, u satisfy the

difference equations :

viz) = (%) y(Z) v e - 1 - 2

2e%/2 2(Z) + 2(e%-1)

>

—
N

~
]

u(z) - 2(2) = H(1+e??) (uB)-e) +eF 4 z-1.

PROOF :

The starting point is, for w < B of cardinality n, the expression
of the Bernoulli probabilities :

Pr(lw/0] = k) =1—n<">. : (30)
| 2" \k

Let u s v W be the expectations of u, v, w on subsets of B of

n
cardinality n, with corresponding exponential generating functions
n n n
u(z) = u & 5 v(z) = v w(z) = w2
- rf?o " n‘\;o " , nzz:O "
If
u(w) = v(w) + w(w) ' (31)

then, taking expectations

and

u(z) = v(z) + w(z) . ' - (32)



1
If
u(w) = v(w/0) . w(w/l), , (33)

then by (29) :

21 n
Uy =7 2 ()vkwn-k.

2" 0Osksn \k
sq that
u(z) = v(z) W(3) . ~ | (38)
Lastly
uw) 21 = u(z) = e° (35)
u) = ol => u(z) = z2? o | - (36)

The schemes (30) - (35) make it possible to translate directly
inductive definitions of valuations obtained by sums and products form

elementary valuations. For instance the definition of £(w) in Proposition 3;
t . , A

can be put under the form

£(w) = £(0/0) V(w/1) + £(w/1) V(/0) + lu] = &, 5 =81 |

with V(w) the constant valuation 1. This form translates directly into :

2(z) = 2 1(2/2) + e¥2 4(2/2) + 7e? - 2

= 2e¥2 p(2/2) + 2(e%-1)
with the conditions

£(0) =£'(0) =0 . | | .

T Here 61 j denotes the Kronecker delta symbol : 81 js 1if i=j;

6i,j = 0 otherwise.
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Similarly, writing :
Y(w) = Y(w/l) + 'Y(U)/O) 6](»/1],0 +1- 6'(&)',0 - ‘Slwlgl
with y(@) = 0, vy({a}) =0, we find :

)+ef-1-2

) e2/2

N

v(z) = v(% +(

(1+ez/2) y(%) +ef-1-2

with the initial conditions

We shall not spell out the details for parameter u which a]so'folldws
by similar arguments.
O

The functional equations of Proposition 4 are all of the form
4(2) = a(z) ¢(3) + b(z2), . (37)

(with ¢ the unknown function), which can be solved formally by iteration,
giving :

6(2) = 2 b(F) 1oalk) . (38)
. Osj<k 2

In the case when .

a(z) = ce?/?, , : ‘ (3954
we find :
-k
¢(z) = éé% kez(1-27%) a(if)’  (40)

and the equation for £(z) is of this type.
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A more interesting case is

a(z) = c(1+e2/2

s | (41)

let

{]
(¢}
foam
]

n
3

A(z) , 3
0<j<k 2

Setting q = exp(z2™X), we have :

k-1

ck 2

A(z) = cK(1+q) (1+0%) (1+q%) ... (1+q

and, calculating (1-q) A(z), the products collapse, so that A(z)
simplifies to : ‘
k .
2"k 1-é?

A(Z) = Ckl;q_ = C ——_k . . C ) ) (42)
: 1-q 1_e22

< Applying these schemes to‘the equations satisfied by v, £, u, we
have thus established :

Propositioh 5:

The generating funetions relative to parameters Yy, £, u admit the
explicit expressions :

z -k '
v(z) = ¥ A (P 12k
k20, .22

z z(1-2-k) |

2(z) =z doe e >
k=0

u(z) - 2(z) = 27k __l:st (e227k+zz‘k-1) . (43)

k=0 1 22~

-e

These expansions are easily checked to be convergent for all values
of z. '



From Proposition 5, it is possib]é to derive explicit expressions for
the quantities Yoo Hyo £n (whence Bn’ An) by performing standard Taylor
expansions. In fact the result for £n is known ([Kn 73 p. 1311). However
~all that is needed here is the expression of corresponding generating
functions at z = * 1. | |

Instantiating the results of Proposition 5 at z = * 1 and using the
‘relations of Proposition 2 leads to an explicit expression for the constant
Y. We thus have :

Lemma 1 :

i

The expectation y of the balance parameter of the Knuth-Yao aZgbrithm
is given by Equation (3). ‘

. To conclude the analysis, we need to estimate the effect of
.truncations when k bits of the exponential variate are drawn. Equation (9)
shows that the cost of generating k bits satisfies :

c(k) =k +C-S-D+ |s+D-k|* ,

so that taking expectations in (43) :

T(k) =k + v+ E(|s+D-k]Y) . - (44)
We prove :
Lemma 2 :

The trucation term

u = E(IS+D-k[")

in Equation (43) satisfies :

21



22

PROOF :

We 1et-Pm denote the.probability that S'+ D = m in the KY a]gorithm.
From the independence of S and D follows that ’ '

P, = %;»Pr(s=j) Pt(D=m-j)‘. | | (45)
The distribution of D is known by (8) :

Pr(D=a) = (e-1) e % .

We‘thus nged to estimate the distribution of S.

(i) In the notations of Section 3.2, define :

Y

Pr(§(Yy,Y,)

n,Z Np) =4 | En) )

I,e = Pr8(YgsYy) =2 16

Decomposing Gn as En\En+1’ we obtain a relation éna]ogous to
Proposition 2 : '

Ny e = (MFLPY o = Pryy o - | (46)

The problem is thus reduced to the analysis of the distribution of
the lefmost branch in a digital search tree built on n binary sequences
(the pn,z). Let Ez (£20) be the characteristic variable

Eg(Ygs¥yseeen¥q) = 1 ~if the leftmost branch of the tree built
' ’ on Yy,Y;... has length (number of edges)
exactly £, and 0 otherwise.

Then

pn,[ - E(££)



From.the inductive definition of gz with £22,

Eg(w) = Ep_q(w/0) + 8(w/0) £,y (w/1)
there follows by the techniques of Proposition 4 the recurrence :

ppl2) = (%) p, () (e2) (47)

_where we have set
n

Y4
p(z) =X p , %
o(2) 5;5 n,L i

Initial values of p (z) are :

polz) =1+z3 p,(2) = 5 (e°-1)
and from the recurrence (47), we geté; .
z
_z e -1 : :
Pel2) =23 —F— - - 48
2 ez/2 -1)

(i) Returning to the evaluation of the distribution of S, we have ;

: 1
Pr(S=£) = ——= > ¢ q ,
o1 S 2+l t2p+ine

which with relation (46) and the expression of.g in (12) becones

P P
Pr(S=L) 1 3 2p+l,L _ )3 2p+l,L

1-e 1 p30 (2p+1)!  psO (2p+l)!

L]

1
= —— p,(-1)
e i

Thus using (48),. for £21, we get :

br(S=£) =‘¥z 1 | - (49)

_1/21 . }
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(iii) We can now combine the two bounds :

Pr(D=a) < ¢ Pr(s=) < c,27t
to majorize Pm given by Equation (45). We have :
c ¢
Py < [coefficient of X" in] —1— 2 __
i 1-xe 1-x2
-
Pm < C32 .
This permits to conclude on U -
u, = E(|S+D-k|+)
=2 mk)P =3 §P .
ggi (m-k) m i=1 k+J
<t X el ,
j=1
< (_:42-k
This completes the prdof of Lemma 2. : 0

Combining Lemma 1 and Lemma 2, we have thus proved :

-Theorem 1 :

The expected cost of generating k bits of an exponentially distributed
variate using the Knuth-Yao algorithm satisfies

Tk =k + v+ 027Ky | \

where

k
‘ 3 > 1 e 172 1
Y = e(2+-...._. + +1-e 1- )]
. 1) " RV [4R (- &
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We notice, in passing, that the relation

Z pz(z) = eZ
£>0 _

which expresses that the probabilities Pn.2 of Lemma 2 summed over £
add up to 1, leads modulo the change of variable q = eZ to the rather
curious identity : '

1
L
1-|»q1/2

1 1 _ 1
- —_= z: =7
logg g¢g-1 £212

4 - Distribution estimates

In this section, we briefly consider the problem of determining
the probability distribution of the balance factor of the KY algorithm
given by :

G=C-S5S-D

These,probabi1ities could theoretically by determined by considering
all the possible execution paths of the algorithm. However, the combinatorial
process involved quickly grows out of control, so that here again an
approach based on generating functions. is used.

If the random variable D takes the particular value § + 1, G can
be rewritten as :

6= (Cp1) + (Cpl) + oov + (Cgo1) + -1 (50) -

where Cj is the number of bit inspections made in the j-th (unsuccessful)
tria] of a Y-sequence, and C = C6+1 - S is the difference between the
number of bit inspections in the last (successful) trial and the value of
S. We now introduce a convenient notation for generating functions : for
a random variable X, we define :




X(q) = % Pr(X=k) g% = E(q¥) | (51)

With this notation, the initial problem is thus to determine G(q).

From (50), taking generating functions and summing over all possible
values § of D, we get :

.-
6q) = 3 (cm)) - L)

8§20 q q

-

Cq) ‘ (52)
q-C(q)

G(q)

The problem is thus reduced to the determination of C(q) and C(q).

This in turn reduces to the study of the probability distributions of
parameters like £, u,... on B". : ‘

We shall only briefly present the derivation of equations for the

path length parameter £. Let

En,k»= Pr{€(w)=k) '

with w ¢ B". We introduce the corresponding generating functions :

2@ = Z 2, ¢ o - £(etl),

N
¢q.2) = ¥ £ (q) &
n n!

Fromi the inductive definition of £ in Proposition 4 follows that

Lw) Z(w/O)

= q £(w/1) qlwlv

q when |w] 2 2 . (53)

Thus ‘the generating function £(q,z) satisfies the difference
equation :

£(q,z) = [ﬁ(q,%§)12 + z(1-q). - (54)
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[

This equation is equivalent to the recurrence

e @ =@" 2 (2L

. ] (@) + 8, (1-a) )

i n-i

whose probabilistic interpretation is obvious.

We can similarly express the inductive definitions of u and u-8
by equations like (53). These translate into functional equations of the
form (54) or into corresponding recurrences like (55). We shall not spé]l
out the‘computations here, and we only state the final result :

-Theorem 2 :

The distribution of costs in the Knuth-Yao algorithm has a generating

function given by :

6(q) = Va1 = v(@,L) - w(a.1) - v(a-1) + 2
2q - u(q,1) - U(qa'l) + K(q’l) - Z(q,—l)

where functions £, U, Vv, Y satisfy the difference equations :

L = £22 + z(1-q)

3 (142,) u, + 3 (L)) + (1+2) (1-q)

=
1

qu (1+£2) wz - £2 +q-1
VE v, s (-1) (te,)
2 2 2 2 2

in which for a bivariate generating function $(q,z), we have used the

notations : ¢ = 0(Q52) ;3 ¢y = ¢(q,%§).

These functional equations (or rather the implied recurrences) make
jt possible to compute the probability distribution of G. Table 1 gives
the first values of wn'= Pr(G=n) that have been determined using the
Macsyma system for symbolic calculations. It should also be feasible, in
principle, to determine moments of higher order of G explicitly (leading
to expressions analogous to that of y). The numerical value of the
standard deviation of G calculated from our numerical data appears to be

close 7.13.
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n ﬂn 'ﬂ"n Tr"n
0 1/2° 0.250000 " 0.24913
1 1/23 0.125000 0.12471
2 3/2° 0.093750 0.09409
3 4/2° 0.062500 0.06421
s | 1728 0.066406 0.06694
5 25/2° 0.048828 0.04716
6 95/211 0.046386 0.04713
7 141/212 | 0.034823 0.03558
8 5917214 | 0.036071 0.03554
9 g57/21° 0.026153 0.02578
10 | 3519727 0.026847 0.02740
11 5541/2%8 0.021137 0.02021
12 21331/2%0 0.020342 0.01979

Table 1 : For n = 0..12, d1"'sp]ay of the values of the exact prdbabi]ities
T = Pr(G=n) of the corresponding numerical values (TT'n) and of the
empirical estimates resulting from 105 simulations (7r"~n).
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