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COMPILING RELATIONAL QUERIES

FOR A FINITE STATE AUTOMATON. HARDWARE FILTER

Didier PLATEAU

Abstract

Most data base machines use a hardware filter that
performs the projection and selection operation on the fly
during disk transfer. Many possible designs have been proposed
for such filters and a promising approach seems to be to use a
finite state automaton. In this paper we briefly describe such
a filter and we present an algorithm that compiles selection/
projection queries into finite state automata (FSA). A major
drawback of the approach is the size of the FSA, therefore we
give an evaluation of the number of states of the automaton.

RE&saumé

.La plupart des machines base de données utilisent un
filtre c8blé capable de réaliser les opérations de sélection et
de projection "au vol", durant le transfert des données du disque
vers la mémoire centrale. Diverses solutions peuvent &tre adoptées
pour réaliser ce filtre. L'utilisation d'un filtre de type automate
a états finis nous semble intéressante. Dans ce papier, nous décri-
vons bridvement un tel filtre puis nous pré&sentons un algorithme
qui compile des requétes de sélection projection en un automate &
états finis. L'inconvénient majeur de cette approche est la taille
de 1l'automate. Nous proposons une évaluation du nombre d'8tats de
1'automate.
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I. INTRODUCTION

Most data base machines (DBM) use some kind of filtering mecha-
nism to perform unaryoperations on relations. These filters are assumed
to process data on the fly during its transfer from disk intc main
memory. Among the many suggestions for the design of such filters the
finite state automaton approach seems to be most promising. J. ROHMER [2]
justifies the idea of a FSA filter for a DBM and gives examples of
practical application.lP. FAUDEMAY [3] suggests a new class of filters
derived from the FSA approach. In [4] the functional specifications of
~a filter that is used in the VERSO DBM was presented. Other implementa-

tions of filters were suggestea in [ 8 ] by Haskin.

Some actual implementationsof filters were also undertaken.
The CAFS machine [5] (content Addressable File Store) is a special
purpose peripheral designed principally to handle real-time transactions

in a multiuser .environment.

The SARI machine [6] (Systeme Associatif de Recherche d'Information)
was implemented to allow complex requests with a large interval data flow,

especially for a telephone information application.

The TREFLE machine [7] is a special-purpose Information Retrieval

machine, dealing with data structure which can be described by algebric

grammar,

The SURE processor at the Uﬁiversity of Brunshweig [ 9 ] is based

on parallel processing of information flow,
The main advantages of FSA filtering are :

(1) The processing time of an FSA filter is linear in the size of
the processed data i.e. T(n) = Kn, this allows on the fly filter-

ing.



(2) The constant K is independent from the automaton used,
i,e. this allows on the fly filtering of any query indepen-

dent of its complexity.

(3) Finite State Automata are well known object and we can
rely on automata theory to solve related problems (existence,

minimization, etc.)

Query execution in a hardware filter enviromment consists in

three phases -

(1) Compiling (i.e gemerating the FSA from the query)

(2) Loading (i.e loading the FSA description into the
filter)

(3) Processing (i.e actual filtering of the data).

There is a general concensus to fecognize that processing time
is very good : in fact it cannot be better because it 1s done at disk
transfer rate and any speed increase would mean that the filter would
~wait for the disk. On the contrary compiling time might be a problem
if compiling happens to be a complex taék and loading time might be

also a bottle neck if automaton size is too big.

This paper deals with these two problems to show the feasibility
of the FSA approach
(1) We describe an actual implementation of a compiler

(2) We give evaluations of the automaton size to show that for

"reasonable querles" the FSA size is acceptable.



-II. PROBLEM DESCRIPTION -

II.1. Data Representation

We shall assume the reader familiar with relational terminology.
Data consists of relations specified by descriptions of the form
R(AI,A2

follows :

""’An)' The physicallrepresentation of attributes is as

An attribute value can have a fixed or variable size : In the
first case, a special character (or byte) marks the beginning of. the
attribute. This byte characterizes the attribute and its format. In

the second case, there is also a tag marking the end of the value.

Example :

1) The attribute COURSE is a character string with variable
length.
The value LATIN will be represented by :

L A T T | N T
end

et TCOURSE

2) the attribute GRADE had a binary representation (Its length

must be fixed). The value 12 has the representation

cees TMARK 00000l 10 cees _

, Notice that the only character which is forbidden in a variable
length attribute value is the end character. So that we are not limited

by the alphabet size.

In the sequel, we shall omit these characters whenever possible.

The physical representation of a relation is a sequence of records.
The structure of a record is characterized by a regular expression called

the relation format,



For instance, if we consider the following relation :

R COURSE 'STUDENT GRADE
Mathematics Toto 12
Mathematics Toto . .15
Mathematics Lulu 13
Mathematics Lulu 18

it can have the following formats :

(1)  (COURSE,STUDENT,GRADE)" meaning that each record is

a tuple. The representation of R is :

MATHEMATICS TOTO 12 MATHEMATICS TOTO 15
MATHEMATICS LULU 13 MATHEMATICS LULU ‘18

v

2) - (COURSE(STUDENT(GRADE)*)*)* meaning that each record

" consists of :

- a COURSE ;

- the list of the STUDENTS who are attending to this
COURSE,

- for each STUDENT, the list of the GRADE he has got
for this COURSE. '

The representation of R is then :

MATHEMATICS TOTO 12 15 LULU 13 18

I1.2. Operations

'Theloperations we want to perform are all the unary operations
of the relational algebra. But, in this paper, we restrict ourself to
the selection of the tuples which satisfy a boolean condition on the
attributes and the projection on some of the attribuées of the relation.

This cendition has an arbitrary complexity.

Example : Let R(COURSE,STUDENT,GRADE) denote a relation. An example
—_—— 3

of operation is :

Get the COURSE' such that STUDENT = TOTO and GRADE > 12 or
STUDENT = LULU and GRADE > 16,



I1.3. Filter Description

The filter processes the data during its transfer from an input

buffer (that could be the disk) to a target buffer.

The filter controls the writing address register (WAR) of the
target buffer,

Figure 1. Logical schema of the VERSO filter

INPUT . 7 J TARGET
BUFFER l ' BUFFER
FILTER
WAR

The filter consists of

- the automaton defined by its transition matrix
- a set of output functions which control the write

operation in the target buffer with the WAR.

Figure,2.
V4
INPUT : s| TARGET
BUFFER BUFFER
OUTPUT T
AUTOMATON [~7| WAR
FUNCTIONS

At time t, the automaton, in state Q> reading the input character
C.» activates the list of output functions S, and loads the mext state

Qt+l' For a more compléte description of the filter, see [ 1 1.



III. COMPILER DESCRIPTION

Given a relation format, and a selection-projection operation,
the compiler has to generate the automaton which computes the result-

ing relationms.

RELATION A -
FORMAT

COMPILER ———> AUTOMATON

OPERATION

In the generation phase of the automaton, the compiler has to

solve two problems :

(N substrings recognition

(2) condition evaluation

. Example : Let R(COURSE,STUDENT,GRADE) denote a relatiom with the
*
format (COURSE(STUDENT(GRADE)*)*) and consider the operation :

Get the COURSE such that

STUDENT
STUDENT

TOTO and GRADE 2= 12  or
LULU and GRADE > 16
/

s

Let R have the value :

MATHEMATICS TOTO 12 15 LATIN MAX 11

‘The automaton has

(1) to recognize the substrings TOTO,LULU,12,16

(2)  to decide that MATHEMATICS TOTO 15 is the only tuple which
satisfies the selection gondition and to remembér when the
GRADE value 15.is read that the corresponding tuple is
MATHEMATICS TOTO 15. |



(this means that a state memorizes the tuple being read).

In our implementation, the compiler will in a first step, generate
the two subautomata which recognize TOTO and LULU on one hand, 12 and 16

on the other hand.

The second step consists in the generation of the automaton which

uses these two subautomata to evaluate the selection condition.

Substrings recognition

. At the attribute level, the automaton has to recognize the position
of the filtered strings in comparison with the parameters strings of the

selection condition.

Formally let A denote an attribute of a relation R and

Besdicicn
be the elementary conditions on A such that

bci.e {=,>,<,2,5<,#}

and Hg € 7 where I is an alphabet. We assume that 7 is lexicographically
ordered and that

My SMyyp 110l

We define Il ={ue / gfk ul}

I =-{ui} 1 <i<n
Lyjer = My 1 <i <ol
Loy = e /u>u)

Then {Ij}l <j <o 158 partition of ¥

We define f : ¥* -+ {o0,1}"

> (bl,-,bn) such that
b.
1

= (u cs Ui)



Then the function f keeps the same value in each Ij'
So the knowledge of which Ij the filtered strings belongs to is

sufficient to set a boolean value to each elementary condition.

The subautomaton which filters the A value, will compute the'

number j such that the filtered string belongs to Ij'

Example : “1 = ab ; U, = ac

The subautomaton will be

result result
1 5
# Tend
X >b
B < e o]
= Tend Tend = Tend
result result result
2 3 4

We can notice that the subautomaton looks like the lexical tree which

represents the strings (ui)l <i<n

‘The subautomaton will be a subroutine of the whole automaton.

The reason of this choice is space minimization.
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Example : Let R(COURSE,STUDENT,GRADE) be a relation with a format

*

(COURSE (STUDENT (GRADE)” )™)
and an operation

Get the tuples such that
COURSE = LATIN and GRADE = 15 or
STUDENT = TOTO

then the automaton will be

- \ SUBAUTOMATON

TOTO
SUBAUTOMATON

'We can see that the subautomaton which récognizes TOTO is used twice.,
The subroutine mechanism allows us to load it just one time, thus

saving space,
This mechanism implies that we are able to force the internal states
at the end of a subroutine and to force the input character if the sub-

routine is a function.

s :
Compared with figure 2 wehave a new logical schema (see figure 3).

INPUT _ I — ' TARGET

OUTPUT BUFFER
BUFFER| . , ~
: > AUTOMATON [—— oo

WAR

Figure 3.



Evaluation of the condition

The second phase of the compilation is the generation of
that use the subroutines to evaluate the selection condition. These

states are called logical states.

The role of logical states is :

~ to call the subroutine
- to interpret the result of the subroutine

~ to memorize the evaluation of the boolean expression

The main problem is the third point. The semantics of a logical
state must be sufficient to evaluate the condition for each tuple and
to start the evaluation in the middle of a tuple because of the record

structure.

Semantics of a logical state

Let C = T1 or ... or Tptuathe boolean expression, Q the set of

the logical state of the automata.

We define C : Q » {0,1}p
q > (tl,—,tp) such that

¥1ie¢{l,..,p} t; =0 iff in state q Ti is wrong

t, = 1 otherwise
.

The predecessor of state q is state q' such that the transition
(q* + q) belongs to the automaton.

We denote q' = pred(q).

_Then, the knowledge of the two functions C and q is sufficient
to solve our problem. '
At the end of a tuple t, if we are in state q we can decide if t satis-

fies the condition with the algorithm :
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Let c(q) = (tl,...,tp) |
if vie {1,-,p} - t, = O thent doesn't satisfy the condition

else t satisfies the condition.

On the other hand, we can start a new evaluation in the middle

of a tuple by following the list of the q predecessors.

Generation of the logical states

The generation of the logical states goes through several steps.

Let R(Al,—,AN) be a relatién.

Let q, be the initial state of the automaton.

Let LSi be the list of the logical states, representing all the

possible evaluations after the Ai recognition .

Let Ri = 1,...,ci the set of the possible results of the subroutine

which filters attribute Ai-

The generation algorithm operates as follows :

Step O c(q) < (1,...,1) 3
pred(q ) <O ;
LS < {qo}
i<l f
s
Step 1 ¥qe Lsi-l’ ¥re Rio

* compute the semantics of the logical state

q' issued from q and r

* if such a state is not yet in LSi then

LSi <« LSi u {q'}

If 1 < N then 1 « i+l go to step l.

On the other hand, optimization strategies are implemented
(success or failure before: the end of the tuple) to optimize the

automatonsize.
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IV. AUTOMATON SIZE

As described in section 2, the automaton consists of the subroutines

and the logical states., We first evaluate the subroutine size.

Evaluation of the subroutine size

Let A be an attribute of R and (A s ul) N be the elementary

<1ic<
conditions on A where c € {=,>,<, , ,#} and U, e I*.

Let |I| = o be the alphabet size.

Let S be the subroutine which recognize the (ui)l-s i<

Let Si be the part of S which corresponds to the case where the

first character read is an "i".

For our evaluation, we assume that My € 22 (where % is fixed).

We shall see that such an hypothesis is not restrictive.

Let s(n,%) denote the subroutine size, m(n,%) the minimum size,

M(u,%) the maximum size and J(n,%) the average size of the subroutine.

The maximum value is reached when all the strings uy have diffe-

rent beginning. characters.,(Thls implies n < o ).

Then
M(n,2) =1 +nx*x &

" The minimum value is reached when all the strings My have the
same (2~1) first characters and a different last character. (We assume

that all the strings U, are different).

Then m(n,{) = n+l;
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To get an average value of S(n,l), we have to make some probabi-
listic assumptions. We have chosen an uniform distribution model.

Formallf, let p(i,j,k) denote the probability that an "i" is the
jth character of string My -
Then

¥ie{l,2,...,0} , ¥je{1,2,...,2}, ¥ke {1,...,n}
. . 1
p(i i,k = 2

With these assumptions, we use a generating function method to
compute the average size,

et enote the set of subroutines whic ‘recognize n strings belong-
L :féz)_d h f sub i hich belong

ing to Zz
o
2y _ (L)
¥y - u F
n=o0
¥S e :f(z) node (S) = number of states of subroutine S.

node (S)

n=qg
z aéz) 2"
n=0

NodE ™ (2) =

L
n=o .
M@= [FP S
n=0 n ’

¥ S ¢ ;f(g) |S| = the number of strings that subroutine S
recognizes

i

Then we have

’ ' B 2’
L
EARIER
G ot |
so that N) (z) = (1+2) 4D
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n=o
nope <& (2) o m

= 3 M
n=0
X ) node (S) z|S|
S ¢ f
: i=q )
But node (S) = I node (Si)+l if S# ¢
i=1
node (@) = O
So NODE('Q')(z) =. I 2 z|s|- 1
S15:f(
5|
+ I ) (> node(Si)) z
Se P i=1
o
But |S| = L S,

1

1=1

Using the uniformity assumptions, we have :

NDE® (z) = PPy -1+ 1 . node (8;) 21

(21
Sl,...,Sae g

(z) -.1 + o X

- W
' sl,..,saey(“*l)

node (Sl) zt

P 5y - +a nopE D 2y @@ A1) ()% 1

Then o /'

NopE ¥ (z) - o nooE D 2y @HD )yt + 1 R

PH () W () PE (2)
nopE % ™ 1 (2) .1 - 1
PED () PP ()
Recursively we obtain
(2) (o) -1 .
NODE (z) _ az NODE (z) + 3 of (1- 1

-——.———)
P D, PGy im0 PFD 2
| \ | \
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But NODE(O)(z) = z and }1)(0)(z) =1+ z

(2?(0) = {@,{e}} where ¢ denotes the empty strings)

Then 0-1

€5 I A N €O R s o - 1
NODE"™ (2) = o 137 (Z? + Y (z) 5 a” ( (f;zz;yz;;)

Using (1) we obtain

% 2 L
NODE(Z)(Z) = uzz(l+z)a 1 + %;il (1+Z)a
-1 : aﬁ_al—i
- I o (l+z)
i=0

(2)

o, " can be computed as follows :

L 2_ 2 2-1 . L 2-1
o et @The g @) -3 QT
n-1 n i=1 n
. al_al-i
(if n > 0 and 1i=0, the coefficient of z® in the term o (1+2) is

zero and so that the sum in the above formula begins for i=1)

Because of the uniformity assumptions, we have :

S(n,) a‘(‘m a‘(‘m
n, = =
L @h
. az_asa—‘i.
=1 .
+ 0.2;"11 -3/ dl (_._.t.l_..)
“1is @)

. L. ' . .
if we assume that o is much greater than n, we obtain an asymptotic

value of E(n,z) :

L n
s (Y
n <<t =>( n)_' n!
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So that

% -1 2 2=-in
S(n,%) ~n + o=l _ I ot @ o )
. o~1 . n
i=] a
~n + .OT-T - X o (1 "—1')
i=1 A o
2 2~1 . n :
o =1 i n 1
n+ == - % o (I (1) ) =)
el 5 keo kT ot
2 n -1
o -1 k n 1
~n+ === - I (-1) () I T (ke
=1 o K gmr oPED
2 2
a =1 _ a™=1 _ _
~n + o (a-l 1) + n(2-1) ]
l — L e ————)
n (k-1)2
, - DEG) (e — - 1)
oy K | - |
k-1
. a
Finally, we obtain
- . n : k.n i
S(n,2) @¥nl + 1 - L (-1)7() (m——)
- K k-1 \
k=2 o -1

These results can be summarized as follows, Let S denote a subroutine

which recognizes n strings belonging to Zg.

Then : a
s

/

The minimum size of S is n+®
The maximum size of S is ng+l

The average size of S is

2 =i
A N G
n + %11 + X al 2 .
= 1= o
i=1 ( n)
'3

If we also assume n << ¢’ then :

The average size of S is
n
ng+ 1= 5 DREY
k=2 .

1
e —
a —
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These formulae can be visualised as follows ¢

n=10 ; =10
S(10,10)

M(10,10)=101

‘'The most important conclusion about these results, is that the average
size of a subroutine is approximatively the maximum size, as soon as

the alphabet size is greater than 10.

This means that all the srings are quickly distinct. In particu-
lar, we see that the hypothesis of fixed length is not restrictive :

the average size of the subroutine which recognizes strings (ui)l< i<n

with variable length should be equivalent to the maximum value which is

n .

L+ T |yl
sl

Evaluation of the number of logical states

The number of logical states is a function of the condition and

of the format which are compiled.

" If we want to get an average value of the number of logical states;
we have to make assumptions about the kind of condition and the kind of

relation format which occur.

But, that condition is a function of the user application : If we

just want to query a file, we believe that the condition will have about

eV
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two or three elementary conditions. If so, the number of logical states

will be small compared to the subroutines size.

But for other applications, we can have very large selection con-

dition :

For instance we might want to compute the semi-~join of RI(AB) and
RZ(AC) by projecting R, on A and then generating an FSA that recognize
all the strings from R2(A) and filtering Rl by this FSA.

For such a computation, if RZ(A) is large then so is the selection

condition.,

So, we shall. just propose a maximum value in the general case, and

another maximum value for a '"saturation” case.

General case :

Let R(Al,...,AK) denote a relation and ¢y the number of elementary

conditions on attribute Ai'

We can notice that each subroutine which filters an attribute Ai
has less then (ci+l) results which are logically different. So, a maximum
value of the number of logical case is
K P
iI=11 e ,

Saturation case

-Let R(Al,...,AN) denote a relation and C = T1 Or ... Or Tk the-

selection condition.

. N .' &
The saturation means that each Ti’ true before a subroutine, can be
false after this subroutine, independently from the others. This implies

that each T, have an elementary condition on each attribute.
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As said in section I, we have a hierarchical representation of
the relational model. So, we can define the depth of an attribute, by

the depth of the attribute in the format.
'Examgle : "Let R(COURSE,STUDENT,GRADE) denote a relation.

If the format of R is (COURSE,STUDENT,GRADE)* then all the attribute
are in depth 1. Iftheformatofliis(COURSE(STUDENT(GRADE)*)*)* then
COURSE is in depth 1, STUDENT in depth 2, and GRADE in depth 3.

Let d(Ai) denote the depth of attribute Ai in relation R ; p the

maximum depth of the R attributes.

Let a, denote the number of R attribute in depth 1.

m(al,...,ap) the maximum number of logical states and

i Nj the number of logical states meaning that j terms are

true after one of the subroutines which filter an attribute

in depth i. '

= t

If p=1 m(ai),= a; * 2
1 t
and N, = (;
J. (J)

Recurrence hypothesis

R
ot
)= I a (i+1)*

m(a,y...
! j=1

’ap-l

w7l - ) (p-1)t73

J
' Eop-l 8
Then NP = 3 NE )
. J £=j

t

ty Ay (p=1) E2
zi' ()b
t

t, ,t-3 t-2
O -

L}

t-5
t I -3 t-j~4
() I (3 )1
3 g=0 ik



P

=21 -

so NP = (5)pF73 .,
J- ]
t

t, _t-
Dta I ()P
pl” P g K

Then m(al,...,ap) = m(al,...,a K

, : - t
m(al,...,ap) + ap(?+1)

T oag (i+1)*

Note that for p=1 which means flat format we have m(éi) = a12t. It

_gives a good idea of the complexity introduced by the compacted format.
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CONCLUSION

The VERSO filter is presently under implementation and should be operationnal
by the end of 82. Until that date, we are using an emulation of the filter im-
plemented in PASCAL on the MULTICS system. The compiler was written on PASCAL and
is operationnal. Compiling time is comparable to standard compilation (i.e. to
the time needed to generate standard code to perform selection and projection).
The size of the automaton tried with "realistic examples' seems to remain

reasonnable (less than 50 states) thus showing the feasibility of FSA filtering.

Y
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