N

N

A non linear diffusion problem arising in semiconductor
process modelling with a singularity

E. Fernandez Cara

» To cite this version:

E. Fernandez Cara. A non linear diffusion problem arising in semiconductor process modelling with a
singularity. RR-0174, INRIA. 1982. inria-00076384

HAL Id: inria-00076384
https://inria.hal.science/inria-00076384
Submitted on 24 May 2006

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00076384
https://hal.archives-ouvertes.fr

i

oM

R

Rapports de Recherche

A NONLINEAR
DIFFUSION PROBLEM
ARISING IN SEMICONDUCTOR
PROCESS MODELLING
WITH A SINGULARITY

Enrique FERNANDEZ CARA




/]

‘A NONLINEAR DIFFUSION PROBLEM ARISING

IN SEMICONDUCTOR PROCESS MODELLING WITH

A SINGULARITY

*
Enrique FERNANDEZ CARA

ABSTRACT

This paper deals with a nonlinear diffusion problem arising in semicon-
ductor physics and having a singularity : the (two-dimensional) impurity dif-
fusion and segregation phenomenon. We describe the technical problem, which.
leads to a system of nonlinear parabolic equations coupled by transmission
conditions and depending on a parameter € > 0. We prove uniqueness results for
both the nonstationary and the related stationary problems and we study the
asymptotic behaviour of the solution of the former. As a consequence, the
steady solutions can be viewed as asymptotic impurity distributions. Finally,
we analyze the limit case of the solution as € approaches zero. This allows
to justify the introduction of idealized models in the numerical simulation
of this kind of problems.

RESUME

-~

Ce papier est consacré 3 1'étude d'un probléme de diffusion non linéaire
intervenant en Physique des Semiconducteurs et possédant une singularité : le
phénoméne de diffusion et ségrégation d'impuretés dans du silicium. Nous décri-
vons d'abord le probléme technique, qui conduit 3 un syst&me d'équations para- -
boliques non linéaires couplées par des conditions de trnasmission et dépendant
d'un paramétre €>0. Nous démontrons des résultats d'existence et d'unicité
pour le probléme non stationnaire et pour le probldme stationnaire associé, et
nous étudions le comportement asymptotique de la solution. Finalement, nous
analysons le cas limite, pour lequel €=0. Ceci permet de justifier 1'introduc-
tion des modéles simplifiés dans la simulation numérique de ce type de problémes.
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1. - INTRODUCTION. THE PHYSICAL PROBLEM.

The two-dimensional impurity diffusion phenomenon in silicon is a relatively

well-known problem. One of the main advantages of silicon in Semiconductor

Process Modeiling is the possibility of using the planar technology : The oxide

is piractically a perfect mask for impurity diffusion. Thus, localized diffusions
can be made available, and the chemical potential continuity leads to an inter-
face condition thch can be written in terms of the impurity concentrations in
both silicon and oxide regions (the segregation phenomenon) . This correction
provides the definition of a physical model which takes into account the doping

profiles in a very realistic way (see e.g. [2,4,71).

The aim of this paper is to present some existence and uniqueness results
for this type of problems; as well as to justify rigorously the idealized model,
for which no diffusion is assumed to occur in the oxide mask (see D.D. WARNER
& C.L. WILSON L13]). By the way, the asymptotic behaviour of the impurity dis-
tribution is determined, and an iterative method for the numerical solution is

found.

The methods combine with finite element techniques and can be adapted to
the numerical simulation of most part of silicon semiconductors, such as MO$

transistors, charge transfer (CCD) semiconductors, etc... (see [2,12,13]).

In all the sequel we will be concerned with the two-dimensional diffusion
of one impurity in silicon, provided an "0ld" impurity atoms distribution has
already been implanted. To extend the results to the three-dimensional case,

only technical arguments are required. The geometry of an idealized structure

is displayed in Fig. 1, where Ql is filled by.SiliCOH and QZ represents the

- oxide mask. Let us describe the equations that model the diffusion of a "new"

impurity concentration. The transport of the impurity atoms in Qi (i=1,2) is

given by the continuity eqﬁation

aC
S R
(1.1) el Y Ji in Qi,

where Ci is the concentration and 31 is the density (or impurity flux). The
latter is determined by diffusion and drift terms of the form (see [6]) :

-> ->
(1.2) Ji = -Di'VCi + z uiCiEi,

where Di is the diffusion coefficient, ui is the mobility, Ei is the electric



field, and z is the chargé (z = +1 for donnors such as arsenic, while z=-1

for acceptors such as boron). In Ql, this gives :

< = _ > g&
(1.3) J1 Dl(VC1 * XT C1 W),
where q is the electron charge, k is the BOLTZMANN's constant, T is the absolute
temperature (300°K at 27°C) and { is the electrostatic potential. In Q,, we can
further assume that E2 = 0 and D2 is a constant. Thus the continuity equation

(1.2) in Qz becomes linear. For physical reasons (cf. [6]), we will assume that

(1) the global charge density is zero, and
(ii) the electron and hole populations in Ql are in thermodynamical equi-

librium, and satisfy the BOLTZMANN's statistics.
If Ci is an "old" impurity concentration in Ql, we obtain from (i)

(1.4) zC1 + zCi + p-n = 0,

where n (resp. p) is the electron (resp. hole) concentration and z' is the

"old" impurity charge. Assumption (ii) gives :

2

(1.3) pn = n, = constant,
and

e exp(@l
(L.6) . n=n, exp(kT).

Here, the constant ng is the intrinsic carrier concentration. From (1.4)-(1.6)

we obtain :

kT n
1P=—q"L08;. ’
(1.7) , : *
=l tht 1oy 2 2
where n > {zC1 + z C1 +‘J(zCl+z CI) + Qni} o

We incorporate the following formulation of D,, which was derived by S.M. HU [6]

to account for the charged vacancy reaction :

. = —— .
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- In (1.8),

D01 is an intrinsic diffusion coefficient corresponding to a weak
concentration (Ci<<ni), f is the ratio of the electron or hole concentration
at the diffusion temperature (f = n/ni for donnors and f = p/ni for acceptors)
and 8 is a phenomenological coefficient discussed in detail in [6]. From (1.3),

(1.7) and (1.8) one has :

c
T o 1+Rf : 1 >
(1.9) . J; = =Dy T+g (lf\/ o ) Ve, -
ANl ]
(;Cl+z Cl) +lmi
Setting
DOty o p  LtBE (g, ! ,
1 1 01 1+8B ’

N4 2
\/(zC1+z Cl) +4ni

the continuity equation in silicon reads

oC
1 tot > ,
(1.10) = = V-(0;°"(C)HTE) in g
At strong impurity concentration (and in particular for the arsenic) the
limit of solubility in silicon can be attained. As a consequence, a 'clustering"
phenomenon appears (see e.g. [6]) which leads to an effective concentration Nl’
given by

c
_ l.a,1l/a
(1.11) N, = C /(1 (—Nm) ),

where o and Nm are positive constants. The conservation law (1.10) becomes now

1 tot b
T v (D1 (NI)VNI)’
i.e.,
BCl clust
(1.12) = =V (0] (clﬁcl) in 9,
where
clust tot le

(1.13) Dl (Cl) = D]. (Nl(cl)) W (Cl).



On the other hand, the diffusion coefficient in the oxide mask D, is typically
set equal to 10—5 fOt(O). Thus, the diffusion equation in 92 can be rewritten

as follows

(1.14) 3¢ "~ € D AC
where € is a small positive parameter and DEOt is a formal diffusion coeff1c1ent

of the same order of magnitude than D§°t for weak impurity concentration.

We finally complete {1.10) (or (1. 12)) and (1.14) with boundary and initial-
conditions The . 1mpur1ty concentrations are held at a constant value C on the
window Pl and on Fz (see Fig. 1). Along the side F the concentration is equal
to zero. The outward normal component j ‘0, (resp. Jz-nz) of impurity flux is
required to vanish on Fl (resp. T ) At the initial time t=0, we set C1 = C2==O;

on the interface S the concentrations are required to verify (see [ 7]) :
(1.15) C, = mC
with m being a positive constant, and the flux continuity condition

(1.16) 7, = -3,-3,.

This model is appropriate for the numerical simulation of many technological
cases arising in the configuration of integrated circuits. However, for impur;Fies
such as phosphorous, leading to multiple vacancy reactions, the model is inade-
quate. In simplified models, (cf. e.g. t1,6,12,13]), the concentration C2 in the
oxide mask is neglected, so that the flux across S is zero. The use of these
models in the 31mulation of "Very Large Scale Integration" (V.L.S.I.) processes

will be justified below (see Section 4).

2. - EXISTENCE AND UNIQUENESS RESULTS FOR THE NONSTATIONARY AND STATIONARY
PROBLEMS.

In this Section, some existence and uniqueness results are derived for 'the
nonlinear impurity diffusion problem described in Section 1. We will also prove
the existence and uniqueness of solution for the associated stationary problem.
For simplicity, only a domain as‘in‘Fig. 1 is considered, but the methods also
apply for more general data (see E. CAQUOT, E. FERNANDEZ CARA & A. MARROCCO [2]

for other related problems).
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Let T be a positive constant. We consider the following

Problem (Pe) : Find a couple (u,v) satisfying :

(2.1) u _ V- (D, (WTu) = 0 in 2, x (0,1),

at
ov .
(2.2) T eDz Av = 0 in 92><(0,T),

‘with the boundary conditions

_ u = CO on FT, u=0 on Ff,
(BC), o

v = Co on_I‘2 ’

du '3

5Hi =0 on Fl,
(),

CAA. 0 on FQ

an 2?

the interface (or transmission) conditions :

S du o By
(10) u=mv , Dl(u) o -€D2 o O S,

1 ' 2
and the initial-value conditions :

(1IvVe) u|t=0 =u_ in Ql’ V[t=0 = v, in Qz.

Here, € is a positive parameter (which is small with respect to the other

-orders of magnitude arising in the problem), Co and m are positive constant, and

the functions ug and v, are assumed to satisfy :

2 2
u el (Ql)’ voel (92),
(2.3)

0<u <C a.e. in Q,, 0<v_<C_ aq.e. in Q..
o o 1 o~ o 2

The given constant D2 is also positive and in all the sequel we require the

function s Dl(s) to verify :

s > D,(s) Zs locally 'Lipschitz continuous, and
(2.4) ~ :
Dl(s) 20 >0, with o being a constant.



In practice Dé =D (0), so € gives direcfly the ratio of order of
magnitude of the dlffusion coefficients in both media at weak impurity concen-
tration (€ = 10~ )

We w111 also be concerned w1th the stationary problem associated to (P ),

which reads :
* ’ )
Problem (PE) : Find a couple (u,v) satisfying :

(2.6) Ve (D, (WW) = 0 in Q,
2.7) v = 0 in 92, .
together with the boundary conditions (BC)1 and (BC)2 and conditions (IC) on S.

For small values of £, problem (PE) models satisfactorily the segregation
phenomenon in Semiconductor Process Modelling. The solutions of (PE)* correspond
to steady impurity concentrations, and it will be proved below (cf. Section 3)

that they also provide the asymptotic distribution.

In the sequel, for a couple (u,v) €H1(91)>QH1(92),‘we denote by U = {u,v}

the function (a.e. defined in Q) given by :

u in Qi,

v in 92.

In this Section, our main results are the following

Theorem 1 : For every € > 0, problem (P ) possesses exactly one solution (u vV )
which also satisfies

(2.8) Gg,mv ) enl (),
(2.9) Osz{ﬁe,mGE}:éao =C max(l,m) a.e. Zn Q.

Theorem 2 : For every € >0, problem (P ¢) possesses exactly one solution (u V)
which also sattsfies :



{u_,mv_}e L2 (0,138t (@) n L°°(0,T;L2(Q)) R

(2.10) Ju v

(G5 » m 55} e 120, T,
with W being

W= {o]o = (0.0} cH (@) 5 ¢=0 on rfurhurf)
and where W' designes its dual space. Furthermore, one has :
(2.11) 0 < {ue(x,t),mve(x,t)} SEO a.e. in Q for all t.

Remark 2.1 : From standard regularity theory for second.order elliptic problems,

the solution (Ge’ge) of (Ps)* must also satisfy :
iec®V@)y , v @),
€ 17 2 "¢ 27
provided D1 is (say) twice continuously differehtiable. .
For the proofs of Theorems 1 and 2 we need some preliminary results. In the
remainder of this Section, and up to the end of Section 3, the subscript € will

be omitted. Given a (small) positive parameter §, we introduce the auxiliary

function :
-1 —
1+ m_d_ Ix-xcl for |x-xc] <0, x¢€ 92,
(2.12) ms(x) =

m for Ix-xc| > 8.

Obviously, mée'Hl(Qz) and the following properties hold as § + 0 :

=l

(2.13) mg > m, E%-» weakly in Hl(Qz) and strongly in Lq(Qz) ¥q>1.

S

Thus, it seems quite natural to approach problems (P) and (P)”* by the following :

Problem (Qa) : Find a couple (ui,uz) satisfying

ou
(2.14) at—l - V(0w Vuy) = 0 in 2 x (0,1),

Ju .
2 1 .
(2.15) Fraie €D2m6(x)V'(agE;T Vuz) =0 in G& x (0,T),
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together with the boundary conditions

h f
uy Co on Fl y Uy = 0 on Fl’

(BC4),

c
1

: h
g = MGy on T,y

and (BC)Z, the interface conditions

Bul eD 3u2

2
D.(u,) 74— =-—=—"on S,
PR e T T ey By

and the initial-value confitions

(ICG) U= Uy,

(1Ive ) u1|t=0 =u, inQ, u2[t=0 =mv_ in Q,.
Problem (Q6)* : Find a coupie.(ul,uz) satisfying :
| V-(Dl(ul)Vul) =0 in 91’,
(2.16)
1 .
V'(m—é(g Vul) =0 1n 92,

together with the boundary conditions (BCG)I and (BC)2 and conditions (ICG) on S. H

The solution (uf,vl) of (say) problem (QG) is intended to provide an appro-

ximation (ud,vé) of the solution of (P) by means of the change

S § 6 $

- =L
u—gl,v—mvl

-8

Concerning the existence and uniqueness of solution in (Qﬁ) and (QG)*’ we have

the following results :

Proposition 2.1 : Let €>0 and 6 >0 be given. Then problem (QG) possesses

exactly one soZutton (“1’“2) which also satisfies
(2.17) U= {a,5,}en’@ nc®Y@
for a vy €(0,1), and

(2.18) 0<T<C_a.e. in Q.
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Proposition 2.2 : Let €>0 and § >0 be given. Then problem (QG) possesses

exactly one soZution_(ul,uz) which also satisfies :

{ug,uy} 1200, T3HH@) 01700, T512(R),

(2.19)
{—-—aul ————auz} eLZ(o T;W')
3t * ot s T3 e

Furthermore, one has :
(2.20) 0 s{ul,uz} < C,  a.e. in Q for all t ¢ [0,T].

The proofs of these results are rather classical and rely on simple appli-
cations of the maximum principle for second order elliptic and parabolic equa- .

tions. Thus, we only give a sketch of them (fo_r a related result see [5]).

Sketch of the proof of Proposition 2.1 :

st . : .
1 Part : Existence of solutions.

Let U

r= {ull'"vuzI‘} be a function in HI(Q) satisfying (Bcé)l, and set

=2

= {uII”UZF} + W.
Let ]31(') be the truncated diffusion coefficient given by

DI(O) 1f 8<0,
Bﬂs)= D,(s) 2f 0ss<C,

Dl(co) if s> Co'

The function s ~ Dl(s) is locally Lipschitz, satisfies (2.4) and also :

Bl(s) < max _ Bl(s) Eé <+,
se[O,Co]

As a consequence, the compactness method of J.L. LIONS [8] applies to the varia-

tional equality

JQ D, (u;)Vu,*V4 + €D, J ;%—vuz-vw =0
. 2 e, ms
(2.21)

¥ {o,0}ew, {ul’UZ} € T:I,
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and shows the existence of a solution {Gl,ﬁz}. From the maximum principle (see

[10]),
00 = {3},8,}<C, in , o :
whence 51(51) = Dl(al) and (classicaliy) (61,52) is a solution of problem (Q6)*' .

Remark 2.3 : Another proof of the existence of solutions reads as follows. Let

B be the closed convex set in Co(ﬁl) :
B = {¢|¢>eco(51) s 0<d<C in Q1.

For ¢ ¢ B, we say that (ul,uz) solves problem (Q.. ,)* if it satisfies :

(S,(,b

V- (D, ($)Vu;) = 0 4n Q,

1
V-(m(S

Vuz) =0 in QZ,

together with the boundary conditions (BC ) and (BC)2 and conditions (IC ) on
S. Evidently, for each ¢ € B, problem (QG ¢ possesses exactly one solutlon ¥

(ul, 2) furthermore satisfying
U= {u,u,} RO V(@

for a y = y(Q,u,Co,e,a) € (0,1). Let us define the mapping T : B > B as follows :

For ¢ ¢ B, we set u = T tf (and only if) (ul’v ) Zs the (unzque)
solution of (Qd ¢

Then T is a completely continuous operator from B into 1tself, and from Schauder s
Theorem, the equation

(2.22) u, = Tul, uyeB

Possesses at least one solution Gl e B. To conclude, remark that 51 is a solution
of (2.22) if and only if there exists a function u2 such that (ul,ﬁz) solves
(Qd) . n

Remark 2.4 : The fixed-point argument above also suggests an iterative procedure

for ‘the solution of problem (de* :



TR

a) For n=0, choose u?e B.

b) Then, for givemn n2>0 and ur11€ B, compute

n+tl _ . n

uy = Tu1 .
This algorithm has been adapted to a finite element approximation of (P)* in [5],
and the numerical results it provides are highly satisfactory. The reader is
also referred to [2] for other iterative methods concerning the numerical solu-

tion of (P)" (and (P)). ®

3rd Part : Uniqueness of solution.

We adapt an argument due to P.L. LIONS [9]. Let (ul,uz) and (Gi,ﬁz) be two °

solutions of problem (QS)*’ and set

u, -u u,-u

(2.23) (o} =(—1-1—, —2- 2}

prfupuy [ p¥{uymu, |
for p> 0. Then {¢,P} €W and

V(u,~u) V(u,-u,)

17 . 27%2
Vo =p """ L~ W =p - .2
o2y, D% Gy, )

" As a consequence, we have

0 - JQ (D) ()P - Dy (E)VE) T + e, | o TG Ty
1

Q
» . 2 -
SN CRRY . ' Va, «V(u, ~u.)
- of Dy (=02 o ) -p, ()
. 1 -2
2 p+{uy-uy | O (p*fuy-u; )
< |V (u,-u,) |
+ peD, J ;%‘ G____%_:Z_ )2
Q) 8 p+|uy-u, |

V(a3 |Vu, |~ |9Cu,-a,)
Q Q

p PHlup-u | 1 erlug gyl

where C1 depends on Dl(f), m and Co’ but is independent from p.

Thus, for a new constant CZZ>0,'one obtains the estimate



- 14 -

| |V(u,-u,)
(2.24) J (—*—1_;
9 etluymu |

and this uniformly in p. Notice that (2.24) also reads

[

| v@og 2y 12 < ¢,
0 o
1

where W = Iul—all. Since the Hl(Ql) function

h = log &%
o D

. h .
vanishes on Fl’ there exists a constant C, such that

3

J |n |zsC3 ¥ 0>0.
o °

From Fatou's Lemma we deduce that the function (a.e. defined in Q)

x(x) = Tim |h_(x)|?
>0 P

belongs to Ll(Ql). But this is only possible if W=0 a.e., that is to say :

From the identity

o - |V(u2-52)| 2
J (Dl(ul)Vul—Dl(ul)Vu1)°V¢ + EpDZJ (————)" = 0,
9] . Q p+|u -u l
1 2 2 2
one also has.u2 = GZ' n

Sketch of the proof of Proposition 2.2 :

lst Part : Existence of solutions.

We argue as previously. Notice that the compactness method in [8] applies

again in the case of the time-dependent variational equality
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r dul 1 duz ~
JQ P P+ [ s F"P* JQ Dl (ul(t_))Vul(t)'Vd)
1 Q& 1

+ t—:j ELVuz(t) W=0 ¥ {¢,}eW,
$
(2.25)

' 2
{ul,uz} eLz(O,T;Hl(Q)), g—t {ul,uz} eL°(0,T;W'),
{ul(t),uz(t)} ewW , u1!t=o =y, u2|t=0 = mv .
From the maximum principle, we also have

0 <U(t) sEo a.e. in 9, te(0,T),

for a solution U = {ul,uz} of (2.25). Thus, Sl(ul) = Dl(ul) and(ul,uz) is a
solution of (Q(S)' o ' '

- Remark 2.5 : Although a fixed-point formulation of <Q5) does not lead (at least

easily) to any existence result, we can introduce as in Remark 2.4 an iterative
method of solution :

a) For n=0, choose ucl) € B, with

B = {¢!¢et°°(ﬂl x(0,T)) ; oschEo a.e._} .

-

b) Then, for given n =0 and ull1 € B, compute the solution U = {ul,uz} of
i
ot
8u2 1
e €D2 mS(X)V'(m(S(x) Vuz) =0 in 92 X (O,T),

n ' .
V"(Dl(ul)Vul) =0 in Ql x(0,T),

together with the boundary conditions (BC5)1 and (BC)2, conditions (ch) on S

and the initial-value conditions (IVCG) s next take u?ﬂ = U L

2nd Part : Uniqueness of solution.

Let (ul,uz) and (ﬁl,ﬁz) be two solutions of (QG)’ and set

u) (£) =8, (t) u, (£) -8, ()

(2.26) o), u(e) } = { ,
Prlu ()-8 () | e, (£) -6, (b) |
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1

for t a.e. in [0,T] and p> 0. Then-.{‘d>(t),lp(t)}€w, while

4

R(t) = J (S5 () (£3-8, (£)) -6(0) +(D, (u) () Vu, (£)-D, (&, (£)) V&, (£)) -V (x) }

1 . | ‘
VG ()-8, (1) |
T { m ix) (S5 (0, ()-8, (£)) +y(t) + b p(—2——2 )2
k o+ [u (£) -, (8) |
Notice that
u,(t)-4,(t)
J it (ui(t)—ﬁi(t)) i i
i o+|u, (£)-8, (6) |
: D+|ui(t)—ﬁi(t)[
J a5 e (-8, (0)| - o Log =
i
for i=1,2. THus, for q = qu-ﬁzl » one has :

t

J R(s)ds < —J {q(t) - pelog PIS(L)} < 0,

o Q P _
o2

and the following inequalities hold for all t e [0,T] :

t . .
| ozj {Lz ((Dy (a))=D (§)))V; + D, (u)V(u,~8,))+V9} ds
0 .

' , p+lu, (£)-8, ()|
+ J‘ {|u1(t)—u1(t)| = prlog >
Ql :
t |V(u,-G,) |
> J {p J G*——l——l——ﬂz - Czp} ds,
0 Ql p+lu1—ﬁll ‘

where C2 can be chosen as in the proof of Proposition 2.1.

‘As a consequence, there exists C3 >0 such that

t p+ u ...ul I .
J {J (log 11 ) }dx < 03 ¥ p>0.
0 @ e

From Fatou's Lemma we deduce that

ul(x,t) = Gl (x,t) a.e. in Ql X (0,T).
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But u, and Gl can be viewed as continuous functions from [0,T] into L2(§21) .

p ane
Thus, u, = ﬁl. From the identity
-4 |V(u,-4,) |
[ G Gy —2E e, | 222,
f p*|u,-8, | 2y o+lu,-G, |

we finally obtain u, = ﬁ2' ]

For the proof of Theorems 1 and 2, we also prepare the following

. e T T4 .
Lemma 2.1 : There exists some functLOﬁs UG = {“15’“26} with the following pro-

perties :
(2.27) vsen' (@ ¥ >0,
' r h T £
U = Co on Fl’ Ue = 0 on Pl’
r _ h
(2.28) . Uys = mGCo on FZ’
r _ T
ulé—uzaons,
(2.29) Ur s uniformly bounded in HI(Q) (independently from §)
§

Proof : Let §>0 be‘given, and define gg on 892 as follows (cf. Fig. 1)

1+ Eg} |x—xc| forx e 1‘1;, |x-.xc| <4,

n for xel"]él s |x-x_| >3,
c
gg(x) =
-1 2
1+-l—xl—nj——l— ]x—XD| for xel,,
NC
1 for xe8S.

Obviously, 8 Wl’l(’aflz) for every § >0 and there exists a constant C, >0, only

depending on QZ and m, such that

(2.30) el <c,.
8 whle)y

Thus, g(S is also uniformly bounded in 'Hl/z(aﬂz).
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For each §>0, let uch be the solution of the Dirichlet problem

-tv = 0 in Q,,
(2.31) ‘
v = ggon 892,

and set ufa = Co' Then it is readily seen that (2.27)-(2.29) hold. "

Proof of Theorem 1

Step 1 : "A priori" estimates.

For each 8>O, let (uf?ug) be the solution of problem '(QG)*, and set

T
u26+ y(S’

r- , .
with {U{G’u26} as in Lemma 2.1. Then one has :

S o 12 L 1 2
J Dl(ul) IVZdl + €D2 J o, lVY(SI
Ql Q, 6
. . 2
_ 8, T 1 r
= - J Dl(ul)VulG'Vzcs - eDz J o Vuz(s'Vy
91 522 ()

T .
Since {uld’ugé} is uniformly bounded in Hl (), there exists a constant C5 >0
depending on Q,m,D, (), Co’ € and D2, but independent from § such that

§ 6 ‘
(2.32) H{ul,uz}“Hl <C; ¥6>0.m

Step 2 : Extraction of a subsequence

I € H1 (Ql) and u

a subsequence again indexed by 6,

*

2 eHl(Qz) such that, at least for

From (2.32), there exist u

(2.332) WS u} weakly in Hl(2),
8 * . 1
(2.33p) u, *u, weakly in H (92).

It is clear that ‘the functions
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satisfy :

* *
JQ D (u)Wu +V4 + €D, J

1 %

On the other hand,'u* = Co on P? and v’ =0 on Ff. Taking limits as § » 0 in

W ew=0 ¥ {¢,v}ew.

p—

the identities

5 .
u, = maco on 1'12\,
uy = u, on S, f
we also obtain :
*
v = Co on Ig,
* *
u =mv onsSs

* * *
This proves that (u ,v ) is a solution of (P) .

Step 3 : Uniqueness of solution.

We argue as in the proof of Proposition 2.1, choosing as test functions

u.-u

1™ m(u,-u,)

{CP,IP} = { }

- ’ -
p+|u1—u1| p+|u2-u2

for p > 0. This yields again uniform estimates for the norm in LZ(QI) of the

functions
p+|u1-1-11|

log ———— , 0>0,

which, together with Fatou's Lemma, imply

U =u,; a.e..in Ql.

From the identity
2
|V (uy-u)) |

(D) (u,)Vu, ~D(3,)Va,)*V6 + eoD,m J ( ) =0
. gy P*luy-u,

b

=qy.. N
we also have u, uz. .
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Proof of Theorem 2 : It is analogous to the proof of Theorem 1. Only the "a

priori" estimates are derived in a essentially different manner, and they read

as follows. From the identity

dz dy
5 § 2 1 Y 1
J dt "%t [ Dy (up)|Vzs] *J m at Vst Esz w175l
2, o 2, "6 2, "8

} 5 e[ 1T
= —J Dl(ul)Vuls-Vz6 - eD2 J - Vuz(s-Vy(S
Ql QZ S

we deduce%:
t . t
|z (t)]2 + |y (t)[2 + |Vz (s)l2 ds + _IVy (s)lzdss c,
8 S 8 8 6
Ql QZ 0 Ql . 0 92

where the positive constant C6 depends on Q,m, D (), C 0*E» D2 and T but is in-
2(0,1;u! @) L”(@x(0,T)) .

dependent from §. Thus, {u?,uz} is uniformly bounded in L
Now it is easy to prove that {ui,uz}ls also un1formly bounded in L (0,T;W'). m

3. - THE ASYMPTOTIC BEHAVIOUR OF THE NONSTATIONARY SOLUTION.

The aim of tHis Section is to prove the convergence of the nonstationary
solution of problem (P) to the solution of (P)* as t 4 +o. Tt will be shown

(Lemma 3.2) that this convergence is monotonic in LZ(Q), 80 we can write

{u,v} = sup {u(t) v(t)}
t e [0,+)

for the solution,(G,G) of problem (P)

We start with some preliminary results,

Lemma 3.1 : Let U = {u,v} , with (u,v) being the solution of éroblem (P).
Assume that uosgﬁ and vo:s§ a.e., where (u,v) is the solution of (P)*. Then
U = {u,v} Zs defined for all te [0,+0), and

(3.1) Ut) = {u(t),v(t)} < {u,v} ¥t >0,

for the natural partial ordering in LZ(Q).
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Proof : Clearly, only (3.1) has to be proved. Let us put

u(t) = u + z(t), v(t) = v + y(t),

and choose

z' (t) my+(t)
R " }, p>0.
pty (t)

{o(t),u()} = {—
p+z (t)

Evidently, {¢(t),p(t)} ¢W and a simple computation leads to

. . | _ .
J %E'[z+(t) = p Log 9:E~££l—] + mJ %E-[y+(t)— o Log &Y (t)]
Q P o

1 | )
+ ' +
+_g2gf =1y, Eszm[ QP RGLY
Q, otz (t) ' Ry pty (t)

< C7p j qu(t)Iz,
Q1

for a constant C, only depending on Dl(-). Thus,; integrating in time,
t a | 9+z+(s) 2 + +(s) 2
{-5 J (Log 5 )T+ eD,m (Log-gfx————) }ds

0 9] 9] t
1 2 < C8 J {J IVu(s)lz}ds ,
0 9

where C8 only depends on Dl(-) and the domain . We conclude as in the proof

of Proposition 2.2 that

+ +

z (t) =0, y (t) =0,
and the Lemma holds. ®

For the sake of simplicity, in the remainder of this Section it will be

i

assumed that the initial data vanish :
u, = 0 in Ql, v, = 0 Zn Qz.
Lemma 3.2 : The function

t > U(t) = {u(t),v(t)},
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where (u,v) ts the solution of (P), is nondecreasing for the standard partial

ordering in L2(Q).

Proof : It is anaiogous to the proof of Lemma 3.1. It suffices to set (for

arbitrary h > 0).
2(t) = u(t+h)-u(t), y(t) = v(t+h)=v(t)

for t a.e. in [0,+®), and to choose the test functions in W as follows :

B} = 28 my® 4
p+z (t) p+y (t)

From these two Lemmas we derive the main result in this Section :

Theorem 3 : Let U = {u,v} (resp. U = {u,v}) with (4,9) being the solution of
problem (P) (resp. (u,v) is the solution of (P)*). Then one has

U(t) 4 U Zn LZ(Q) as t 4 +o

Proof : From Lemmas 3.1 and 3.2 and Lebesgue's Monotonic Convergence Theorem,

a function U = {&,¥} eLZ(Q)'exists with the following properties :
) ~ . 2 ~ . 2
u(t) 44 2n L (Q) and v(t) 4+ ¥ in L (Q)) as t 4+,

Evidently, G:S{G,G}. Thus, we only have to prove that there exists a sequence

{tn}nzo with tn 4 +o, such that
(3.2) u(tn) +u , v(tn) + v a.e.

Let us consider the following test functions

¢p(t) = -_EEBﬁil__ , wp _ m(v:v(t)) )
p+(u-u(t)) . pr(v-v(t))

As in the proofs of Lemmas 3.1 and 3.2, one has :

{¢p(t),wp(t)} eW, for t a.e. in [0,+x), p>0.

Hence,
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d - d -
57 (u-u)g + J - (v=v)y
Jﬂl dt o 92 dt o}

+ JQ (D (w)Vu-D, (w)Vu) -V6 | + €D, JQ v(G—v>-va =0,
1 2

and we obtain :

JQ $5 (0= o Log 2 4 n| &[Gy - p Log £V

1 )
of o @A o g (I 2
Ql p+(u-—u) 92 p"’(V‘V)
+ pf (0, (w)-D, @) Tur¥lomw) o o,
Q (p+(u-u))

1

An integration in the variable t, and the same type of estimates that were used

in the proof of Lemma 3.1 lead to the following inequalities :

p
1 2

J [(G-u(t)) - p Log £t(u=u(®) mJ [(v-v(t))- p Log +(V;v(t)) ]
Q2 o) _ ;

t VG | VG L2,
+ j ‘{%ﬁ' j ( V(E—u(s)) )2 + €D2pmj ( V(z-v(s)) )2} ds

0 Ql p+(u-u(s)) QZ p+(v-v(s))
_ p*(u-u ) _ p+(v=v )
< pt + J [(u-—uo)— p Log 1+ mJ [(v-vo)- p Log —7 ,

o 2, P

where C9 is independent from p and t. Now Poincaré-Fiedrichs' inequality yields :

l+pt)

t - -
(3.4) J {J (Log p—*ﬂ;i(—sl))z + J (Log .Ci(l;)lﬁﬁll)z} ds< CIO(
Q f

0 "2
for a new constant CIO'
We require the following Lemma, whose proof is given at the end of this

‘Section.

Lemma 3.3 : With the previous notation, the function
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-1 - .

t  +(u-u(t
Goule)) | o
t t

£ e (G=v () )

t + {Log 1

18 continuous from [0,+®) into LZ(Q). L]

Let us set p = t—1 in (3.4) and let t increase to +«. From Lemma 3.3 and the

Mean Value Theorem, we deduce the existence of some tn2>0 satisfying tn 4 +o and

-1 - -1, .- ’
t_ “+(u-u(t_)) Jt T (v=v(t ))

: I (Log 2D )2+J (Log  ———")%<2c .
Q " Q R

'1- : tn ' 2 tn

As in the proof of Theorem 1, Fatou's Lemma applies, and (3.3) holds. W

Proof of Lemma 3.3 : For instance, let us prove that the function - ¢

t e @-u(e))

t > W(t) = Log I

t

satisfies

oW

WELZ(O,T;Hl(Ql)), i Lz(o,T;Hl(Ql)')

for all T>0. But this is a trivial consequence of (2.8),(2.10) (see Section 2),

and the fact that (u,v) is the solution of problem (P)*. .

4. - THE LIMIT ANALYSIS AS € 4 O.

This Section is concerned with the behaviour of the solutions U = {ue,vs}
of problems (Pe) as ¢ approaches zero. It will be proved that us converges (in
an appropriate sense) towards the solution of a limit problem (corresponding to

an idealized model in Semiconductor Process Modelling) which reads :

Problem (ﬁ) : Find a function § satisfying :

=)

. oy o : » '
(4.1) 3¢~ V(D @V = 0 4n fi, x(0,T), |
together with the boundary conditions ' ‘
i = C, on F?,jﬁ =0 on Tf,

(BC) 4 .
n =0 on I‘luS,
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and the initial-value condition

uit=0 =u in Ql. [ ]

Obviously, problem (5) possesses exactly one solution § furthermore satis-
fying
~ 2 1 o
&L%o, 7311 (0))) 01700, 13172,

%e LZ(O,T;V'),

where V is given by :

V= {4loen (@) 5 ¢=0o0n Tjurf}

Theorem 4 : For each € >0, let u_ = {ue’ve} be the solution of problem (Pe)'
Then one has :

e
¥
e

G weakly in Lz(o,T;H'l(szl)) nLoo(O,T;Lz(Ql))

4 strongly in L2(91><(O,T)) and a.e.,

(4.2) u, >4
U a 2
Er T weakly in L°(0,T;V'"),

where 4 is.the (unique) solution of (P).

Proof :

Step 1 : "A priori" estimates.

Let us put

e* Ve T Vr * Ye »

with {uF’VF} being a function in LZ(Q) satisfying :

{ur,mvr}szHl(Q),

— h _f
up'=u_ on r tJTl ,

]

v

N D e

r v€ on T
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Then one has : i P

dz8 { dye 2 2
JQ T -z€,+‘mJ 35 'Y +JQ Dl(u€)|Vz€| +€D2mJ‘Q IVYE|

€ %
1 {2, 1 2
= -J D1 (u‘E)VuF-VIzE- eDZmJ VvI,-Vye
& &
. €D, m :
a 2 T2 2
<t *E'J V2™ + — f vy l”
Q1 QZ'

with C11 being a positive constant not depending on £, Hence,

[ : ' . t o , r
JNEXGIEE mJ |y (6)]2 J {9z (0]? + e| v % sc,
o Q, 0oJa 2, ,

for a new C122>O, so that :

(4.3a) u_ s uniformly bounded in L2(0,T;H1(Ql)) a1, x (0,1),
(4.3b) Ve s uniformly bounded in Lw(92><(O,T)),
(4.3c) Ve Ve s uniformly bounded in L2(O,T;H1(Qz)). n

Step 2 : Extraction of a subsequence

Notice that for a function d)e,&(ﬁé) whose trace vanishes on P?l)s, we have :

dve .
(4.4) j —— <y + €D J Vv_sW = 0.
. q, & 2)q , €

From (4.3a)-(4.3c) and (4.4), it is readily seen that
BU8 ) 9
\ 5T %¢ uniformly bounded in L (0,T;W"),
(4.3d) N ‘
ov

367 0 i (say) B'(@,x(0,1). .

Thus, a subsequence {uu,vu} exists with the following properties :
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u, > u* veakly in LZ(O,T;HI(QI)) a1, x (0,1),

(4.5) U, +_3 strongly in LZ(SH x (0,T)) and a.e.,
du oaut ’
’EFL' ‘szf'weakly in L°(0,T;V'"),

and the proof of Theorem 4 will be achieved if we demonstrate that u* solves
problem (§). ]

Step 3 : Conclusion

Let ¢ be an arbitrary function in V, and choose § such that

(0,0} €.

Then one has :

2 r duu d—VE
0= J { o + I o + J D, (u )Vu_+Vp + uD I VW eV} ds
t1 JQI dt det 91 1 M 2 Qz M

for all tl’tZ satisfying

(4.6) ogtIStzsL

Using (4.3c) and (4.5) and letting u decrease to zero, one is led to the following :

2 *
(4.7) J {J gg'¢ + J Dl(u*)Vu*-V¢} = 0.
' Yy 9

Since (4.7) holds all arbitrary t)st, verifying (4.6), a classical argument in

measure theory proves that u” is the solution of problem (P). m

Thus; this result justifies rigorously the introduction of problem (55 in
the simulation of impurity diffusion phenomena in silicon (see e.g. [6,12,13]).
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Fig. 1 : The idealized structure
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