N

N

Further numerical methods for the Faulkner Skan
equations:Shooting and continuation techniques
C. Laine, L. Reinhart

» To cite this version:

C. Laine, L. Reinhart. Further numerical methods for the Faulkner Skan equations:Shooting and
continuation techniques. RR-0177, INRIA. 1983. inria-00076381

HAL Id: inria-00076381
https://inria.hal.science/inria-00076381
Submitted on 24 May 2006

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00076381
https://hal.archives-ouvertes.fr

Rapports de Recherche E
3

N° 177
FURTHER
NUMERICAL METHODS |
FOR THE FALKNER SKAN
EQUATIONS:: :
SHOOTING AND CONTINUATION
TECHNIQUES E

Claudine LAINE
Laure REINHART

Janvier 1983

s bt

I ilin




FURTHER NUMERICAL METHODS FOR THE FALKNER SKAN EQUATIONS :
SHOOTING AND CONTINUATION TECHNIQUES.

" ‘Claudine LAINE, Laure REINHART

. RESUME

On considére dans cet article la résolution numérique de 1'équation ‘
différentielle de Falkner Skan, modélisant, sous des hypoth&ses de similarité
les équations de la couche limite. On cherchera ici les solutions extrémales

de cette équation'différéntie]]e du 3éme ordre. Les méthodes utilisées sont
essentiellement des méthodes de Newton et de tirs, qui, couplées avec des
méthodes de continuation perméttent le suivi systématique des arcs de solu- -
tions contenant des points réguliers ou de retournement.

ABSTRACT _ o
 We consider in this paper the numerical solution of the Falkner Skan
differential equation, modelling under some similarity assumptions the boun-
‘dary layer equation. We look for the extremal solution of this third order
differential equation. The methods we use are basically the Newton method
with a shooting process, which is coupled with a continuation method : they
allow us to follow the solution arcs which contain regular and turning point
solutions.
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INTRODUCTION

The Falkner Skan equation is obtained from the dimensionless
Prandtl's equations, in which is introduced a similarity assumption.

It consists in a non linear third order differential equation

£ 4 £ £" 4+ g(l - £'2) =0,
£(0) = £'(0) = 0,

f'(e) = 1.

We study numerically the solutions of this equation, satisfying the

initial condition :
£"(0) = a.

The solutions can be then characterizedby their positions in the plane

(a,8) .

In section 2, a Newton method associated with a shooting process

is used to find the regular solutions.

The introduction of the continuation equation, which consists of
an arclength constraint, allows us to treat. simple turnimng points as
regular solutions of the new problem. It is then quite easy to follow

the arcs of solution containing regular and turning point solutions.

Section 4 presents numerical experiments.

1.1. - The Falkner Skan equations — Theoretical results

In this section, we present the governing boundary layer

equations, in the physical (x,y) plane. They correspond to a first order

approximation of the incompressible Navier-Stokes equations ‘in dimensi

on 2.

More precisely, the dimensionless Prandtl's boundary layer equations can

be written as follows :
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(1.1) us-;fv—?— _8x+_'2,' in ,

. X

3%—= 0, in @ = {(x,y) ; x > 0, y > O},

Here p is the pressure, and (u,v) is the velocity field (referred to the

external velocity um(x)).which satisfies the continuity equation : .~

: . Bu‘ oV ‘
(1.2) . 'é?+'-3—y—=0.

i

The boundary conditions are given by natural conditions at

the wall, i.e. for y = 0, and by matching with the external flow :

u(x,0)

. =0,
(1.3) v(x,0) = v 1,(x),
z u(x,») = u_(x).

An initial condition is given by :
(1.4) u(0,y) = ¥(y),

we introduce next a similarity condition [26] having physical meaning in

the special case of incompressible flow :

u(x;y) - u (x) ¥(n),
=Y
"R

where g is determined in the fqllowing. Then {x,n} defines a new set of

independant variables.

Let us express v(x,y) by integrating the continuity equation

(1.2), with Vaall - 0:
v(x,y) = —g(x) u'(x) £(n) + v (x) g'x) (0 y()-£(n)) .
with.:

. M
f(n) = /; p(0) dbé.



Taking into account in (l.1) the similarity assumption leads
to the equation :

—ff" + & uno (f,Z -1 - ff") = A" f"'
g' u_ u g8’ o

where V is the kinematic viscosity, and in which the function f£'(n) cons-
titutes a dimensionless form of the longitudinal velocity component in
the boundary layetr, referred to the external velocity u, . The function

f(n) is then proportional to the local boundary layer thickness.

Since f depends only on n, and since g and u depend only on

X, we obtain :

g u,
(1.5) LY = a = constant,
and :
(1.6) u g g' =b = constant.

Equation (1.5) implies :

so equation (1.6) becomes :

a+2 _
g = k2 X + cqe

Finally, with a translation of origin (i.e. co = 0), we get :

u () =k (),

g(x) = k, x(l/a+2).

Let us define m by :

(1.7) m =

we get then :
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u_(x) 3

I
=

g(x)

The constant k; depends on the external velocity u (x). It is cénvenient

to make the following choice of k, :

: _2v
‘ (1.9) k4‘— T+ o

Finally, the boundary layer equations are transformed into

the following differential equation, with respect to the variable n :
F- "e " |2
(1.10)- "+ £f" + g(1 - £'7) = 0.
The parameter 8 is defined by :
\ _ 2m

(1.11) B pita

and plays a fundamental role. In a mathematical sense, it ﬁéy take any

real value, and can be considered as a "bifurcation" parameter. Note that

the solution in the special case B = O is called the Blasius solution.
Finally, the boundary conditions associated with (1.10) are :

(1.12) £(0) = £'(0) = 1,

f‘('+eo) = 1.

1.2, - Basic results

Equations(1.10) and (1112).were first introduced by Falkner
and Skan in 1931 [7]. One of the earliest studies, due to Hartree in

1937 [12] gave the additional condition :

in order to preserve a physical meaning.



First, it is convenient to define precisely the different
types of solutions of the Falkner-Skan equations which-.have appeared in

the litterature (seethe discussion in [2]).
1.2.1. - Definitions

Definition 1.1. : A classical solution of (1.10),

(1.12) is one for which £'(t) > 0 for t > O.

Definition 1.2. : A reverse flow solution of (1.10),

(1.12) is one for which there exists a t > 0 such that £'(t) < O.

Definition 1.3. : An overshoot solution of (1.10),

(1.12) is a reverse flow solution for which there exists a T such that
[£'()| > 1.

1.2.2, = Solutions without overshoot

There are two cases to consider according to the :

sign of B, i.e. if there is an adverse pressure gradient or not.

1.2.2.1. = The case B 2 0

Weyl [28] established the existence of a classi-
cal solution for B fixed (see Hartman [10] for details). Global uniqueness
holds only for 0 < 8 < | in which case f'(t) > O whenever t > O (1], [6].
For g8 = 0, the Blasius solution (without pressure gradient) corresponds

to the unique value of q such that o = 0,49, where o = £"(0).

1.2,2.2, = The case B < O

_ For B* < B<0, there exists an infinite number of
solutions, bounded by two extremal solutions. B* - - 0.198838 + 10_6 is
a turning (bending) point where the extremal solutions coincide. The upper
(i.e. £"(0) 2 0) extremal solution is a classicalone with £'(t) » 1
exponentially [11]. The lower (i.e. £'"(0) < 0) extremal solution was .first

obtained by Stewartson [25] and investigated by Hastings [13] ; it is of



the reverse flow type, with £'(t) - 1 exponentially. All solutions bet—
"ween the extremal ones are characterized by an algebraic convergemce of

£'(t) » 1.

The minimal extremal branch ends at B =.0 which

is a singular limit point (see Brown and Stewartson [47)..

1.2.2.3.v- The turning point.B*

‘ The value B* has been computed numerically by
Stewartson [24] and its existénce has been discussed by Iglish and
: Keﬁnitz (15].'In a physicél sense, the poiné (3*, a” = 0) links reverse
flow solution branches -and solutions branches without separation in the .

(a,B) plane.

Heﬁristically, B* is a turning point in the follo-
wing sense : for g > ¥, locally there exists two extremal branches of
solution, and for B < B* there is locally no extrehal»solution; Banks: and
Drazin [ 1] have initiated a local study near § = B*. A continuation process
has allowed us to'fqllow the branch of classical solutions, especially

through the turning point.



1.2.3. - 0vershbot solutions

For B < B*, Stewartson has shown that all possible
solutions are of the overshoot type. Numerical studies have pointed out
branches of overshoot solutions.The solutions of the branch labelled n,
present n extrema as well as n overshoots ; the number of overshoots is

.defined precisely as the number of zeros of the equation £'-1 = 0.

Libby and Liu [14] calculated some of these branches.

The last point they found for the first branch was B = - 1.0060 and
£"(0) = -1.09. For this solution, f' has exponential decay. So it does
seem (numerically) that the first branch with overshoot ends at g = -1.

The last point that Libby and Liu found for the second branch with over-
shoot wag B = —-1.9458, £"(0) = —-1.47.

Following this idea, we calculated numerically some
branches of extremal solutions. The numerical analysis that we did leads
to a precise knowledge of seven branches, as well as their behavior as B

goes to -1.

Some theoretical insight has been given by Troy [27]
who established the existence of an infinite sequence of negative Bj for
which there exist solutions with j overshoots and exponential convergence

of £' » 1.

2. - NUMERICAL METHODS WITHOUT CONTINUATION PROCESS

2.1. - Statement of the problem

We are interested here in the numerical solution of the ini-

tial value problem :

£+ ££" + B(l-f12) = 0,
(s, §£(0) = £'%0) = 0,
fl'(o) = 0y

and we are seeking the solutions f of (Sa)»satisfying the so called extre-

mal condition (see section 1.2.2.2)



2.1) °  lim £'M) =1, - : \
n—»+co' . .

which amounts specifying an admissible domain for -a.

2.1.1. = Solutions of System (S ), éatiéfying (2.1)
e O

System (S ) is equivalent to a first order diffe-—

rential system namely :
. ‘. , 3
Find {y,,y,,y3} in &% (")
such that :

5’1 = Yoo
(2.2) Yy = Y3

3
V3 = =vy y3 ~ 8(17),
with the initial condition :
(2.3), y1(0) =0, ¥,(0) = 0, y3(0) = a.

Among the possible solutions of (2.2), (2. 3)0, we shall select the

solutions Y = {y1 a’ Yo ,o’ y3 }, for which the extremal criterium is.

t

 satisfied, namely those belonglng to the kernel of the linear operator G,

defined by :
G(Y) = Y2(°°) - 1.

Remark : In practice, for the numerical study, we

shall replace the operator G by :
(2.4) G(Y) = yz(A)
with A >> 1.

Define next a non linear mapping F : TR - IR by :
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(2.5) a + F(a) = yz,a(A)—l

where Y = {yl,a’ 2,4 y3’a} is a solution of system (2.2) corresponding

to the initial condition (2°3)a'

Then solving Sa, taking into account the condition
(2.1), is equivalent to finding the roots of F in IR, namely to solving

in R the equation :
(2.6) F(a) = 0.
This last equation can be solved by a Newton's method : if the derivative
of F with respect to a does not vanish at a root a” of F, the sequence ay
defined by :
|

= '

(2.7) ey =0t (r (ak)) F(ak),

converges to a*, if o belongs to a sufficiently small neighbourhood of o)

In our case, the sequence {ak}k may be constructed by

“the following :

@2.8) et = % = Oy, -1/ 5—';; (7, (A

In addition, by the existence theorem of Peano, if Y

is a solution of the differential system :
Y=%(Y) and Y(0) = (0,0,0)7,
then az—is a solution of the first order differential system :

aa

X = Jac(P) X, with.the initial condition
T
X(O) = (0,0,1) ’

where Jac(¥) denotes the jacobian matrix of ¥.
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Using this property we can write 53—(y2 (A)) as :
e 2a )

3 9

= A)) = (+— A) =X A

o Uy ) = G 2,6 )W) = Xy g

where :
xl,ak x2,ak
Xak - x2,uk - x3,ak.

X - . - X + 28 .
x3,ak . Xl,0 y3,ak yl,ak 3,ak y2,ak XZ,QkA

k
with the initial conditions :

X (0) = 0,

’(’-k
xz (0) =0,

’Gk ~
x3’ ) = 1.

2.1.2. - Extremal solutions : numerical treatment

The notion of extremal solutions was introduced for
the Félkner Skan equation by Hartree [12]. He proposed cdnsidering extre—
mal solutions for 6* < B <Oonly ; they can be connected then to the unidue
solution for B 2 O ; this will also ensure the continuity of the set of
the solutions in the plane (B, £"(0)), in a neighbourhood of zero. In
practice this asymptotic behavior may be characterized by the property :

f' - 1 exponentially.

In 1953, Stewartson [24] proposed to refine Hartree

criterium by considering the solutions defined by :

f =1lim f
At B

where fA is a solution of the Falkner Skan equation satisfying the initial

conditions added to the final condition :

= ' = M = ©
fA(O) 0, fA(O) 0, fA(A) 1 | for A < «,
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With this approach, Stewartson rediscovered the reattached flows of
* . .
Hartree for 8 < B, and showed the existence of a branch of separated

solutions for B in the same domain.

We call any solution which converges to 1 exponen-

tially at infinity an extremal solution. Their main interest is that they
correspond to physically stable solutions. In practice, we characterize
these extremal solutions by the exponentially decay of F(a) with respect

to A, where F is defined through (2.6)..

An extremal solution will thenminimize with respect
to o the quantity :
_ v-12 = (e
Ad = (yz’a(A) 1) F°(a) ;
2A

the scalé factor a corresponding to extremal solutions will maximize 3&2

\
and can be characterized by :

$ F(a) = 0,

¥ 33y _ .

(2.9)
d0 9A o

The second condition is a maximization criterium without constraint

(a belongs to the whole real line) ; this criterium can be applied only
if the first condition is satisfied. Conversely, if only the first crite-
rium is satisfied, there exists a root a of F, by the asymptotic behavior

of the solution will be "almost algebraic" (see [127]).
System (2.9) can moreover be written as :

F(a) = 0,

a.
5_0_1,.(}73,(1(A)) = 0,
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\

2.2. - Numerical method

We shall now discuss a general method for the numerical search

for extremal solutions of the Falkner Skan equation.

" The method -is a shooting method, called the adjoint method.
For a given value of £"(0), we integrate the Falkner Skan system (Sa)';
this computation provides a value of f' at the final abcissa A ; a test
is then Qade to compare this last value with 13 if the difference

£'(A)-1 is too large, a correction is made on £"(0) ..

2.2.1. - The adjoint method : review

Let us consider the general differential system :

(2.10) }.71 =gi.(yl’ y2, ee oy yn, t), for i. = 1,...‘,n,‘
where :

v belongs to @' (R), :
"g belongs n)afl(IR ), with the boundary condltlons :

2.11) R ACR T i=1,...,r,

y (t) =¢ m=1,2,...,n-T.

n+l-m" f “p+l-m’
Using. a Taylor expansion, we obtain from (2.10) the
linear variational system. : '

n Bg '

8§y, = T — . Oy s i=1,...,n0,
Loy oy 3

which has as adjoint system :

dg.
i
oy. 3°
1 Y3

N~ B

(2.12) - k= -
B . - j

Then we obtain the condition : ' .
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(2.13)

YR

(xi(tf) Gyi(tf) - xi(to) SYi(to)) =

i=1

which connects the adjoint and variational systems.

The adjoint method is an iterative method on v (t )

for i = r+]l ton ; let y(k)(t ) be the value of v at the k th iteration,

at the value t, the solution y( ) satisfies :
. (k k k (k
y{ ) - gi(y§ ), yé )y et Yo ), v,

where yék)(to) is known for i = 1 to n.

With the help of -a numerical integration method,

we determine the final values y(k) (tf) ; then we compute :
(k) - _ .k - -~
Gyi (tf) =c; ys (tf), form =1 to n-r. .
m m m

In order to compute Gék)(to) for i = r+l to i = n,
N i

we shall integrate (n-r) times the adjoint system (2.12) with the condi-
tion (2.13) ; the values Gygk)(to) are the solutions of the linear system

on the interval (tf,to) (backwards integration)

n  Jg.
X. = I ——=x., fori=1,...,n-r
i . BY' J’ ’ ’ b
(2.14) i=1 ™3
xgm)(t ) = 6. . 8. . is the Kroneker symbol
i f 1,1&’ i,] *

The condition (2.13) enables us to write :

“n
(m) (k) - 2o (K) -
i=i+] x; (to) 8y (to) = Gyim (tf), m=1,...,n-r.

We then obtain the following system :
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7, | [xihey wlhe) Py | [oy ep 19

(2.15) RO o N S APPSR P A0
£, (5 x0T (e x5 e x| ey, (e
. - . 4 L n—F i

‘and as an initialization for the next. integration, we take the value :

2.16) vy =y + sy ey, for i -

r+l to i1 = n.

(see Roberts and Shipman[23]).

2.2.2. - Application to the Falkner Skan equation

“(Sa), namely :

571=

(2.17) Yy
3

with the initial

We shall consider the canonical form of the system

Yoo

= y3’

2
= Vi1 Y3~ B(l"yz)a-

condition :

yl(O) = 0,
(2.18) y,(0) =0, ,
y3(0) = o.
The corresponding variational gystem is
Gyl 0 1 0 6y1
835 vy 2By, ¥, 8y4
(2.19) with :
Gyl’ 0

' 6y3 11
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and the backward adjoint system is :

- _ — — T

X o 0 ~¥3 X,

x2 = | 1 0 2By2 . x2 P

X 0 1 -y X

1 3
L 3_ L - L

(2.20) with :

X 0

X, 4 = |1 .

Xq 0

‘With the help of (2.13), (2.16) we obtain the relation :

@2 3D = 3P0 + 1580 W)y,

which define the iterative process.

" The algorithm is stopped when the extremality crite-
riumreaches a given accuracy. The integrations of the differential systems

are approximated by a fourth order RungeKutta method.

2.2.4, —Performances of the method

The adjoint method allowed us to determine numeri-
cally the first seven branches of super solutions. This method is therefore
effective, but it cannot be adapted to an automatic computation of the
branches. Indeed, the natural progression along a constant path AB cannot
be effective when the slope of the branches is large. The study of a branch
has to be done point by point to adjust the path AB at each step of the
computation. Numerically, it seems that all the branches with overshoots

have the same singular limit point as B increases to -l.
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3. - CONTINUATION METHODS AND THEIR APPLICATIONS TO THE FALKNER SKAN EQUATIONS

The previous section discussed a method for finding individuai solution
of the Falkner Skan equations for a fixed B. In this section, we discuss
methods for finding nearby solutions for different g to. form solution
branches. We describe two continuation methods for solving non linear
problems and we show how these methods ‘can be adapted to the numerical
computation of branches of extremal solutions of the Falkner Skan equations.
We show that these methods are well suited to bifurcation problems, espe-—

cially to the computation of turning points.

3.1. - Solution of non linear problems

The approximated problems are to find, in some finite dimen—

sional space, the solutions of the following problem :
3.n F(u) = 0,
where F is a npﬁ linear operator defined on ®.

A general method, used to solve this kind of problem, is the
well known Newton method ; it can be written in the case of differentiable

F, as follows :

o .
u given,
+1 . :
s computed from un, by :

(3.2) F'(un).Gun = —F(un)

n+1 n n
u =u + Su .

This method can be easily implemented only in the special case where F'

is invertible, for each o ; moreover it requires the computation and the
inversion of the matrix F'(un) at each step of the algorithm..Nevertheless
it remains efficient and easy to use, in mény cases ; in particular, if u”
is a simple root of (3.1), and, if u® is chosen 1in a suitable neighbourhood
of u*, the convergence of the sequence'{un}n defined by (3.2) is quadratic.

’
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We can also use least squares methods, which consist of mini-

mizing a functional defined in IR, by :
12

(3.3) I = |[Fw|]%

where ||.|| is a convenient norm on IR".

The problem (3.1) is then transformed into an optimization

problem ; we can then use one of the numerous algorithms solving this kind

of problem (see Polak [20], Periaux [19]).

We shall restrict ourselves to the case where F is of the

form :
(3.4) F(u) = Au - f(u),

. . s i n
where A is a linear, positive definite operator on IR ,

f contains the non linear part of F.
In the optimal framework, the problem can be considered as a
final observation on the solution of a non linear equation. In the case of

the Falkner Skan problem, we have to minimize the extremality criterium.

Then problem (3.3) appears on the form of an optimal control

problem (see Lions [18]) :

Minimize on IRn, the functional :

v > J(v) = %(AE,E),
where £ is a function of the control variable; through the state equation :
(3.6) At = F(v) = Av - £(v).

It‘is clear that any solution u of (3.1) is a solution of the

problem (3.5),and, conversely, if u is a solution of the minimization

problem (3.5) satisfying J(u) = O, then u is also a solution of (3.1).



To minimize J, we shall use a conjugéte gradient algorithm.
Among the possible conjugate gradienf algorithms, we have selected the
Polak-Ribiére version (cf. Polak [20]), since this algorithm performanced
the best in the preliminary numerical tests we did. Its performance is

discussed in Powell [21].
Let us denote by J'(.) the Frechet derivative of J(.) ; then,
in the case of the model problem (3.4), this algorithm may be written as

foilows :

step 1 : initialization

(3.7) u° given, .
then compute go, by

o o
(3.8) Ag = J"(u),

and set @

(3.9) 2° = g°.
" Then for n = 0, assuming un, gn, z" known, compute’un+l, gn+l, zn+} by :

Step 2 : Descent

(3.10) Compute pn = Arg min J(un -p zn),
pe IR
(3.11) un+l =" - pn 2.

Step 3 : Construction of the new descent directionm.

" Define gn+l by :
(3.12) Ag =J"(u ) ,

then :



+1 +1
(3.13) el (AGT g), &)
. Y o n ’
(Ag ', g8)
and set @
(3.14) zn+l = gn+1 + Yn+l zn,

n = n+l, go to (3.10).

The algorithm is stopped if, in (3.11), J(un+l) reaches a

value 1less than a given (small) parameter e.

-20 -

In order to‘apply this~a1gorithm to the Falkner Skan problem,

steps (3.8) and (3.12) have to be modified.

3.2, - Continuation methods

3.2.1. - Statement of the problem -

We shall consider+a class of non linear problems

depending upon a real parameter X :

(3.15) G(u,A) = 0,

where G : B x IR » IR, and B is a Banach space (in practice, for the

solution of approximated problems, B =‘IRNQ.

Definition 3.1.

A regular branch of solutions is a family of solutions

of (3.15), depending twice continuously differentiably of a parameter s ;

we set :

(3.16) T, p = (), M), 5, 5 < 5}

Our purpose is to compute the regular branches of solutions of problem

(3.15).
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3.2.2. - Parametrization

The standard approach is almost invariably to use A,
one of the naturally occuring parameters of the problem, as the parameter
defining solution arcs, u(A). Indeed, if for A = Ay» We get an isolated

solﬁtion, u (i.e.) if the linear operator :

(3.17) Gy = G, (uss2 ),

‘ L
is an isomorphism of B onto itself and if the operator G is continuously
" differentiable in a neighbourhood of the solution (Ao, uo), the implicit
function theorem shows the existence of a regular arc of solutions :

u = u(})), for X belonging to a suitable neighbourhood of Ao.
. . du . . e
Moreover, if G is regular, EX(A) exists and satisfies :

(3.18) G, (u(n),n) . g—%(x) = - Gk(u(k),k)-

A large number of methods are available to compute the solution branches
in a neighbourhood of (uo,lo) : particularly, we may compute ggv(ko), by
Equation (3.18), and predict a solution by'continuation for x = A+ 8A.
This predictor will then be an initialization for one of the algorithms

proposed in section 3.1.

This prediction can be simply done by an Euler step :

3

(3.19) u’ (X +6)) = u@d ) + g-;\i (A,) 86X,

Then, we shall use-either a Newton method, (see Sec. 3.2) and then compute

up+l(Ao+6A) from up(Ao + §A) by :
G (P (A +60),1 +82).6uP = = G(uP (0 _+861),2 +82):
(3.20) u o %o / o >0 ’

up+1(>\o+ax) = up()\o+6>\) + suP,

or, use a conjugate gradient method to minimize the functional :
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1
JAO_._GA(U) = '2' (A(E)’ E)’ where :
(3.21)
AE = G(u(Ao+6A),_A°+5A).

It is obvious that these methods allow us to compute
the arcs composed of isolated solutions, but fail when we approach a pointl

o . . .
where Gu is singular ; indeed :

- in the case of the Newton method, the operator Gu
is not invertible any more and we may not be able
to construct the sequence {un}. Besides, the sequence

{u"} may not be convergent.

-.in the case of the conjugate gradient method, we get

the same phenomenon.

The basic idea to circumvent this, is due to H.B. Keller

[16] and consists in using a normal parametrization :

=
1]

u(s),
A(s),

which is defined using an auxiliary equation added to the system to get

the problem :

G(u(s), A(s)) = 0,
N(u(s), A(s), s) = 0,

‘(3.22)

where N : B x.IR2 > IR defines the nommal parameter s, on the arc of

solutions.

Introduce then the new unknown x ¢ X =B x IR and -

-

| the operator P : X x IR - X by :
(3.23) x(s) = (u(s), A(s)),

and :

G(u(s), A(s))
(3.24) P(x(s), s) = '
: N(u(s), )\(S)’ S)
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The new problem is to find the solution, x(s), of :
(3.25) P(x(s),s) = O.

Then, if for s = s : a solution of (3.25) . is isolated,

(i.e.) if the linear operator :

G (x G, (x
(3.26) - P(x(s)),s) = Nuixizoz)s ) NAEXE:O;)S y |
u 0’0" A o’*7o
is non singular, ard if the dperator P is continuously differentiable in
a neighbourhood of (x(so);so), then the imblicit function theorem insures
the existence of a regular arc of solutions for s belonging to a convenient
interval around sy Moreover, on this regulaf arc, i(s)'(derivative of x with '

respect to s) satisfies :

0
(3.27) . PX(X(S),S) . x(s) = - Ps(x(s),s)-= - Ns(x(s),s)

Now continuation in s could proceed in exactlanalogy with (3.19)-(3.21).
‘ / _ The main advantage of this formulation is that P,
can be non singular, even though G, is singular, and that therefore we can
track branches going through a turning point. '
We recail the fundamental algebra lemma s
Lemma 3.1.
Let 1B be a Banach space, and ¥ the operator :

# Bx ® > B XR ,

of thg form :

where :
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A : B> 1B
n
B IR - B
c: B> R
D : IR" » IR,
a) If A is ngn singular then Fis non singular iff :
* =1 . .
() D-C A B is non singular.
b) If A is singular and :
(B) dim N(A) = codim R(A) = n,
then & is non singular iff :
(v)) dim R(B) = n,
(v,) R(B) n R(4) =0,
(v5) dim R(C) = n,
(v,) N(&) n N(C) = 0.
c) If A is singular, and dim N(A) > n, then ¥is sin-
gular.
For the proof, see H.B. Keller [l6].
Henceforth, we shall choose a parametrization as
follows :
. 112 2
(3.28) N(u(s), A(s),s) = e||a]|“ + (1-8) |X|° -1,
] beloqgingtoljo,l[, where ||.|1 is an appropriate norm onIB.

In practice, we shall use approximations of (3.28) as

follows :



(3.29) .

(3.30)

fying :

(3.3Da

(3.3D)b-
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- if we know a solution {u(s ),Aa(s )1, of (3.15), in a

neighbourhood of s, we shall use :

N (u(s),A(s),s) = o [[u(s)?u(so)H2 + (1-8) lA(s)-A(so)lz
- (s-—so)2 = 0.
- if, moreover, the tangent veétor

{ug,A } = {u(sy), A(s )} is known and satisfies
(3.28), we shall use

Ny(u(s),A(s),s) = G(ﬁo,u(S)ru(so)) + (l-e)io . (A(S)-l(so)‘)

- (S°50) = 0,

where (.,.) 1s the scalar product associated to the

norm ||.||.

3.2.3. - Continuation_through regular and limit points

Let {uo,Ao} be a solution of (3.15) and {ﬁo,ko} satis-—

o o -
Gu u, + GA.AO = 0,

. 2 :
Hagl1™ + I3, 17 > 0.

Definition 3.2.

The solution {uo,Ao} is a regular point ifv{uo,Ao}

satisfies (3.31) and :

(3.32)

o—
Gy = Gy (ugsn,)

is a non singular operator.
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Definition 3.3

The solution {uo,Ao} is a turning bending point if

{ﬁo,io} satisfies (3.31) and :

(3.33)a dim N(Gﬁ) = codim R(Gz) = 1,
. [0} o

(3.33)b 3G, ¢ R(GL).

* % . .
Let {u ,\ } be a turning point, we shall get :
* k. * % *
Gu(u sA e = - Gx(u WA )A,
which implies with (3.33) that : A" = 0.

Moreover, the hypoﬁhesis (3.31)b implies 4" # 0, and

we get one of the two behaviors shown on the following figure :




Theorem 3.1.
If {uo,ko} is a regﬁlar or a turning point, and if G

is twice continuously differentiable in a neighborhoo& of {uo,Ao} s then,

for s belonging to a suitable neighborhood of Sg? there exists an unique
x(s) = {u(s),A(s)} of (3.25). -

regular'arc of solutions x
On this arc, the linear operator Px(x(s),s)-is non

singular.

Proof
It is sufficient -to prove that P:(x(so),éo) is non

singular, then we use the implicit function theorem.

From (3.26), (3.30), we have

o o
E o Cy €y , :
(3.34) p° = .
. & ko - i } )
6 u (1-8) A , :
o "0 . .

a) Let us first consider the case of ‘a regular point
indeed, in the opposite.

" We have necessarily io #0;
, =0, with (3.31)a and (3.32) implies & =0, in

HED

" case, the condition
contradiction with the condition (3.31)b. We get then

L.lo o.~-l o

(1) . K;'= f(Gu) G, -
l ‘ : 90 lar
: P, is regular

Use then lemma 3.1. : from part (a) of that lemma, we get

iff
- o

(i1) (1=, + 6lay (EQ)

.
. ! . .
4

which is equivalent, in this case to
' ' . d
(iii) (1-0)2 + 8, ) # 0,

Yo
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vy (1-0322 + o] |a ||* # 0

.

which is satisfied since Ao does not vanish.

b) Now consider the case of a turning pointi

We shall apply part b of lemma 3.1 ; let us check
assumptions Y] to vy4e

With the condition (3.33)a we have to check :

(v)) dim R(G)) =1,
(v,) R(G) n R(E)) = {0},
(vy) dim R(&) = 1,

(v,) NGO n N(ﬁ:) = {0}.

Condition (3.33)b provides (yl) and (yz) 3 since

ﬁo does not vanish, (y3) is satisfied.
Néw, if

v e N(C) n N(&),

s c® . v o,

0.

( (a,,v)
We have (remark 3.1) Ao = 0 and G:.&o = 0, and
since &o does not vanish, necessarily ﬁo belongs to N(Gﬁ). Moreover, since
dim N(Gz) is equal to 1 :
o
V€ N(Gu)

implies that v belongs toIRﬁo. Then :

(a, ,v) =0 implies ||&o||2 =0 or v=0 a



As a conclusion of this paragraph, we have shown that
any solution arcs of problem (3.15), composed of regulaf or turning points,
can be computed by a continuation method using the N, normalization. We
can -also justify the use of the N, normalization ; for regular arcs, we

have :

u(s) - u(éo) ﬁ(so)(s—so) + e(ls-so|2),

: 2
A(s) = A(s) = A(s))(s=s) + e(|s=s |%) .
For further details, see Reinhart [22], Guyot [91, Glowinski [8].

.3.3. - Numerical solution of the Falkner -Skan equation

We want to find the set of extremal solutions of the Falkner
Skan equation, which amounts to find the .branches of solutions {a,B}, where

{a,B} belongs to E, defined by :

E = {{aB}, a,B € IR such that there exists at least one ,
solution of the initial value problem>(3.35) with the extrema-—

lity-éondition (3.36) 1,

where :
VAR 4 A B(1y'%) = o,
(3.35) {y(@ =y'(0) =0,
y"(0) = a,
- and
y minimizes the quantity A
(3.36) ’

A= |yt - 1. | _ | ‘

" The methods proposed in péragraph 2; allowed us to find solu-

tions of (3.35) and (3.36) for a or B, fixed ; the iterative method acts ,

then on one of the two parameters o or B. We meét then some diffidulties in
) . ) 7

the following two cases :
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a) the solution {a,B} corresponds to a turning point.

b) for a fixed value of o (resp. B), there exist solutions for

at least two narrow values of B (resp. a).

It appear then necessary to implement continuation methods to overcome

these difficulties.

3.3.1. - A continuation::_Newton me thod

Using a normal parametrization, we transform the pre-

vious problem onto the following :

Find f{a,8} in IR2, satisfying :

it

a = a(s), B = B(s), for s ¢ [so,s]] and such that :

yz(A) -1 0,

(3.37) .
a(s)2 + p(s)2 = 1,

where {yl, Yg» y3} satisfies the canonical system :

v Y2
Y' = yé =y = F(Y), on 10,=[,
' 2
Y3 -y1¥3 ~ B(1-y;)
(3.38)
yl(o) 0
Y(0)= Y2(0) = (0
| }’3(0) a

The numerical solution can be done by a Newton method.
The ordinary differential system (3.38) will be integrated by a fourth
order Runge Kutta method.

In order to compute the mext point of a branch, we
use two solutions on the curve : these two points will provide the path As,
between two consecutive solutions on the branch, and an initialization

point for the following solution.



Moreover, the knowledge of the two previous solutions
gives as possible approximation of the arc length constraint :
~a(s) - a, 0y =0y B(s) - 82 By ~ By

f,(a(s), B(s)) = . + . -1=
2 As As As; As
MM, MM, oM, MM,

where M {al,B } and M {az,Bz} denotes the two previous solutions on

the branch,~
This approximation corresponds to the normalization

(3. 30) with'e'= 1/2, and a first order approximation of ﬁo and io. The
Newton method applied to the solution of the problem :

may be written as follows :
(3.40) D _ @ Py L red),

wherel?(M(p)) denotes the Jacobian matrlx of F at the p01nt

u® = P, e ® (5)).

‘We have‘:

afl | Bfl
J0. aB

F' =
: ﬁfg. .afz
da B

(p+l)

The computation of M entails the inversion of
tha jacobian matrix, F' ; in this case, this computation step is parti-
cularly simple : the 2 x 2 matrix is invertible by hand.

(P)) .

Flrst, let us compute the matrix, F'(M s we have :
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9 fl 3}’2 (4)
(3.4D) %2 oa °
(3.42) o8 3B °
of G, = O
(3.43) T
M) MM,
of B, =B
1 2 1
(3.44) 882 = Fs " Ths, v
MM2 M1M2
. 3£, of
The evaluations of sa—-and 38 are obvious ; to compute the values of

of af
Sgl-and 38 > e differentiate system (3.38) with respect to a and B to
get (see paragraph 2.2.2)

Bfl

- 2®

where z, is the solution of the differential system :

z ' 0 1 0 z)
(3.45) z' = z,| = 0o 0 1 . Zy |
z vz 28y, v z3

with the initial data :

0
z(0) ={ 0]
1
of

1 . . . .
3 - wz(A), where w, is the solution of the differential system :

Wy ! 0o . 1 0 W
(3.46) W o=|w| =0 o 1 w, |+ v -1,
w3 vz 28y, Y w3

with the initial data :

o - ().

(cNeNel
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We then have to invert the 2 x 2 matrix, F'(Mp)'and

set @
where the quantities f, fz, 53—-and SE—-are evaluated at the point

M(P) - (a(P)’B(P)) for i_ = 1,2,

The algorithm is stopped when both extremality crite-
rium and the continuation constraint reach a value less than a given pre-
cision parameter. If the continuation constraint is difficult to satisfy,

the arc length path As is automatically'reduced;

4 In the following, we present the least squares formu-
lation of the previous problem (3.39). We have to minimize the quadratic -

"functional :-

3a(s),8(s)) = 5 (a) & + ay B,

~ o~

where a,8 are the state variables satisfying':

a) o =y, -1,
~ 2 .

a, B =a)’ + 87 -1,

a;, a, are scaling coefficients.

The gradient method for the minimization of J needs

the computation of the derivative of J with respect to a and 8.

50 o1 % 30 * a2_8 da’
3J _ . ~3a . _ % 9B
8- %1 %58 " %2 P g
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Using the same approximation of the arclengh constraint
as in the previous method, the computation of the partial derivative of o

~

and B gives :

da 1

Fyl ET-ZZ(A) , see (3.43),
Ly see (3.44)
3B 31 p) ’ ’
3 _ 1 1 % T
3a a, " As * As ’
2 MM2 M2Ml
a8 _ 1 L B
o8 a, " As " As )
2 MM2 M2M1
The gradient direction defined in (3.12), is then
computed by : A
(3.47) g = (g, £a) s
o, - o
I~ ~ %2 T
18y " 30 © ZZ(A) *B ASMM Asy ’
2 172
B, - B
3aJ _ ~ ~ 2 1
a,g, = — =0 w,(A) + B .
2°8 | 9B 2 ASMMZ'ASMIMZ

We have.. now to apply the algorithm (3.7)-(3.10), with

the new following notation :

{a, B},

a; 0
(0] a,

g = {ga,gs} and z = {za,zB}.

«
]

b3
Il

The expensive steps of this computation will be :

1) the evaluation of the state variables a,B , obtai-

ned by solving a system of the kind (3.38) to get yz(A)

2) the computation of the gradient g ; we have to solve
two differential systems of the kind (3.45) and (3.46)
respectively to get ZZ(A) and wz(A).
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This method is less efficient than the Newton method :
in the case of a bidimensional problem, the inversion of the gradient matrix
in the Newton method is done by hand ; conversely, for the conjugafe'
gradient algorithm, the minimization step requires the evaluation of J at
éeveral values of the real parameter p, which requires in turn several ‘

solutions of the system via Runge Kutta.

4. - NUMERICAL EXPERIMENTS

'4.1. — Solutions without overshoot

We have seen in Section 1.2.1 that the arc of solutions which
does not present ény overshoot points is composed of regular solutions in
“the plane (o,B8) and of "two singular points namely, the turning point (a*,B*)
corresponding to the value q*'= 0, and a singular limit point o = B = O.

To compute the branch of solutioﬁ going through the turning point, we have
used the continuation- Newton method described in sectién 3.3.1.

As initializer points, we chose two solutipns (al,Bl) and
(az,Bz) given by H.B. Keller in [5] and corresponding to positive values of
a and B. An approximate value of 8* has then been obtained :

*

g* = - 0.19884;

and the computed branch going through this point reaches the value :

o

= 0.062131,

~ 0.018451.

[

Beyond this value;, the computation was stopped by overflow ;‘this behavior
is similar to the case where a and B are non positive and when there is

no solutions.

The solution branch is shown on figure 4.1 ; on figure 4.2,we
show the evolution of the speed profile f' when B goes to zero with negative.

values.

’
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4.2, - Branches of extremal solutions with overshoot

Using both methods described in section 2 and 3, we have obtai-
ned some interesting results concerning the first seven branches of extremal
solutions. The global results are shown in figure 4.3 in the (a,B) plane.
Each branch can be characterized by the number of roots of the equation
f'~1 = 0 ; this can be observed in figures 4.4 to 4.10, where the shape
of the speed f' is represented for each branch. In addition, for a given
branchcof extremal solutions,we can study the behavior of f' when B goes

to zero.

For example, in figure 4.11, we have represented the solution
f' for seven values of (a,8) on the same branch. We can observe that the
amplitude of the overshoot grows as B goes to zero, and the position of
the overshoot progresses to the right. It follows that the convergence of
f' to the value f' = 1, may appear for a larger value of the abscissa ;
,thié implies numerical difficulties concerning the choice of the large

scale A.

Concerning the asymptotic behavior of the branches, we can see
in figure 4.3 that the different branches join along a "limit branch" when

B goes to zero with negative values.

It is then of most interest to look, for a fixed value of g,

at the different solutions on each branch.

We can see on figure 4.12 that even for two nearly values of
a, we have obtained (see (2) and (3)) two solutiQns quite different. This
results seems to confirm the asymptotic convergence of the branches when

B goes to zero.
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