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Résumé

Nous présentons des analogues algebrlques des requétes conjonc-
tives, des homomporphismes de requétes et d'une large classe de
dependances ("non-typed embedded implicational dependencies').

Nous introduisons aussi des contreparties algébriques pour des

“dépendances générant des n-uplets ou des &galités (''tgd, egd™).

Nous montrons comment simuler une poursuite impitoyable (''chase'’)
en utilisant un systéme de r&gles d'inférences. Finalement, nous
€tudions. plus- particuli@rement les requétes typdes. :

~_Abstract

We present algebraic analogues to conJunctlve queries, query homo-
morphism and (non-typed) embedded implicational dependencies
(NEIDs). We exhibit also algebraic counterparts for tuple and
equality generating dependencies. We show how to simulate the
chase using a sound and compléte set of inference rules. Finally,
we consider the typed queries. o
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Within the field of relational databéses, the topics of containment
of mappings and dependency implication have attracted particular attention

_[ASU, Ar, BFH, BMSU, BV, CM, MMS, SU, YP1. Two tools have turned to be
~essential to solve these problems, namely, homomorphism [CH] and chase )
. [ABU,BV31. However, both of them deal with calculus oriented definitions of

mappings and dependencies. The purpose of the present paper is to exhibit
a strong parallelism between calculus and algebraic sides of the two
problems. In particular, algebraic counterpart to homomorphism and chase -
are presented. (Indeed, the chase is simulated by a sound and complete

set of inference rules for non-typed embedded implicational dependencies.
This generalizes [YP] results obtained in the typed case). -

In all the paper, we tried to emphasize the parallel between the
calculus and algebraic sides of the problem. For instance, algebraic
counterpart tb tableau generating dependencies and equality generating ...
dependencies are presented. Furthermore, a strong link is established
between variables in tableaux, conjunctive queries or non-typed embedded
implicational dependencies and attributes in corresponding algebraic
expréssions. In this context, a very simple operation, h;me1y, renaming,
can be thought as an algebraic counterpart of .isomorphism,

The paper is organized as follows. In Section 1, some formalism is’
presented for tableau, conjunctive queries, tgds and egds. Four algebraic
operators (projection, cartesion product, restriction and renaming),
aTgebréic mappings and algebraic dependencies are introduced. Secfion 2 -
presents briefly "bridges" to link some of these concepfs. In Section 3,
containment between mappings is considered and, in Section 4, implication
of dependencies. In Section 5, some particular mappings and dependencies,
namely, the typed ones, are considered. '




I. - PRELIMINARIES

In this section, we present some well-known concepts of the relational
model used throughout the paper. We assume the existence of an infinite set
@ of values called the domain. Wé also assume the existence of an infinite
set 5 of symbols. So-called attributes and variables will both be taken
in this set 3. We will keep as much as possible the convention to use A,
B, C, ... to denote attributes, W, VW, \U"... sets of attributes, x, y, z
variables and a, b, c constants. We also adopt the convention to denote

ALV the union of U and V.

tet U be a finite set of attributes. Then a value tuple is a
mapping from UL to 9 , and a variable tuple is mapping from ’u to ﬁ .
The set of all value tuples over ‘W is denoted tup( ALy, and the set
of all variable tuples over WL denoted v-tup(’lUL). A finite set of
value tuples over W is called an instance or a relation. A finite set
of variable tuples over UL is called a tableau. The set of all 1’nstances_'
over L s denoted Inst(/l ), and the set of all tableaux over ‘U denoted
Tab( W). V

For each tableau T over L, Var(T) denotes the set {t(A)/t in T, A in W
of variables appearing in T. Let T be a tableau over W and I be an
instance over L. Then a valuation of T in I is a mapping from Var(T)
into r@ such that vT € 1 where vT = {vt/t in T}.

Let T be a tableau over U and t a variable tuple over V" such that
Var(t) & Vvar(T). Then Q = < T,t > is called a conjunctive query(), (PP
is denoted a(Q) and W denoted 8(Q). The conjunctive query Q defines a
conjunctive query‘mapping from Inst (0 (Q)) into Inst(B(Q)) in the following
way :

Q(I) = {vt/v is a valuation of T in I}

for each I in Inst (0 (Q)).

() the tuple t is sometimes called the summary of Q.
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- (b)  the restriction Cof 1 by A

We now recall some relational operators.

Definition

Let’ U, AL' ba two Finite sets of attributes with AU n AU = 9. Let
I, I' be two instances over UL, e, respectively. Let ) c ng
AB-C AL and o be a one-to-one mapping from Al onto W. Then

(a) the Erojection() of I on Vv, denoted HV(I), is defined by
HV(I) = {ulVl/u in I} ;-

B, denoted o, =;B(I), is defined by

Op - (1) = {u/u(A) = u(B)} ;

(c) the rénaming of T by "p, denoted p(I), is_defined by p(I) = {pu/u in I}

where ou is the tuple over W defined by .pu(p(A)) = u(A) for each A

~dn QL';

(d)  the cartesion product of I and’I', denoted I x I*, is‘défined by
I xI'={winRel( W W)/wiWiin I and w M7 in I'}.

~In the present paper, we are concerned with mappings obtained by finite
applications of these four operators. To define them, we need the concept
of (algebraic) expression.

Definition

(1) for-each finite set U of attributes, W is an expression, a( W) = w
and g(‘W) = U :

- () for each tuple u over WL and V S U, ulV] denotes the restriction of

u to V.



(2) Let @), ¥, be two expressionswith a(%;) = o(%,) and B(#) n B(%) = 0.
Then @, x ¥, is an expression, a(¥] ‘P) = a(h), B(P x¥,) = B(¥}) u B(%);

(3) Let ¥ be an expression, V C g(¢) and AB S B(¢).
Then 1TV(S0)., oA:B(sO) are expressions, oc(ﬂv(go)) = oc(cA=B(<P)) = a(P),
B(my(@)) = V and B(oy_g(®)) = B(¥).

(4) Let ¥ be an expression and p a one-to-one mapping over 8(¥).
Then p(¥) 1s an expression, a(p(¥)) = a(®) and B(p(¥)) = o(B(¥)).

The associated mappings are defined in the straightforward way
('l is the identity mapping over Inst(U)).

We will consider also some (genera]) dependencies.

Definition

Let ¥ and ¥ be two expressions with a(®¥) = a(¥) and B(¥) = B(Y¥).
Then < v is called a dependency over o(®). An instance I over o(®)
satisfies PSSV iff @(I) S y(I).

We assume standard knowledge of the notions of equivalence between
sets of dependencies and logical implication (denoted [).

II. - BASIC COUNTERPARTS

Three results linking various concepts presented in the preliminaries
are exhibited. These results will be extensively used in the following
sections. The first one establishes a correspondance between valuations
and some particular expressions. To prove it, we need the following cons-
truction.’ '

Construction 1 : From tableau to expression

let T = {tk / k in K} be a tableau over ‘lL. For each x in Var(T),
tet k(x) in K and A(x) inbe such that x =t (A(x)).
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Let {Ak / K in K, A 1n‘UJ be a set of d1st1nct new attr1butes F1na11y,
et : ‘

i\ . “q= Nar(t)  PL. ( )1(n K ),

where
(1) for each k, p, is the renaming over W defined by
k

o (A) = A, for each A in W

(2) I is a finite étring of restrictions such that

{odn 1} = {oy p / i,iinK, A, B in U and
, 1] '

(3) p is the renaming over {A 7 k in K, A in W)
defined by o(A(x )k(x)) = x for each x in Var(T) and
o(A) = A otherwise. O : . v

- Note that #(I) is a relation over Var(T). Since a valuation v of T
is a mapping from Var(T) into éE),'v is also a tuple. over Var(T). The
first result of this section states that the set of valuations of T in I
coincides with @(I).

Theorem 2.1. . ‘ | -

Let'T be a tableau over Al and I an instance over A . Then

¢%(I) = {v / v is a valuation of T in I}.

Proof :
Let v be in & (1). Then there exists {uk in I / k in K} such that

vV = HVar(T) pz(k ?n " pk( u )). Since v is a mapp1ng from Var(T) into gﬁ,
to-show that v is a valuation of T in I, it suffices to prove that vt

is in I for each 2 in K Let & be in K, A in L and X =t (A) Then
vtz(A) Z v(x) = Y% (x) A(x)) Since t (A) X = tk(x)( (x )), UA A( X):
A).

k(x)

(
is in £. Thus Ui (x) (A(x )) = u,(A). Therefore vtz(A) = ul(



“ Hence vtz(B) = UQ(B) for each B in WL, i.e., vt2 = U. Consequently,

vtk is in I for each k in K, that is, v is a valuation of T in I.

Conversely, let v be a valuation of T in I. Let u, = vtk for each
k in K. Since v is a valuation of T in I, Uy is in I for each k. It is
easily seen that v = HVar(T) pZ(k ?n " pk(uk)). Hence v is in ¢%(I). g |

The second result states the equivalence between expressions and
conjunctive queries. (Other types of algebraic expressions have been
shown equivalent to conjunctive queries [CM,A]).To do that, we will need
two constructions, the concept of normalized expression, and three. lemmas.

Definition -

An expression ¥ is normalized if ¥ = ity o( X o (W)) for some .
- : k in K
string £ of restrictions and some set {pk / k in K} of renamings.

In Construction 2, we use a normalized expression without the projec-
tion to build a tableau. In Construction 3, we will use a normalized
expression to build a conjunctive query.

¢

Construction 2 : From (somé particular) expressions to tableaux.

Let Y= xn( X pk(lx)) be an expression with y a string of restric-
k in K
.tions. Let ~p be the relation over y ?n " pk(qu defined by A ~B if Op-B
is in I . Let:ap be the reflexive, symmetric, transitive closure of ~p-
Then T-= {t, / k in K} is the tableau over ‘U defined by t (A) = o (A)I_
¢

for each k in KandA in W. 0O

We now construct a conjunctive query corresponding to a normalized
expression. ’



Construction_ 3 : From normalized expression to conjunctive query |

Let ¥ be a normalized ekpression. Then ¢z Iy% for some ¢ﬁ as
in Construction 1. Then QP =< T¢,;t~> where t is the tuple over V
defined by t(A% [A] ' for»eachlA in V.

_ Avﬁ ' : . _

By analogy, Ty, will also denote the tableau ﬂp and [A]_ the
equivalence class [Al_ for each A in B@pl). t 1 L4

' :
1

The first lemma states that ¢ and Q¢,definé the same mapping. Its
proof is ebvious and so omitted. '

Lemma 2.1.

For each normalized expression, ¥ = Qp - 2

\
)

~ We will prove (Lemma 2. 3) that - the set of mappings coincides with
the set of mappings defined by normalized express1on To do that, we
need the fo]]ow1ng set of ru]es()

Definition

-t e = - ——

Pro;ect1on movers : o (1a)  opplly = yop-p

(1b) np(%)s = plly_

" (lc) )gn,usaenlm_ X

() Since cartesian product is commut1ve and associative, we shall use
X #; as a shortened notat1on for §01X(€02X(<P3 Xﬁﬂ) ). In the
i=1l,n
. various ru]es, the expressions are supposed to be well formed. F1na]1y,
- to simplify the notation, the restrictions of p are denoted p given that
then def1n1t1on sets are we]] understood, e.g., in (1b) Plly, stands for

Plo T



Restriction movers : (2a) 00p-B = Gp(A\=p(B) P

Renaming maver (3) o Xe¢ =Xon
1 1
Pseudo-Idempotence : (42) My Ty = T,

(4bY  If p" =pg¢ (as mappinas_over sets of
attributes) then p" =pg

Cartesian product _rules : (5a) ¥x¢ = ¢ x¢

(5b) @ x (8, x P3) = (] x %) x

Trivial_rule : 0 W=my (W) = o (W) = id(w)

where id is the identity mapping over 1l.

The second lemma states the soundness of @V .

Lemma< ) 2.2.

For two expressions ¢and v, o= ¥ implies ¥= V. d

In the third lemma, & is used to show how to transform an expression

into a normalized expression which defines the same mapping. The proof is
only outlined. '

Lemma 2.3.

For each expression ¢, there exists a normalized expression ¢' such
that ¢ =% e, o

() ©=""Y means ¢=V¥ can be proved using the rules in .



Proof :

In a first step, the projections. are moved to the outer level
using the projection movers. To do that, it may be necessary to use the
trivial rule anc rule (1b) to be allowed to appfy (1c). Then the pro- -
jections are combined by (4a). '

Ina second step, the restrictions are moved to the next outer
level using the restriction movers.
. ' ‘ |

- Finally, the renamings are moved to the innertlever using -the
renaming mover and combined using (4b). 0 |

We are now ready to prove that the set of mappings and the set ..
of‘éonjunctive query mappings coincide.

Theorem 2.2.

For each expression ¢ and conjunctive query Q, there exists a
conjunctive query Q, and an expression ¢h such that ¢= Qp and Q = ¢Q.

Proof :

Let ¢ be an expression. By lTemma 2.3, there exists ¢' normalized

such»that ¢~=j% ¢'. Hence ¢ = ¢' by Temma 2.2. By Temma 2.1; ¢' = Q‘p..

Let Q,, = Qpi. Then Q, = ¢' = ¢

let Q = < T,t > be a conjunctive query over Uand g(Q) = V.

(Intuitively, to obtain ¢b, one just has to rename Y1 and possibly “dupli-

cate" some columns if the same variable appears more than once in the

"summary" t). We can assume without loss of generality that Var(T) a V = P.

Let o

X

0 = Iy E(er x (
Q= VEIT T gy

PR.- Ht(B) ¢T))

where pB'is the renaming over t(B) defined by p(t(B)) = B and I a string of

renamings such that {o in Z} = {OB=t(B) / B in V}. Let I be an instance
over WL and w be in Q(I). Then there exists a valuation v of T in I such
that vt = w. By Theorem 2.1, v is 1n.¢T(I).-It is easily seen that .
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= X X X H[ . Therefore is 1in
I, Z(¢ I X X | P I I = ¥ (I). IhUS w 'iS 'in‘F (I).

Hence Q(I) & ﬂoQ(I).

in ¢ = .
Conversely, let w be in Q(I). Clearly, w Ty (v x (B z'(n VpBHt(B) v))
for some v in e By theorem 2.1, v is a valuation of T in I. To conclude

the proof, it suffices to remark that w = vt. Thus w is in Q(I).
Hence soQ(I) c Q(I). 0

We conclude this section by presenting two well-known kinds of depen-
dencies, namely, tgds and egds, and their algebraic counterparts Atgds and
Regds. First, we present tgds and egds.

Definition :

- ———— - ———

Let T, T' be tableaux over . Then < T,T' > is called a tableau
generating dependency (tgd). An instance I over W satisfies < T,T' > iff,
for each valuation v of T in I, there exists an extension of v to
Var(T) v Var(T') also denoted by v such that vI' C I.

Definition :

Let T be a ta'bleau over W and a, b in Var(T). Then < T,a=b > is

called an equality generating dependency (egd). An instance I over oL
satisfies < T,a=b > iff, for each valuation v of T in I, va = vb.

There exist algebraic counterparts to egd and tgd that we present
now.

Definition :

- ——— - o -

A dependency ¢ o¢ 1is called an Aegd.
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Definition :

A dependency ¢ Cvy 1s called an Atgd if

(1) v = My v ~is normalized, and

(2) [BI_ n B(v) = {B} for each B in g(v).
v - :

- The 1intuitive meéning of the second condition is that there is
no repeated variable in the summary of the corresponding conjunctive
query. - ) )

"The following theokem states the equivalence between (a) tgds and
Atgs, and (b) egds and Aegds.

 Theorem 2.3.

~ For each tgd (resp. eg&), there exists an equivalent Atgd (resp.
Aegd) and conversely. : _ ‘

Proof’ :

_ Each tgd is equivalent to an Atgd. Let < T,T' > be a tgd.

Let V= {x / x appears in both T and T'}. It is easily seen that

< T,T'" > is equivalent to 'HV(¢T) EEIHV(¢T.) and that Hv(f%) §;Hv(¢T.)
is an Atgd (by construction of $ri)e '

Each egd is equiva]enf to an Aégd. Let < T,x=y > be an egd. It is
easily seen that < T,x=y > is equivalent to the Aegd ¢T 95°X=y.¢T’ )

| Each Atgd is equivalent to a tgd. Let <Y be an Atgd.

By Temma 2.3, we can assume without Toss of generality that ] and“i’1
are normalized. Let ¢ = Iye and ¥; = Iy¥. Consider T, and Ty . We can
also assume without Toss of generality that Var(Ty) n Var(Tw)‘= p.

Let T be the tableau obtained from T, by replacing [B]~ by [B]==¢ .
for each B in V. (This is possible since [Blg@ # [Bl]::Y for each
B #B' in V by (2) of the definition of Atgd). It is easily seen that

s Y s vequivalent to < Ty, T > .
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Each Aegd is equivalent to an egd. Let ¢ Cqy_p ¥ be an Aegd.
By lemma 2.3, we can assume without Toss of generality that ¢ is
normalized. Let ¢ = Iy ¥. It is easily seen that ¢ §;0A=B¢ is eﬁui-
valent to the egd < Tq,, [Ale=1IBl. > . @O

¥ b4

ITI. - CONTAINMENT BETWEEN MAPPINGS

In this section, we present a set of rules which is sound and
complete. for proving containment between (general) expressions. The
proof of the completeness will be based on a well-known result on
homomorphism of conjunctive queries [CM]. We first recall the definition
of tableau homomorphism.

Definition :

Let T and T' be tableaux over 4L . Then a homomorphism h from T
into T' is a mapping from Var(T) into Var(T') such that h(T) & T'.

The definition is extended to conjunctive queries.

Definition :

Let < T,t > and < T',t' > be two conjunctive queries over W
with g( < T,t > ) = 8( < T',t' > ). Then a homomorphism h from < T,t >
into < T',t' > is a mapping from Var(T) into Var(T') such that h(T) S T'
and h(t) = t'. ‘

Now we have :

Theorem 3.1. [CM]

Let Q and Q' be two conjunctive queries. Then Q £ Q' iff there
exists a homomorphism from Q' to Q. 0
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¢ Our next result is concerned with the proof of containment between
‘mappings. We shall need extra rules.

Notation :

Let Ry = Ry UL(6),(7),(8),(9))
(6) cpC o

(7) if ) c % gnd 3 c G then Tlp; & Tleys

(8) a/ oo’ = o'o

‘ b/ o(c'c") = (o0')c"
c/ Op-B 9B=C = 9A=B 9B=C OA=C )
d/ Op=B = OB=A

(9) x Iy(U) = ¢

Now we have :

. , " Theorem 3.2 :
R

Let ©and ¥ be two expressions. Then ¢ Cy iff & 'y,

Proof :

It is easily verified ’cha’c@2 is sound. Therefore ¢ < 2 y implies

¢ C y. Conversely, suppose that ¢ Cy . By Temma 2.1, ¢ = 2 nvz( X

. Q, _ k in K

and v = 2 meE'( X 'pll((lu,)) for some U = g(e), V = g(®),z, &', K, K',
k in K'

o (W)

{op / k in K} and {pg / k in K'}. Since ¢Cvy Q‘pc_:Q\P . By Theorem 3.1,

y = < {tl'( / kin K'}, t' > into
< {tk / Kk in K}, t > . We can assume without loss of generality that
< K'S K and h(t;) =t for each k in K'.

there exists a homomorbhism from - Q
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Using (6) and (7), one can obtain a normaljzed expression
Y. = I, £y &' ( X op (W) such that ¢, C 2 Y and there exists
1 | Kk in K’ k 1 ‘

a one-to-one homomorphism h1 from le = <'{ti / k din K'}, t1 > into
] i stricti for
Qy . (21 contajns all the restrictions of the form Upi(A) - pj(B) _

some i, j, A, B such that h(ti(A)) = h(tj(B))).

Let Z; be a finite string of restrictions such that

{<A’B>/ UA=B in Zl} ={<A,B >/Az‘pB}.

By (8),

R | |
¢ = I,E X W)) = “¢
1 V41 (k in K Ok( ))

(Note that there is a one-to-one homomorphism form QW into Q)
‘ 1 1

Let Ly be a finite string of restrictions such that
{oinz, b= { oy g in Zl/AB_C_kgn o (W I

¢
- o gzz ol X ) by (6
0 S ¢ Tl XUy x (X pk(u)_)) by (2b)
2 QQZ | HVZZ(k )1'(11 " P (U)) x %(k >1$n " (W) by (Ic)
o ™ Mol X eWD z e by (9)

It is easily seen that there is a one-to-one homomorphism from QW onto Q¢ .
1 2

Intuitively, ¢, and ¥, differ only by their "dummy" attributes and

the ordering of Z, and Ziz'. Let h2 be the isomorphism between Q, and Q y. -
Also let : 2 1

€ = Iy op...0, (X 0 (L)) and

2" k in K
Y9 =y oq...00 ( X o, (U,))
1 V-1 M n K k
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. (Recall that h ( k) =t if tys tk are, respectlve]y the tuples in
‘ Q‘pz, Qq,l c.or‘respondmg to o pk) Let {Ak / A m '\1» k in K} be a set

. of new attributes. Let p be the renaming over U pk(‘U,) defmed by

L

. , _ k in K
ooy (A)) = A for each A and each k. Then
9= "Iyp pop...a (X ~p(U)),
2 vV F 1 K in K
2 -1 - -
(a) @, = M, p O1...0, ( X o, (W)
2 v 1 n K in K k |
. - - . . _f - . .
where, for each ¢ , 1 < 2 < n, g, Gppi(A) =°9j(B) i _OSL Up-(A)=p»(B)
Simitarly,
| R
(b) ¥y = Dype T od...oh (X p'p Uu)
_ 1 v 1 m K in K k

here o' (py(R)) = A for each A, each ky and Gy = o (=0 '05(8)
i

: . \ - 2 [N
.1f g, = Opi_(/\)=pj(3)' Clearly, ppk(‘\l,) = o) pk (W) for each k.

‘ - - 61/2 __l .
By (8) - 01...0n(W) = crl...om(W), where W = 5 U " ppk(u)-
‘ in -
Hence ' |
. i ) ,LL B2 ) ’ "
(c) op-++0,( X pp (W) = o]...at (X oo (W)
Uk R T gy P

Let V' {A / Ain W, k in K, 0 1(Ak) in V3. Then it s easﬂy seen that‘
= (A, / A in M k in K, o (Ak)‘ in V} and o~ lv' =p' |V..,By (1b)

o e q. B2 o e

(d) . '- | va = p HVI = p‘ Hvl = va'-l A
' & . b Ro B G
Thus ¢, %, Y1 by (a), (b), (c), (d). Therefore ¢ = S = v, &
2 ¥ which concludes the proof. ad '

Hence ¢ C
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IV. - IMPLICATION OF DEPENDENCIES ,

In this section, we exhibit a sound and complete set of inference
rules for ‘dependencies. The set 9,2 is not complete. We have to extend

it into ER,

Definition :

- - -

Let R - 5{2 v {10,11} where
(10) ¥ C o¥ ' implies PCSo'\P
(11) HABT’ S opp Mg ¥ implies ¥ Coy_of.

In order to prove that JQ, is sound and complete for proving impli-
cation of dependencies, we need three lemmas. The first lemma states the
soundness of R, .

Lemma 4.1. R is sound.

Proof :

(10) Let L be a set of attributes,¥ and ¥ two expressions over AL
with g(¢) = B(Y), and A, B two attributes in g(¥). Let I be an instance
over | such that ¥(I) So,g ¥(I). Let v be in(1). Then v is in opg¥(I).
Therefore v(A) = v(B). Since v is in*¢(I) and v(A) = v(B), v is in oA=B‘¢’(I).
Thus ¥(1) 0pge(1). Hence ¥ & op-g¥> so (10) is sound.

(11) Let ¥ be an expression over AL and AB C B(¥). Let I be an instance
over L. Let u be in¢(I). Then u[AB] is in Tugt(1) C 0p_p Mg P(1).
Thus ufABI(A) = u[ABI(B), i.e., u(A) = u(B). Since u is in¥(l) and
u(A) = u(B), u is in oy _pP(I). Therefore ¥(I) S op_gf(I). Hence ‘c"g%Bf,
so (11) is sound. [

The second Temma states that each dependehcy is equivalent to a set
of Regds and Atgds.

¥
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Lemma 4.2, 4 For each dependency W C v, ther% exists a finite set T
~of Atgds and Aegds s.t. ¥ Cv [=ﬁ I and T |=J ¢ CV.

Proof :

Let\FE\P be a dependency. By Lemma 2'.3, we can assume that

P, 5( X p (W) and ¥ = MZ'( X pl(AL). Let W' = U gi(M).
V% i kK VY ek K < in kK
Let {eZ/JL in L} be the set of equivalence classes of =y (ez CW') such that

e, n V#D. For each £ in L, let Bé be in e, n V and e;l (ez V) v {Bz}.
Let X; and-I, be two finite strings of restrictions such that
{oin 2{} = {o,_p / AB S[Al, and [Al, n V = g}

{op.p / ABCe,}

{o in £} = {UA;B / % in L and AB S e, nV}

| ' Q‘ ] I 9’ ] ] ' )

Clearly, I'(W) =" £} zj(W) by (8). Thus ¥ = nvzlz_z(k X o (W)).
: : k in K'

Let ¥' = 1I X ' .
: v 1(k in K' pk(u))

To conclude the proof, it suffices to show

-

- (o) Yy [=52"~P(_:‘P’ ;
: ) (8) ' t Sy l‘QJ‘P Co¥ for each o in zy 5 and
(vi {(¢cv'}r v {¥f C of/ o in Zé} |=€R'\P Cy,

: For suppose (a), (B) and (y) holds: Clearly,¥YCV' is an Atgd and
‘(’Co*fan ‘Aegd for each . Thus, YC¥ 4T = {C¥'} v {€Co¥/ o in 5}
for T a set of Atgds and Aegds whwch concludes the proof.

First cons1der (1). By (6), Zizé(W')' gﬂ' Zi(W'). Thus, v CR‘?!. There-

'fore\’JC‘H— ? Sy, ' -
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Consider (2). Let o be in I;. By(8), ZiZé(W) g& oI Z,H(W'). '
Since I'(W') = Ijzy(W'), z'(W') < oz (W'). Thus v <& ov.
Since ¥ go" ¥, YEVY T C of by (10).

Finally, consider (3). Let T = ({#CV¥'} v WS 0¥/ o in o).
Let o4_p be in £, (ABS V). Since ¥ S ¥' is in T, T | of So¥' by (7).
Since Cofis inTand T E ofco¥', TlY Co¥'. By induction on
the restrictions in 5, F|=‘?§Zé‘¥'. '

R

By (1), ¥ =xpmymy (X (W) = mEany (X o (W)

k in K'
Ry,

Hence T |=\PS ¥ which concludes the proof. 0O

In order to prove that §b is sound and complete we shall simulate
the chase process. We recall briefly the chase process. It uses two basic
rules. ’

t-rule - Let T be a tableau and < T',T" > a tdg. Then < T',T" > is appli-
cable on T if their exists a homomorphism h from T' to T. The result of
applying the rule is the tableau T u h(T").

e-rule - Let T be a tableau and < T',a=b > an egd. Then < T',a=b > is
applicable on T if their exists a homomorphism h from T' to T. The result
of applying the rule is the tableau obtained by replacing b by a everywhere
inT.

Given a tgd < T,f > or an egd < T,a=b > and a set I of tgds and egds.
The chase starts from T and constructs a sequence T = Tl’ T such that‘
T1+1 is obtained from T by applying a t-rule or an e-rule. The chase
process terminates successfuﬂy in the case of a tgd < T, T > if T is included
in T;41 for some i. It terminates successfully in the case of an egd
< T,a=b > if an application of an e-rule on T, (for some i) replaces b by a.
It is shown (BV2 that the chase process terminates successfully iff T' | < T,T >
in the tgd case or I' | < T,a=b > in, the egd case.
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We are ready to prove that.SL is complete for proving implication of
dependencies. :

Lemma 4.3. .5% is complete for proving implication of dependencie;.

Proof :

Let T be a set of dependencies and ¢ a dépendency such that T F g¢.
We will prove that T FJ g. By Lemma 4.2, we can assume without loss of
generality that 1 = Ty FZ, where ] is a set of Atgds and Ty is a set of
Regds, and that g is either an Atgd or an Aegds. Let g =S ¥ be in ry-
By theorem 2.3, there exists T and T' such that g F 5 < T,T' >. Let
V = Var(T) n Var(T'). By inspection of the proof of Theorem 2.3, one can
easily see that ¥ = chpT) and VY = HVGPT.). Therefore '

Ycv Iﬁ m,(¢7) € 7)) and M, ¢67) gnv(\pT,) gy,

Hence, we can assume w.%.g. that Ty = {1 () C My Py )/ <T,T' > in
Iy and V = Var(T) n Var(T')} for some set ry of tgds. Similarly, we can

assume w.%.g. that 1, = {f’T §;0a=b\PT / < T,a=b->in I,} for some set T,
of egds.

By Lemma 2.3, we can also assume that

- either g = ¥ S M¥ for some ¥ = Z(k 1'):1 ; o (L))

Y=zt (X pp(M)) and is an Atgd.
k in K' ‘
-or g=¥Cof forsome Y=z ( X q(W)).

k in K

Cogsider the Tableau T+>and'a chase sequence If>= Tl,T2 cen withArespect

-~

to Ty v Ty, We construct a sequence ~P=f€1,%% ... which satisfies the following
property '

(a) €., =

(b) rpuvlb, o, )cn  (€i,)
1 2 w1+1 .1 w1+1 j+1
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where w1+1 B(%%+1) ng aoi). Suppose that for some i (a) and (b) are
satisfied. We now def1’ne‘€i+1 and show that (a) and (b) are also satisfied.
Two cases arise :

(a) T]+1 is obtained using the t-rule < T,T' >, Thus < T,T' > is
in Fl’ SO va%g; va}. is in Fl Since < T,T' > is applied, there exists a
homomorphism h from T into T, such that Tipp =T URT). Let &/ a in
Var(T) v Var(T')} be a set of new distinct symbols. Let T and T' be the
tableaux obtained from T and T', respectively by replacing a by a for each
a in Var(T) v Var(T'). Let p be the mapping over Var(T) v Var(T') defined ‘
by p(a) = a for each a. By (1b), o) PP =l ¥p. Similarly,
i ot =ﬂ I, f+,. Thus
o(V) lly 5 R .
PR e ST B Iy ST, P

Since 1 | ;S ¢4 and 11X To)Per € TopyyP ey
TR 04 % 10060 € o % Toruy? 1)

Now let Zl be a finite set of restrictions such that
o in3} = {"_h(a)=a /ain L.L By.(6) and (7)

(0 TER g np(v)ovT) S 16 % Toyy 0P

Let Y?+1 = I 0% X Gf},). It is easily seen that Y’+1 . (Intuitively,
the rows in T correspond to‘f » the rows in h(T') correspané to pf%. and the
matching between variables in T and h(T') is simulated by Zl). By Theorem 3.2,

%}+1 = \£T1+1 Thus (a) is true for i+l.

Let‘pl X 6? X (v)pﬁr) Let Q; = < I{), > and Q; =< Ipl,t% >
where ts, t' are the tuples over B\€1) def1ned by t. (a) [a]1¥> and
t%(a) = [a]s%!~ for each a in BGF ). By inspection of Q and Q', one can verify
that Q;, Q a;e isomorphic. Thus Q; = Q). Clearly, 0; =t and Q; = ”e(ﬁ. 1EE
Also, W1 = B(¢;) n B(Ci41) = (BOE;) v p(V)) n BOE;) = B;) since a was a

new attr1bute for each a. Hence HW 1) Q1 Q; = HW CP%). By Theorem 3.2,
i+l
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o
My ®) =" Ty

(¢:). Hence
i+1 i+l *

K v
r l': HW (‘61) - Hwi+1 (21 E{Qi x HQW)DPT')) - by () ,

i+1

R ) |
FEY My e ST, Town o wy, FrCG X ofpd) by (1),

r F@ AHW ;) (_:_Hwiﬂ(\oiﬂ)- by (4a) .

i+1

Therefore (b) is true for i+1. Thus (a) and (b) hold.

| (BR) Ti+1 is obtained by the e-rule < T,a=b >. Thus < T,a=b > is
in fz, SO *PT Co -b\f)T is in rye Since the rule is appAlicable , there existls
a homomorphism h from T into T.. Let p be the mapping over ab defined by
p = hI ab- Let Q and Q! be the con_']unctlve queries defined by a(Q) = oc(Q )= ru
B(Q) = 8(Q})) = h(a)h(b), Q= < T,t > and Q' = < T;,t' > vhere
t(h@)) = t'(h(a)) = a and (th(b)) = t'(h(b)) = b. Clearly, Q = pIL, ‘(9
and Q = h( a)h(b)%) Also, h is a homomorphism from Q into Qi. 'glerefore
pHab\eT Q2Q h(a)h(b)\{/ By Theorem 3.2, (+) Hh(a)h(b)\() C“ pll b‘oT
Thus
- 1 Soppft FR

law

pHab\FT S pr[.abc’a=b\0 ’
ol fr S %a)=h(b) pnabﬁ ,
T (a)h(6)fi S h(a)=h(b)*TabT by (+) ,

I @y Ti € h@)=h(d) "@nmti ¥ (10,

ot B 0D

Now let ‘(J“1 = Ty Oh(a)h(b)\P where W, = B(‘(’ )-h(b). (Note that
Wiq = B o B(t()l_”)) It is easily seen that \0 ‘(’T i (a) holds.
Since TR S Opayaneyfir TF M, 0F3) ST h(a) h(b)\o M, q i)

Thus (b) holds.
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In each case ((a) and (8)), (a) and (b) hold. Hence (a) and (b) hold for
each 1.

-

We are now ready to prove the lemma. Two cases arise :

(y) g is an Atgd. Hence g = (P < Iy (¥) .

The chase was concerned with < T‘F’T‘P > . The chase terminates

by Tq, - Tn for some n. Consider the conjunctive queries

Q E<Tq,,t > and Q, 5<Tn,t > where t is the tuple over g(¥)
defined by t(a) = '[a]q, for each a in B(¥). (Since TkP - Tn,
<'T,,t > is a well-defined conjunctive query). Since T = Ty

the identity h on Var(¢¥) is a homomorphism from Q 1nto Q,-

Thus Q, & Q. Clearly, Q =vandQ, = B(q,)ﬂr = B(‘P)‘()
Therefore Mg (\P)\F S ¥. By (a) and (b), and sifice the attributes
introduced in s f;, were new, W1 c W,-.. S W,. For the same
reasons V = 8(f) n B(¥) = B(¥) n Wn+1._Hence, VB nBU) n W1 n

. N Wn+1' Thusv
R .
T ETI0 = Iy 0P) € () . Ty (g,), and

T |==Q My S Ty (¥).
R

Therefore r E I,60) my(¥), i.e., T !=Q'g.
(8) g is an Aegd. Thus g = < Ty, a=b > . The last step of
the chase equates a and b. That is, < Ty,a'=b' > is applied and there
is a homomorphism h from 'Il(; 1nto T such that h(a )} = a and h(b') = b.
R
Therefore (as seen in (B)) r |= oot S 0epfyoge Thus T l=J Moy 1
S M0, pb,-1+ Since T }= My (@1) C...cm (P s T }= ab(ﬁ)g‘
Mypty-1+ Hence I' abée) - aboa-b - l,n‘I‘herefore
Y SV

T R e =0 ¢ by (10).

NS %a=blabtn-1

Thusl"FR’g
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In each case, T l=‘9' g which concludes the proof. a
" Now we can stafe -

Theorem 4.1. .

(}2, is sound and complete for proving implication of dependencies. [

V. - TYPED VS. NONTYPED

" Section 2, 3 and 4 were dealing with algebraic mappings and dependencies.
Some particular algebraic mappings and dependencies were studied in [YPI, |
that is the ''typed" ones. The distinction between typed and non-typed is now
presented. The notion of 'weak' typing is then introduced, and a characteriza-
tion for weakly -typed mappingsgiven. Finally, a strong connection between typed

and monotone is exhibited.

We start with the definition of typing.
Definition -

A typing G for an expression ¢ is an equivalence relation over A
such that . ‘ 4 '

(@ | [A] # [B] for. each A, Bin al®), A# B ;

® [p(A)] = [A] for each renaming p used in ¢ ._emd each
' A in a(p) ; and -

) - [A]l = [B] ’ for each restriction Op-p used inp.

Now ‘we ‘have :
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Definition

An expression ¥ is typed if there exists a typing € for an expression
¥ such that ¥ = ¥. A dependency Y CV is typed if there exists a typing &
for two expressions \¢; and Y, such that € = %?1 and ¥ = V¥,.

It turns out that the set of typed mappings coincides roughly with
the set of "extended projection join mappings' defined in [YP]. Indeed,
typed dependencies coincides with Yannakakis and Papadimitriou's algebraic

dependencies.

Theorem 5.1.

- The set of typed dependencies coincides with (1)' the set of (YP) -
algebraic dependencies and (2) the set of embedded implicational dependen-

cies. a

There are intuitively two reasons for a mapping not to be typed :
(1) the mapping involves some comparison of entries from different columns
of the input relation and (2) the input and output relations have a common
attribute , say A, and an entry from column A in the output relation can
come from another column, say B#A, in the input relation. The following
two examples, Examples 4.1 and 4.2, resp., illustrate (1) and (2), resp.

Example 4.1.
Let L= AB. Then ¢ = 0A=B(/L’U is not typed.

Exe_mgle 4.2,
Let \L= AB and p be the renaming over AB defined by p(A)=B and
p(B) = A. Thenf\(?z 2 p((u) is not typed.

This suggests the following definition of "weak" typing.
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Def inition

A mapping ¢ is '‘weakly' typed if there exisff an expression ‘€1 ’
a typing “Q for ‘f;, and a renaming p such that \¥= ot

It is easily seen that \, is weakly typed whereas ‘¥ is not.

) Our #ext result is a characterization of weakly typed mappings.
To prove it, we need two lemmas. -

Lemma 5.1.

Let ¥ be an expression of typing °¢. Then, for each A in B(‘{)) .-
[A] na(y) is a set of exactly one attribute.

.Proof - : . ,
By (o), #([A] no(f) < 1. By (), #((Alnaf)) =1. O

The second lemma is concerned with the application of a .typed expres-
sion to a single tuple. '

’

Lemma 5.2Z.

Let™f be an e){pre,ssion of typing °¢ and u a tuple over a(¥). Then
W) = {v} where v is the tuple over B() defined by : for eaich A in B(®
N v(A) = u(B) when B = [Al n a(¥).

Proof :

The proof is straighforward (induction on the depth. of ), and- so
omitted. [J

~ We are now reédy to characterize weakly typed mappings. |

1)
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Theorem 5.2.

Let ‘¢ be an expression over AL . Then the following three conditions

are equivalent

m ¢ is weakly typed ;
(2) () # 9 for all tuples u in Tup(lu,) ; and )
3 () # @ for some tuple u in Tup( ’u,) such that

u(A) # u(B) for each A and B in be, A # B.

Proof :

(1) => (2). Since ‘¥ is weakly type'd, there exist a typed expression
\91 and a renaming p such that ‘¥ = p“(‘;. Let u be in Tup@l). Since ‘(1 is
typed, \€1 (u) # @ by Lemma 5.2. Thus () = p‘(’1 (u) # 0.

(2) => (3). Obvious.

(3) => (1). Let u be in Tup(1L) such that u(A) # u(B) for each A, B
ink, A # B, and €(u) # @. By Lemma 2.3, we can assume without loss of
generality that ¢ = MEZ( X p(W)). Let {A_/ k in K, A inUh} be
a set of new distinct attribitd% gnd p be the renaming over U pk(’U,)

k in K
defined by p(py (A)) = A, for each k in K and A in’.. Then

(%) Hp(V)pZ (k .X pk(IU«))

in K

olly (k X (W) = ot

in K

Also
() Moy pZ (X o () = Iy Z'C oL (AD)
WM g ink X A S S
where I' is a finite string of renaming such that
| B ) - 3 -
{o' in '} = {Op(A)=p(B) / Op=p in I} and o} = ooy

£ . * o P = ‘Z' (N7
or each k. By (x) and (#x), p<f » Hp(V) (k iil( ‘ ok('u))_.
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To conclude the proof, it suffices to show that (+) there exists

a typing for ¥ = I 2'( X pL(W). For suppose (+) holds. Then
¥=p 'pP=p ¥ . Hence ¥ is weakly typed since ¥ has a typing.

To prove (+), let 9 be. the equivalence relation on o defined by
[Al= [AJ = {A} v {A, / % in K} for each A in Ul and k in K, and
[Bl = {B} otherwise. By construction &€ satisfies (a) and (B) for v.
-Suppose that € doesn't satlsfy (vy) for v. Hence, there ex1st A B, A#B
i and j such that o is in z'. Since (- pk(’l,U) (A, ) u(a) # u(B)

A =B.
J k 1n K
=( X pk(rlk))(B) Y(u) = ¢. Therefore ) = o lP(u) ¢,.a contra—

k in
diction. Hence € satisfies (y) for ¥, Thus G is a typlng for \if, SO (+)

holds which concludes the proof. ul

‘As mentionned in'the introduction, we now exhibit a connection between

typed and monotone. We first define monotone.

" Definition

An expression “F such' that oc(\é') = B(p) is monotone iff L€(>I) CI
for each I in Inst(a(™)).

Now we have :

Theorem 5.3.

Let \¢ be an expressmn such that a(¢¥) = B(¢). Then ¥ is typed iff
‘( is.monotone. : :

Proof :

First suppose that ~€is typed. It easily follows from Lemma’5.2 that
Y(u) = u for each u in Tup(aﬁe)) Hence \P(I) 2 {\P(u)/u inI}={u/uin I} =
Thus ¢ is monotone.
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Now suppose ‘P is monotone. Let u-be a tuple in Tup(Al) such that
u(A) # u(B) for each A and B in Ql, A#B. Since ‘P is monotone u is in
(), so¥(u) # #. By Theorem 5.2, there exist an expression ‘f,, a typing
<6 for ¢} and a renaming p such that P= pﬂ. Since “91 is typed, \ﬁ(u)=u
by Lemma 5.2. Since u is in¥(u), ‘@(u) = u. Hence p(u) = pT%(u) = gf(u) = u.
It is easily seen that p(u) = u implies that p(A) = A for each A in U, i.e.
p is the identity renaming. Thus ‘€ = ‘01 and ‘€1 has typing °€, so P is typed.

Corollary 5.1.

Let ‘€ be an expression such that o(¥) = 8&f) . Then \P is weakly typed:
1ff p'P is monotone for some renaming p. O
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