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THE SYSTEMATIC DESIGN OF
SYSTOLIC ARRAYS

Patrice QUINTON

RESUME :

Les architectures systoliques représentent une classe de machines
paralléles spécialisées particuliérement intéressantes compte tenu de leur
réqularité et des performances qu'elles permettent d'atteindre. On connait
de trés nombreux exemples d'algorithmes qui peuvent étre résolus sur de
telles architectures. Toutefois, chacune des solutions proposée. a été
obtenue par des moyens heuristiques. Nous proposons une méthode systématique
permettant de construire des solutions systoliques pour la classe des algo—
rithmes qui peuvent étre exprimées au moyen d'équations récurrentes uniformes
sur un domaine convexe D de Zn. La méthode consiste a

- construire une fonction de temps affine t de D dans N canpatible
avec l'ordre induit sur D par le systéme d'équations uniformes ; cette fonc-
tion indique & quel instant chague calcul doit étre effectué ;

n - définir une fonction d'allocation a de D dans un ensemble fini a (D)
de 7", de telle sorte que les calculs effectués au méme instant soient alloués

3 deux points différents de a(D).

Les conditions que doivent satisfaire t et a permettent de les obtenir
d'une facon constructive. La méthode permet de retrouver de nombreuses archi-
tectures systoliques connues et d'en dériver de nouvelles, comme on le montre
sur les exemples classiques du produit de convolution et du produit de matrice.




SUMMARY :

Systolic arrays are a type of special-purpose parallel devices that are
particularly attractive, since they are very reqular and may be used for sol-
ving in real time camputation consuming algorithms. A number of systolic arrays
have been designed for solving a large class of useful algorithms. However,
these designs have been obtained in a heuristic manner. We propose here a
systematic method for the design of systolic arrays. This method may be used
for algorithms that can be expressed as a set of uniform recurrent equations
(URE) over a domain D of zR. The methods consists in :

- finding an affine timing-function t from D to N which is compatible
with the dependences between computations that are introduced by the URE ;
this function determines when a calculation may be made ;

n - defining an allocation function a from D to a finite subset a(D) of
z", in such a way that computations that may beexecuted simultanecusly are
mapped on different points. a defines the structure of the systolic array.

This method has the main advantage to be constructive. It is shown it
may be applied to find well-known designs and also new cnes in the case of
the convolution product and matrix product.
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1. INTRODUCTION

Progresé in VYLSI technology allows us to‘ conceive of devices that are made out of A number of processors and thus offers
us exceptional opportunities to develop parallel computations, for both special-purpose and general-purpose device#. Among
the several approaches to parallel organization that can take advantage of these new facilities, ‘the systolic array concept
is particularly intereslmg. As characterized by KUNG [ 2], a systolic array is a parallel device, made z;ut of a.few simple
cell types, regularly and locally connected. Data circulate through these cells in a very regular fashion and interact whare

they meet, giving results that are pumped out of the cells. Systolic'arrays enjoy some nice properties:
- for compute-bound prablems, they allow a maximum ot computation for a minimum of 1/0 operations;

- they need no compilicated control, and may be implemented as synchronous systems, avoiding the well-known overhead

Eproblem encountered 1n other parallel organizations like MIMD machines;

- their reqgular structure makes them particularly well-suited for VLSI implementation, since the replication tactor of the

design may be kept high. Also, local communication greatly simplifies synchronization and control problems.

A number of such devices has been proposed for solving a large class of useful algorithms including signal processing,
numerical analysis, database management, etc.. However, every systolic array that has been proposed seems to have been

designed in a heuristic manner.

The purpose of this paper is to propose a systematic way for building such devices. The method proposed here is based

on the possibility of expressing a problem as a set of uniform recurrence equations [ 1] over a set of integer coordinates

n , :
points of R . When this is the case, it is possible under particular conditions to order the computations in such a way that

'

the entire domain may be mapped into a systolic array.




The following paper is orgasized in six parts. In the second part, the principle of the method is described, somewhat
informally, starting from the well~known example of the convolution algorithm, for which a number of designs exist (see for
example KUNG [2]). in the third part, the problem is stated more formally, and we give a necessary and sufficient condition
under which a set of uniform recurrence equations may be scheduled, using a timing-function that is called quasi-affine.

. . R . . n
Moreover, an automatic method for finding timing-functions is described for the case when D is a convex set of R .

Part four deals with the next step of the method. Once a timing- function is obtained, one may project the computation ’
domain into a finite machine, using a linear allocation function. Part five details how to specify a systolic array from the
equations, the domain of computation, the timing- and allocation-functions. Finally, part six describes how the method may

Le used for convolution, and matrix product.

2. INFORMAL EXPLANATION OF THE METHOD: THE CONVOLUTION PRODUCT

Given a sequence xo.x1, x2, .y x', .. and coefficients wo, w1, - e wK, the convolution algorithm consists in computing

the sequence VO' y1, -y y', .. where y‘ I1s given by the equation

1 = T
) yl kax|_k

Equation (1) may be rewritten as
y =y twoX 0<i OSk€K

(2) Vi,_1 =0 O0fi

.

where y',k (0Sk<K) are the partial accumulated values for Yy We are interested here in finding systolic arrays that

compute (2).

For any integer coordinate point ik lying in the domain D = {0Si ; 0XkSK}, we have to compute a function y

, W

k

y. +w. X , which will deliver y provided y , w_, and x_ are given correct values y.
in in i,k in in in ik~ k

. X,
in » e

1

It can be easily seen that computation at point ik cannot take piace before computation at point i,k-1 has been achieved,

since = is ted -1,
yin yi,k—1 computed by node k-1




According to this observation, it would be very simple to order computations of (2) in such a way that these dependence

constraints be fulfilled: for example, a schedule that would fit these constraints is to compute y. y at time t = k But such
i

a computation scheme has the undesirable property that values wk and x. K must be input from memory severai times,
i=

requiring a high bandwidth between memory and computation units.

An alternative to this first natural schedule is to make wk and xi K circulate from computation node to computation

node. For example, wk. which is necessary for computing yi may be obtained as a byproduct of the computation

k'
of yi . in the same manner, one can suppose that xi K’ which is needed for computing y. K is given as a byproduct of
- ¥ = "

computation yi__ - Note that other similar schemes are possible, and the first step of our method is to define precisely

1,k

where values necessary for each computation are to be taken.

Let us assume for example that input value wk of node ik is provided by node i-1,k , and x " by node i-1,k-1 . Such
i=
a scheme may be formally expressed as the foliowing system of equations:

\/i : o<a.Vk 1 OSKEK

yii,k) = y(i,k-1) + w(i-1,%) X x(i~1,k-1)
(3) { wii,k) = w(i-1,k)
x(i,k) = x(i-1,k-1)

Such a system of recurrent equations is said to be uniform, since computation at point i,k depends only on vaiuves
computed at points that are obtained by a translation which does not depend on i or k (see [1]) Such a system may be
represented by a graph such as that of Fig. 1. The nodes of this graph represent the computations to be achieved and the
edges represent values that are to be transmitted from one node to another. Such a graph may be more concisely

. 2
abstracted as a domain D of Z and a set of dependence vectors © = {8 Gx} that defines where node ik has to

w'ey'
take its input values, where ,
=(-1,0
9w (-1,0)
=(0,-1)
ey

6, =11
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Fig. 1: Dependence graph for the cohvolution product (K=2)




The next step of the method is to define a schedule for the computation by means of a timing-function . A timing-function
is a mapping t from D to N such thal if computation at point x of D depends on those at point y, then t(x) > Hy). Such
a function does not always exist. This will be the subject, of the third part to define conditions that the Oi's and D must
fulfil in order for t(x) to éxist Fo'r- the moment, let ué note only that a very simple linear timing-function exists in the case
of the above exampie, namely (see Fig. 2)

(4) tik) = i+k |
According to this timing-function, it is possible to solve (3) by successively executing computations for points x € D whose

timing value t(x) is 0,1,...n,..

The last step of our method is to define an architecture that supports these calculations. This is obtained by defining
an allocation function a which maps D into a finite set. Here also, a convenient way to derive simple solutions is to define
the allocation function as a mapping from D to a finite domain of Z by means of a linear function. For our example, one
may choose
(5) a(ik) =k
A very simple condition that such a function must satisfy is that the lines it defines are not paraliel to the timing lines;
when this condition is fulfilled, one is sure that any processor has at most one computation to execute at a given instant,
The functions t and a respectively given by (4) and (5) define completely a well-known systolic device. The whole domain
D is mapped into 3 processors po. p1, and p2. Communications among the processors are completely defined, since
dependence vectors ex' éy, .ew define whel_'e a processor gets or sends values and t(i,k) defines vwhat a processor has
to compute. Notice also that t defines the speed of the flows of data through the cells; as an exampie, a carefull examination

of Fig. 1 reveals that the xi's progress from cell to cell every two other time. Fig. 3 shows the obtained architecture.

In summary, thé method we informally described consists of three steps:
(1) Find some uniform recurrence equation system (URE in the following) that solves the given problem,

(2) Find a timing-function for the URE,

(3) Find an allocation function.

In the following, we will focus on problems (2) and (3). Aithough very important, step (1) will not be treated here.
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Fig. 2 A possible iiming-function for the dependence graph

of Fig. 1, which is defined by t(i,k) = i+k .
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Fig. 3: The systolic array which is obtained from Fig.2 with a(i,k) = k.
A small triangle on a communication link indicates that data has to stage

one unit of time before 'entering the next cell




3. DEPENDENCE GRAPH AND TIMING-FUNCTION

As we have seen in part 2, one major step of the method is to find some timing-function for the computation graph. This
part deals with that problem and shows that, under a few simple conditions, we can find timing-functions for a given URE.

n
The first paragraph deals with the general case; the second one concerns the case of convex polyhedral domains of Z .

3.1 General case

n n n n
Let R be the n-dimensional real-space and Z be the subset of integer coordinate points of R Let D C Z be &

domain of computation. For every point z of D, we have to compute a system of equations E(z) of the foliowing form:

u 1(z) = f(u 1(z+6'1).l12(z+9 2). -~.Up(z+9 p»
u 2(z) = u2(z+e 2)
E(z) <
\v () =u )
p pZ*p

Such a system of equations is said to be uniform if vectors 6, (called dependence vectors) do not depend on z. Notice

that for some points z of D, the calculation of E(z) involves some values ui(y) where y lies outside of D. Such values are

assumed to be known. In the following, the pair (D,8) will be called a dependence graph (*).

Computation at point x is said to depend strictly on computation at point y (or shortly x depends strictly on y) if

(6) 39i y = x+6i

x depends on y if there exists a finite sequence x1, x2, -y xk such that

] X Y

%, depends strictly on L Vi: 1<i<k.

(*) The system we consider here is a simplified version of uniform recurrence equations defined by KARP et al [1].




It is obvious that (7) is equivalent to
P

® 7 (a,.a) € Np - {0} such that y = x + ([ @.8)
L fz1 !

In the following, we suppose for the sake of simplicity that every computation takes one unit of time. We are interested

in finding possible timing-functions for D. A timing-function is a mapping t from D to N such that

(9) x depends on y => tx)>ty)

We shall consider here a particular class of timing functions which we call quasi-affine timing-functions (QATF). Such

a function has the form

t n
(10) tx)= Ax-a- A€ER and Q€R
L d

where u means the greatest integer lower or equal to u. The class of affine timing-function (ATF in the following) is
Lt 4

) n
a particular subset of the QATF set which verify \€Z and Q€Z In the following, we shall denote a QATF as a pair (X\,Q).
The following theorem gives a sufficient condition under which a dependence graph has a QATF. Moreover, it is shown

that this condition is necessary when the timing-function is constrained to be an ATF.

=(\,Q) is a QATF for (D,O) if
t
) xx-a 20 \V<(€D
t
(i) - X0 2 1 \7/9 € ©

Moreover, if t is an ATF, then (i) and (ii) are necessary.

Before presenting the proof of this theorem, let us give a geometric interpretation of it, as illustrated by Fig.4 in the

. 2 2 .
particular case of R". The theorem simply means that there exists a line separating R in two half-planes, one of them

containing D and the other one containing the dependence vectors ©, when reported from a unique point A of this line.

'

!




Proof

Suppose there exists A and @ such that (i) and (ii) hold. We shall show that t=(\,&) is a QATF for (D,6). First of all, (j)

implies obviously that t(x) 2 0 over D. On the other hand, let x and y be two points of D such that x depends on y. Equality

(8) implies that

P
=y-) a 6.
1..:‘1l !

where (a1, ,ap) is a non-negative vector of Zp.

We may write

= ) = 4 F P N F \o. > F o
 M-a = (y-lgozi poma = My “";5“" i, 2 'E«a‘ i)

t ) .
But (ii) implies that - xei>1 for every i, and since one of the ai at least is greater or equal than 1, we may conclude

that t(x) 2 ty)}+1.

Fig. 4: lllustration of theorem 1.




n
Suppose now that t is an ATF, ie. A EZ and Q€Z Clearly, (i) is true since t(x) is positive over D. On the other hand,
Ve €6, we have
tix) - tx+0) 2 1
or
t t
Ax-a - ( AM(x+0)-@) 2 1
or
t
tx) - (tx) + XB) 2 1

t
which implies - X\ 8 2 1. As a consequence, (ii) is also true. QED

in the case of QATF, the above theorem gives only a sufficient condition for finding timing-functions. The compelling reason
is that when the domain D is bounded, there exist infinitely many QATF's that have the same value over D, but differ at
least at some point of Zn - D. However, as we have seen on the example of the convolution product, what we want to build
is not a systolic array for one singular domain, but more generally, a class of solutions for a class of problems. As an
example, it is clear that the solution we gave in part 2 is extendable very naturally to any value of K. The following deals

with this particular problem.

Consider a family of dependence graphs F = {(Di.e)}ie I where ICN. We shall now look for a family of QATF's

{t=na)} | where Wi, t is a QATF for ()
Notice that © is constant over the whole family of dependence graphs, and X is constant for all of the QATF's. We say
that F is extendable if, for every 8 €8 and any integer q of N, there exists a domain D, of the family that contains a
sequence {x, x+8, .., x+q8} for some point x of D, As an example, the first orthant {x?leGZn} is extendable for
any finite set © of vectorsAof Zn. in the same way, the family F = {(DK'G)}KGN where O is a finite set of vectors
of 22 and

Dy = {Gk) 1 0<i and 0<k<K}

is extendable, although any finite subfamily of F is not);s soon as © contains a vector whose second component is non-null.

We have then the following theorem:



- 11 -

Theorem 2
Let F = { (Di,e)}i€I be an extendable family of dependence graphs. Then { ti:“’ai)}ie 1 is a family of QATF's for

F iff

(i) Vi,\ﬁeoi. t)‘x-azi 20

iVoea, -\ >
Proof. we need only to prove that (i) and (ii) are necessary since Theorem 1 implies that (i) and (ii} are sufficient. Clearly,
(i) is true, otherwise ti would not be a timing-function for at least one index i. Let us now prove that (ii) is true. Notice
first that \/9, -tk 6>0, because, since F is extendable, there exist Di and x€Di such that x+0 GDi- Thus ,

ti(x) - ti(x+9)>1
or

Lt)""ai, - Lth-cri +ter 21

which implies -txe >0

The remaining of the proof deals with showing that every rational which is greater than or equal to -t)‘e is also
. t
greater than or equal to 1. This will suffice to prove that - A9 2 1, since
t t
- A0 = inf{aeq | a2-21\6}
. -t .
Let p/q be a rational number such that - X\ 8<p/q. There exist D, and x€D, such that {x, x+0, .. x+q0} € o; We
have then
ti(x) > t(x+0)+1 2 .2 t(x+q6) + q
but
t t t
tix+q8) = Ax-@, *dA8 2> Ax-a -P =t-p
! L ! 3 L i J i
. t
since - A0 € p/q and p/q 2 1. We have thus
- q 2 t(x+q8) 2 ti(x)—P

which implies that p 2 q, or p/q 2 1. QED

This theorem, although very general, does not give any constructive way to find a timing-function. Fortunately, in most

cases, D is a convex set which is described by a set of linear inequalities, The following section gives a constructive

approach for this case.




3.2 The case when D is a convex set

: . . Lo . n
in most cases, equations of a problem involve indexes that lie in a convex domain of R . As we shall see here, it is

possible to derive automatically QATF's for this particular case, using elementary convex analysis (see (.

3.21 Detfinitions

Suppose that D is defined by a set of inequalities, as is the case for the convolution product. D is then the subset of
n .
integer-coordinate points of a convex polyhedral domain (CPD) of R which will be named D in the foliowing. D may thus
be defined by a set of inequalities, i.e.
e
() D= {Ax<d |l x€eR}

where A is a qXn matrix and d a qX1 vector over Z

A few definitions and basic properties are in order for the clarity of the following development. Let x1,....xn be points of

h n
n . - A .
R . we say that Lux. is a positive combination of X=X, if &, are non-negative real numbers. .}:aix‘. is a convex
[} ts4
. n
combination of xj,...,xn if it is a positive combination of x1.....xn and La.=1. s is a vertex of D if s cannot be expressed as

tz1

a convex combination of two different points of D. r is a ray of D i}f

\Vé(eg_, V/I.ER+ Xt[r€D
A ray r of D is said to be extremal if r cannot be expressed as a positive combination of other rays of D. | is a line of
D if

Vxeg, Vp.GR xtlLIED
It D contains a line, it is said to be a cylinder. In the following, we shall consider only CPD that are not cylinders. In such
a case, the set S of vertices of D 1s unique, and the set R of extremal rays of D is unique up to a non-zero scalar multiple.
D may then be defined as the s;ubset of points. x of Rn such that x =y + z , where y is a convex combination of vertices ._

of S and z is a positive combination of rays of R. The pair (S,R) will be called a system of generators of Q_ Notice

n .
that SCZ since D is the convex hull of D and thus has integer coordinate vertices,




There is, of course a strong relationship between the two above characterizations of a CPD. Let J be a subset of I= {1,..9 1

J . .
the row index set of matrices A and d. Given a qXm matrix M, let us denote as M the submatrix of M consisting of the

rows of M whose index is in J. Then s is a vertex of D iff there exists an index set J of size n such that

J J
As=4d
. t-J -J
(12) A s g d

A‘J is regular

Also, r is an extremal ray of D iff there exists an index set J of size n-1 such that:
Ar €0

(13) AJ =0

J .
A is rank-n

A CPD is said to be n-dimensional if the smallest affine space generated by D is n-dimensional. in the following, we shall
always consider CPD D which are n-dimensional. Of course, in this case, A is a rank-n matrix.
Example.
. 2 .
Fig5 shows a CPD of R~ which may be represented as
D = {xlAxSd}

where

1 - -1
A= 1 1 d = -1
il -2
-1 0 -1
0 -1

The system of generators of D is the pair (S,R) where

s={(4,n,21,23}
R={(1, 020}

End of example
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3.22 Timing-functions for convex polyhedral domains
Let us return to our initial problem. Given a dependence graph (D,©), we want to find the set of QATF's. The following
theorem gives a characterization for it:

Theorem 3

t=(\,Q) is a QATF for (D,©) if
0] -tke 21 Veee
i ‘A > 0 Vrer
(i) & € lks \V’;es
Moreover, if t is an ATF, then (i), (ii), and (iii) are necessary.

Proof

Every x€D may be written
= s
X Zlcrisi + zujfj (€S, r,€R

thus

t t t
Ax-@ = Z‘.ai ks, + Zui er-a
But from (iii), we get

t
Zai ksi 2 Zaia -

y-x21
I \
N r,=(1,1)
\ 1=V
5,=(2,3) rp=(2:1)
$,=(2,1)
51(4’1) 7777
7 0 X22 X

Fig. 5: Example of a Convex Polyhedral Domain of R2
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Thus
t t
Ax-a 2 Zuj er
Since A meets condition (ii), we can conclude that
. t .
(iv) e 2o Vxeg

As a consequence of (iv) and (i), theorem 1 holds. Consequently, (A,®) is a QATF.

Now suppose t is an ATF. (i) results immediately from theorem 1. (iii) is obvious, since otherwise t(x) would be negative,

at least at one vertex of D and would not be a timing-function. Finally, suppose (ii) is not true, ie. for some extremal ray

r of R, FM(O. By definition of a ray

Vu)o,\leeg_: x+{Lr€D
It is then clear 'that for some x and for some u,tX(x+ur)-a<o which’ is not consistent with the definition of a
timing-function. QED
Example
Consider again the example of convolution. D is the set {(i,k)€R2I 0<i and 0Sk<K}. The unique system of generators
of D is $={(0,00(0,K)} and R={(1,00}. Applying theorem 3 gives the convex set /A described by Fig. .

A= {”‘1')‘2’ t x1>1 . x2>1 , x1+x2>1 , x1>o}
A itself is a CPD of n2 which has a single vertex 0=(1,1) and two extremal rays P ,=(1,0) and pz=(0.1)- The  timing
function we defined in the second part of our paper is t(i,k) = i+k = to,t(j,k) - @ where @ = 0 meets condition (ii).

End of example.

Notice that theorem 3 holds whether _Q is finite or not; if. D is finite, condition (ii) obviously holds since R=0.




In the same way as theorem 2 extends theorem 1, we can extend theorem 3 to the case of families of convex dependence

graphs:

Theorem 4

Let F = {(Di.e)}‘ I be an extendable family of dependence graphs. Suppose moreover that every Di has the same set
i€

R of extremal rays. Then {tiz()\,ai)}iel is a family of QATF for F if and only if

Yoeo

t
@ a0 Vher

t
M -xe2

, .
i @S s, Vses

Proof. results immediately of theorems 2 and 3.

Theorem 4 gives us a constructive means for finding every QATF of a given family of dependence graphs: (i) and (i) define

n
a CPD of R Algorithms for finding the vertices and rays of a CPD exist (see [4] for example), and it is thus easy to find

automatically possible values of X and Q.

Ay A :x1z1 (’2
N
~
(1, 1) x221
7777
rd)
0
. A1+A

Fig. 6: The convex domain A for the convolution product example



4. ALLOCATION FUNCTIONS

As explained in part 2, the third step of our method is to map the computation graph on a finite network of processors.
Here also, we shall restrict ourselves to a particular class of mappings that we shall call linear allocation functions (LAF).
Let n be the dimension of the domain D. Suppose t=(A,@) is a QATF for (D,0). An ailocation function is a mapping a from
D to a finite subset of Zm, where m is the dimension of the systolic array to be obtained. In the following, m will be taken
as either equal to n-1 or to n, depeﬁding on t being an ATF or a strict QATF (this point will be made clear later on).
However, it must be pointed out that the dimension of the systolic array may be chosen arbitrarily provided the allocation
function ensures that the following condition is fullfilled

(19) Vxy € D axzaly) => t) # tiy)

This condition ensures that the allocation function is conflict-free relative to the timing function t.

m n
An allocation function a from D to Z  is said to be linear if a is a linear mapping from Z to Zm. a is said to be
. . R . n m m
quasi-linear (QLAF) if there exists a mapping &' from Z to Z  and a vector P of Z  such that

(15) alx) = a'(x) mod P

We shall now distinguish two cases, namely when t is an ATF, and t is a strict QATF with rational coefficients.
41, t is an ATF

Let t=(\,2(\)) be such a function. The idea is simply to project the dependence graph along a direction which is not
parallel to the timing hyperplanes. We are thus ensured that condition (14) is fullfilled, since every projection line has at
most one intersection point with a given timing hyperplane (see Fig.7). Depending on the domain D and on the projection
direction that is chosen, one can obtain a finite machine or not First of all, it should be clear that the domain D and the

timing-function must be such that the number of points to be computed at a given time is bounded, ie.

(16) JMEN, VneN,card{xlxeD and t(x)=n} <M

Such a condition holds clearly when D is finite. But in some other cases (for example, the convolution product), one can

map an infinite domain D onto a finite machine. In the following, we shall suppose that D has at most one ray, say r.
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Let ¢ be a non-zero vector of Z . In the foliowing, we shall suppose that ¢ and the ray r of D are the smallest
integer-coordinate vector in the direction they define (£ and r are defined uniquely up to a non-zero scalar muitiple). if
this is the case, any line L = {x+iuv | (€R} (where v is & or r) is such that
n
Z np= {xkv | keZ}
Since £ is non-zero, one of its coordinates is non-zero at least. For commodity, suppose én#o. Let us denote e
n n t .
(1€i<n) the canonical basis vectors of R . It is clear that {ef 'en-1'£} is a basis of R . Let x= (X1. .Xn) be a point
n t . .
of R, and let y= (y1, ,yn) be the decomposition of x over this new basis. A simple calculation shows that the yi satisty
the following relations:
=X —-x it i
Y, =X X (gi/gn) \/I 1<i<n
an

yn - xl’llg n

n -1
Now consider the mapping a from R to Rn defined by
Ve, o x "
1- -y n) € R
18 e s = ) ey
a8 alkx,, . .x)= £, Yy

n n n-1 .
where Y, are given by (17). Obviously, the function a is linear. Moreover, since £ €2 ,it maps Z onZ . From this

mapping, we may build an LAF or a QLAF for (D,0) as described by the following theorem:

direction
/\gy
. cJ[
lPro\ju_*\\\ w

Fig. 7: lllustration of the principle of allocating a domain by a mapping

which is conflict-free relative to the timing-function.



4. ALLOCATION FUNCTIONS

As explained in part 2, the third step of our method is to map the computation graph on a finite network of processors.
Here also, we shall restrict ourselves to a particular class of mappings that we shall call linear allocation functions (LAF).
Let n be the dimension of the domain D. Suppose t=(A,@) is a QATF for (D,©). An allocation function is a mapping a from
D to a finite subset of Zm, whe;e m is the dimension of the systolic array to be obtained. In the following, m will be taken
as either equal to n-1 or to n, depeﬁding on t being an ATF or a strict QATF (this point will be made clear later on).
However, it must be pointed out that the dimension of the systolic array may be chosen arbitrarily provided the allocation
function ensures that the following condition is fulifilled |

(14) Vx,y € D a(x)=aly) => t(x) # t(y)

This condition ensures that the allocation function is conflict-free relative to the timing function t.

m n m
An allocation function a from D to Z  is said to be linear if a is a linear mapping from Z' to Z . a is said to be
. . . . n m m
quasi-linear (QLAF) if there exists a mapping &' from Z toZ and a vector P of Z such that

(15) a(x) = a'(x) mod P

We shall now distinguish two cases, namely when t is an ATF, and t is a strict QATF with rational coefficients.
41, t is an ATF

Let t=(X,2(\)) be such a function. The idea is simply to project the dependence graph along a direction which is not
parallet to the timing hyperplanes. We are thus ensured that condition (14) is fullfilled, since every projection line has at
most one intersection point with a given timing hyperplane (see Fig.7). Depending on the domain D and on the projection
direction that is chosen, one can obtain a finite machine or not. First of all, it should be clear that the domain D and the

timing-function must be such that the number of points to be computed at a given time is bounded, ie.

(16) JMeN, VneN,card{xlxeD and t(x)=n} €M

Such a condition holds clearly when D is finite. But in some other cases (for example, the convolution product), one can

map an infinite domain D onto a finite machine. in the following, we shall suppose that D has at most one ray, say r.
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Let ¢ be a non-zero vector of Z . In the following, we shall suppose that £ and the ray r of D are the smallest
integer-coordinate vector in the direction they define (£ and r are defined uniquely up to a non-zero scalar multiple). If
this is the case, any line L = {x+,uv | uen} (where v is € or r) is such that
n
Z nL o= {x+tv | keZ}
Since £ is non-zero, one of its coordinates is non-zero at least. For commodity, suppose & n#o. Let us denote e
n n t .
(1<€i<n) the canonical basis vectors of R . It is clear that {91. .en_1,§ } is a basis of R . Let x= (x1, .Xn) be a point
n t " . . . .
of R, and let y= (y1, ,yn) be the decomposition of x over this new basis. A simple calculation shows that the y satisfy
i
the following relations:
= - X i i
y, =% - X (gi/gn) \V( 1<i<n
a7

=X
yn nlén

n n-1
Now consider the mapping a from R to R defined by

t n
\/ (x1, . xn) €R

(18) a(x1. - X = .gn(y1. . yn_1)

n n n-1 .
where y, are given by (17). Obviously, the function a is linear. Moreover, since £ €Z , it maps Z on Z . From this

mapping, we may build an LAF or a QLAF for (D,0) as described by the following theorem:

direction
sy

et

Fig. 7. lilustration of the principle of allocating a domain by a mapping

which is conflict-free relative to the timing-function.



Theorem 5
t
Suppose that Ar#0. Then
(i) If £ = r, the mapping a defined by (18) is an LAF for (D,©) and t.
t
(ii) Suppose that & verifies A& # 0, and that & is not collinear to r, Put

r 1

t t
(199 p= (L AMEDY+ 1) 7 Ar and P = p a()

r "
where x denotes the smallest integer greater than or equal to x, and M is any integer such that

Vx€D,Vn>M, x + n€ € D, Then the mapping:

n n-1
a' :Z -—-———e- >z

x I—-f--—--f> alx) 'mod P
is a QLAF for D. | |
Proof.
(i) According' to. the definition of a LAF, we have to prove that a(D) is finite and a is conflict-free relative to t. a(D) is finite
since we supposed that txr;éo, Consider two points z, and 22 such that z1¢z 2 and a(z1) = a(zz). Necessarily, there
exists some non-zero integer k€Z such that z, = Z, + k&. Since t is an ATF, t(zz) = 1(21) + ktx&. Thus, tiz,) # t(zz)-
(ii) Notice first that M is finite, since we supposed that & is not collinear to r. That a ' (D) is finite is obvious. We have now
to prove that a' is conflict-free relative to t. Let z, and z, be two points of D such that z,#z,
and a'(z1) = a'(z2). There exists a non-zero integer k€N such that a(z1) = a(ZQ + kP. One can always suppose k>0 by
interchanging 21 and 22. We have then

a(z1) = 5(22) +k palr) = a(22 +kpr)

which implies that there exists some non-null k' €Z such that

= '
21 22+k E+kpr

"

t t
Suppose now that t(z1) t(zz) , e )\21 = )‘12. Then we would have

r '

t t t
k (P AMETL + 17 Xr > kM I AEI

R t
K NE=kp Ar
from which

Ikl > kM
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Since k # 0, we have
k'l DkM 2 M

which is impossible. QED
42 t is a QATF

n n._ _ ) ) )
We suppose that t has rational coefficients (the case where A€R -Q is uninteresting, since we deal with domains of

Zn). We always suppose that D has at most one ray r.

n ' t
Let £ be a vector of Z . and suppose that X £ +# 0. Since t is a QATF, we are no longer ensured that a given line
{x+k£ | keN} meets a given timing-hyperplane at most once. However, the number of intersection points is bounded,

n
which allows us to project D onto a finite subset of Z , as is described by the following theorem:

Theorem 7

t n t
Suppose that Ar # 0, and let £ be a vector of Z such that A& + 0. Consider the integer p, defined by

f ot 1
p = 1l XNEI

n
. n n .
and let b be the mapping from R to R defined by
b(x_, .. ,x ) = (a(x) mod P, mod
( 1 n) (a(x) yn pn)

where a, P have been defined previously. Then b is a QLAF for D.

The proof of this theorem is very simple and is left to the reader.
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5. SPECIFICATION OF A SYSTOLIC SOLUTION

In this part, we explain‘how the complete specification of a systolic architecture may be obtained from the system of
recurrent equations, a timing-function t, and an allocation function, Let a(D) be the projection of the domain D. We suppose
that a(D) is finite, and of coursé that a is confiict-free relative to t Wh;t we have to défine is:

- the structure of every cell of a(D)

- the communications between the cells

- the program that any cell has to compute.
Let

igu1(z) = f(u1(z+91)‘. - .Up( z+6p))‘

E(2) {
i

Lui(z) = ui(z+ei) ic2, .. ,m

be the URE associated with the point z. For the sake of simplicity, we suppose that f is the same in every point of D. in

the following, we investigate successively the general structure of the systolic array and the structure and functionning of

each cell.

5.1 General structure of the systolic array

The systolic array has one cell per point of a(D). Each cell has p input ports, one for each input argument ui. which

are denoted by I(Ui" In the same manner, each cell has p output ports named O(Ui)'

Port I(u) of cell T is connected to port O(u) of processor 1r+a(9i)- Moreover, if there exists a point z in the

_1 . *
set a () such that z+6, € D, port Iw)lis connected to the host-memory. Port O(u) of cell 77 is connacted to port

-1
I(ui) of cell ﬂ-a(ei) and also to the host-memory if & (17) contains a point z such that 2-9i € D
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Consider a communication link between port I(ui) of cell 7 and O(ui) of cell 1r+a(9i). There is a delay of t(Oi) units

of time associated with this link, ie. any data available on O(Ui) at time t is effectively used at time t+t(6,) by
i

cell ﬁ;a(ei).

It may be easily checked that every cell has a bounded number of ports, and each port is connected at most to one other

cell and the host-memory.

5.2 Structure of each ceil

Let (21.22, SR ) be the points of a_1(‘rr) ordered by increasing values of t(z). Let P(zi) be the program to be
executed for ppint zi. Since we supposed that the URE is the same over D, programs that are to be executed on every
cell are identical, except that perhaps some input values are to be taken from the host for some zi, and also that some
output values are to be sent to the host. But since the number of ports is finite, thé set of different programs for a cell

is finite and bounded . It may be shown that the sequence P(zi) is either finite (if D is finite) or is periodic.

The above considerations, although very informal, show that a systolic solution may be completely specified and

automatically designed once t'and a are found. In ‘the following' section, we shall show how our method may be applied to

solve some well known problems.
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6. APPLICATIONS

This part of the paper deals with showing how the above described method may be applied to well known problems.

We successively investigate various systolic designs for convolution , and matrix product.
6.1. Convolution

There exist many solutions for this problem. In the following section, we show how classical systolic arrays and new ones

may be derived.

In part 2, we gave a first uniform recurrent system for the convolution equations. Let us suppose now that values wk
are kept from node i-2k instead of from node i-1,k as in the previous form. We then obtain the new URE:
( ylik) = y(i,k=1) + wli-2,k) x(i~1,k~1)
(20) x(i,k) = );(i-1.k—1)
wit,k) = w(i-2,k)
The dependence graph (D,0) for (20) is given by (see- Fig.8)
21 0= { OSk<K; 0S<i }
and
(22) 6 = { 6,70-1, 6,=-1,-1), 6, =-20) }
Theorem 3 shows that a sufficient condition for (A,Q) to be a QATF is
( A, 20
(23) ; i+ X, 2 1
{2A, 21
and
(24) a <inf { tks I ses } )
where S = { (0,00, (O,K) } is the set of vertices of D. The timing-function t defined by
t(i,k) = i72 + k

L J

meets these conditions.




WO

Fig. 8a: The dependence graph given by (20)
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Fig. 8b: The block-convolver.
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As shown by Fig.8, this QATF allows us to compute 2(K+1) values instead of (K+1) in the design of part 2 if we choose

to project D along the i-axis, that is if we take the projection direction £=(1,0), we then obtain by applying theorem 6
(25) a(i,k) = (i,k) mod (20) = (i mod 2,k)
which results in the systolic array depicted by Fig. 8. We call this design a block—convolver since vaiues x1 are input sy)o

at a time. Notice that this design may be extended without difficulty to the parallel computation of n (K + 1) values, by using

a w- dependence Gw = (-n,0).

Other solutions may be found by modifying the initial recurrent system of equations (2). For example, another way to
serialize the computation of the yi's is to proceed '"backwards', i.e. by summing up terms involving wk by decreasing
values of k. One has then

Vo< ksk,Viogi
[ Yk ™ Yiker " Vi ik

(26) =0

Yi ke
Final values of yi are yi o From (26), we may derive several URE, for example (see Fig. 9):
y(i,k) = y(i,k+1) + w(i-1,k) x(i-1,k-1)
(27) x(i, k) = x(i-1,k-1)
w(i,k) = w(i-1,k)
Applying theorem 3 gives the constraints over A:
/ ')‘2 21
(28) * )‘1 21
U X+, 21
which are met by A = (2,-1). & is then given by (24) and reaches its minimum value at the vertex (0,K) so that
tGik) = 2 -~k + K= 2i + (K - k)

’

is a possible timing-function . By projecting D along the i-axis, we get the LAF a(i,k) = k which gives the weli-known design
of Fig.S.

Consider now the projection defined by & = (1,-1). Applying theorem 5 gives (for K=2) the QLAF

alif) =(i + Kymod 4
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Fig. 10 shows the systolic structure which is obtained once the cells are arranged on a ring. This desigﬁ, called a ring
convolver, has 4 cells. Cell i reads valves y from cell (i+1 mod 4) or from the host it reads values x from cell (i-2 mgd
4) or from the host It reads w from cell (i-1 mod 4). it sends y either to cell (i-1 mod 4) or to the host, and x either .to
cell (i+2 mod 4) or to the host Finally, notice that w-connections between cell i and cell (i+1 mod 4) has a delay of two

units of time. Each cell executes indefinitely a sequence of eight cycles P1, QqQ P,QAQq PS' Q, where Q denotes the

2

idi P, P, P_ are defined b
idie cycle and 72" y

P : read y from the host; read w from cell (i-1 mod 4), read x from cell (i-2 mod 4)

send y + w x to cell (i-1 mod 4); send w to cell (i+1 mod 4); send x to cell (i+2 mod 4),

P : read y from cell (i+1 mod 4); read w from cell (i1 mod 4);, read x from cell (i-2 mod 4);

send y + w x to cell (i~1 mod 4); send w to cell (i+1 mod 4); send x to cell (i+2 mod 4);

P_: read y from cell (i+1 mod 4); read w from cell (i-1 mod 4); read x from the host;

send y + w x to the host; send w to cell (i+1 mod 4); send x to cell (i+2 mod 4);
Depending on their number, the cells execute this sequence starting at one particular cycle. Table 11 shows the first tén
cycles for the ring.

Although the above described designs are not equally interesting, they show that our method is very powerful and allows

us to find automatically new systolic arrays for welli known problems,
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Fig. 9a: Dependence graph for the URE given by (26),
and timing-function t(i,k) = 2i + (K - k) for K = 2
x1 - xo i = > ——
WO w1 W2
& r—— A " yO - Y1 - YZ
Cell O Cell 1 Cell 2

Fig. 9b: Systolic array for the dependence graph of Fig. 9a, when projected along the i-axis. Values that enter this array

are shown from time t = 0. - denotes no value. (For example, x0 enters celt O at t=, x1 at time t=4 and so forth).
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Fig. 10: The ring-convolver for K=2



Cell number

0
0 -
1 -
Cycle
number
2 P3
3 Q
4 P1
5 Q
6 Q
7 P2
8 Q
9 Q
10 P3

Table 11: Activity of the cells of the ring-convolver during the first ten cycles
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6.2 Matrix product

Consider two N x N matrices A and B and let C ='A x B, We have

N .
(29) cm. :IE P bk". 1<iSN, 1€j8EN

As in the case of the convolution product, a natural way to serialize (29) is to put

Vi,j,lc 1<iEN, 1€jSN, 1<kSN

c c +a b
Lk ik ik kj

(30)

i}

c
'Ijlo

it is clear that a , is used by nodes (i,j,k) where 1<j€EN and bk.)’ is used by nodes (i,j,k) where 1<i<N. A natural mode

of circulation of these data is that node (i,jk) takes aik trom node (i,j-1,k) and bk,j from node (i~1,5,k). This leads to the
following URE
cli,i,k) = ci,j,k~1) + ali,j~1,k) b(i-1,j,k)
(31) ali,j,k) = ali,j~1,k)
bli,j,k) = b(i-1,j,k)
The dependence graph for (31) is (D,0) where
D = { Gik | 1IN, 1<j<N, 1SkSN}
. n
is a cube of R and
0= { ec = (0,0, 1), ea = (0,-1,0), eb = (-1,0,0) }.
Applying theorem 3 gives the following constraints over \ = ()\1,X2, ka)
A, 21

(35) )\2 21

t)\3>1

Thus ti,j,k) =i + j + k - 3 is a possible solution. From D and t, we can derive three well known designs for matrix-product;

- Take & = (0,0,1), i.e. project D along axis k. We then get the design of Fig. 12
~ Take £ = (1,1,0). We obtain the design of Fig.13, which has Nx(2N - 1) celis.

- Finally, with & = (1,1,1), we have the design described by KUNG ([4]). shown by Fig. 14.
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Fig. 12 First design for the matrix product; cij stay on cell (i,j). The network contains N cells
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Fig. 13: Second design for the matrix product with O(2N2) cells. The allocation function is a(ik) = (j
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Fig.14: Third design for the matrix product with O(3N ) cells. The allocation function a(i,j,k) = (i-k,j-k) is obtained by a

projection along & =(1,1,1)
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7. CONCLUSION

in this paper, we described a new powerful method for the systematic design of systolic arrays. The method consists in
deriving uniform recurrence equations for a given problem, then in finding a timing-function for the computations, and finally
in projecting the domain of computation along a direction which is not parallel to the hyperplanes defined by the.
timing~function. Theorems that defines the condition upon which a timing-function and an allocation function exist have been
given. These theorems are constructive and. allow to build step by step a systolic array that implements a given algorithm;
provided some simple conditions are met. Non trivial applications of this method have been described, that show that it can

be used for finding entirely new designs.

The above described method is currently used as a basis for the design of a Computer Aided Design System for systolic
arrays [4]. This CAD system, named DIASTOL, is intended to provide a designer with interactive éraphi;s facilities an'md
various simulation tools, which, to our sense, are necessary for a fast and reliable design of special-purpose architectures.
A very interesting characteristic of DIASTOL is that the designs that are obtained in such a way are necess&ry correct und‘
consequently do not need to be proven, as soon as the uniform recurrent system of equations has been proven.to bé

formally equivalent to the mathematical equations of the problem. '

Other attemps to synthesize systolic arrays have been recently proposed by MOLDOVAN ([5]) and MIRANKER and

WINKLER ([6]). These two approaches are very similar; they both start from a program which defines the problem to be

solved, The dependences between the variables of the program, considered as points of Zn, are extracted, and both
methods look for a linear transformation that maps these points onto an a priori given systolic structure. The mai‘r)l
differences between these two approaches and ours are the following:

- our method starts from a system of recurrent equ‘ations,. instead of from a program. Although it may be found in somé
cases more natural to express the initial problem as a program, we believe URE's offer more possibilities to be formally
transformed and manipulated. Also, expressing a problem as a program implicitly supposes that we have at least one

sequential execution scheme for the problem. In our approach, this hypothesis is not made, and the conditions under which

an execution scheme exists are given in the theorems that have been given,
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- another very important difference lies in the fact that our method is constructive; the systolic structure resuits
completely from the method, and thus, we have a tool that allows to investigate systematically a large set of possible systolic

arrays for a given algorithm,

Among the numerous open problems that may be investigated, let us cite only two that seem fundamental. The first one
is to explore formally which class of algorithms may be expressed by means of URE, and to define formal transformations
that allow to derive equivalent URE's. Another problem to be solved f's the evaluation of the solutions that are obtained by
such a method. This is a very difficult problem, since a qualify measure must include a number of parameters such as size,
speed, memory-bandwith, which need to be evaluated not only formally, but also relative to the function that a systolic array
has to perform, i.e, the system in which it is to be included.
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