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Résumé

La méthode itérative approchée de Marie fournit une approche viable pour
résoudre des modéles de files d'attente d'une maniére efficace et avec une pré-
cision généralement acceptable. D'un autre cdté, la technique itérative de
Takahashi, qui réalise une succession de phases d'aggrégation et de désaggréga-—
tion, calcule de facon exacte le vecteur des probabilités d'état stationmnaires
des chaines de Markov. Cette derniére méthode n'est généralement pas adaptée a
la résolution des réseaux de files d'attente visés ci~dessus. Dans ce papier,
on montre comment la méthode de Takahashi peut €tre, en théorie, appliquée aux
réseaux de files d'attente et, par la, on montre sa relation avec la méthode de
Marie. Ceci fournit une autre présentation, rigoureuse du point de vue mathéma-
tique, de cette derniére méthode et permet de mieux caractériser les sources
d'approximation.

Abstract

The approximate iterative method of Marie provides a viable approach for
solving queueing network models efficiently and with reasonable accuracy. On the
other hand, the iterative technique of Takahashi performs successive aggregation
and disaggregation steps to compute the exact stationary probability vector of
Markov chains but is generally not appropriate for solving queueing networks. In
this paper, we show how the method of Takahashi may be applied to queueing networks
and in doing so, demonstrate its relationship with the method of Marie, thereby
enabling us to provide a more rigorous mathematical framework for the method of

MARIE and to obtain some insight into the source of the approximation error.

* TRISA/INRIA Rennes
Campus de Beaulieu - 35042,RENNES CEDEX, FRANCE
**Dept of Computer Science - N. Carolina State University - Raleigh, NC 27650 - U.S.A.
CENTRE NATIONAL DE LA RECHERCHE SCIENTIFIQUE INSTITUT NATIONAL DE RECHERCHE
{L.A.227) EN INFORMATIQUE ET EN AUTOMATIQUE
UNIVERSITE DE RENNES 1 IINS.A. DE RENNES (LABORATOIRE DE RENNES)



On Exact and Approximate Iterative Methods
for General Queueing Networks

Raymond A. Marie,
William J. Stewart.

1. Introduction

Queueing network models have proven themselves to be valuable tools in the
analysis of complex systems. For example, their application to the performance
evaluation of computer and communication systems is well documented in the 1lit-
erature. However, despite the success achieved by these queueing network
models, their applicability is limited by the restrictions which must be imposed
on the model to render it tractable. Perhaps one of the most incidious restric-
tions is that stations of the network which serve customers according to a
first-come first-served scheduling discipline must have a service time distri-
bution that is exponentially distributed. Currently, the most general networks
for which we can obtain analytic solutions are the so called product form
[BASK75]. The solution to these networks may be written as a product of terms,
each term corresponding to the solution of an individual station of the network,
and in such cases the global solution may be found very efficiently. These net-
works are said to be separable. Since the class of network which satisfy pro-
duct form is very restrictive, a different approach to solving nonseparable
networks must be found.

One approach which has received much attention over the past decade is to
use an approximation technique whereby a solution which is (hopefully) close to
the exact solution of the queueing network is determined. Among these methods
are the iterative heuristics proposed by Chandy, Herzog and Woo [CHAN75] and by

Marie [MARI78]. Substantial experimental testing of these methods over the
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past 5-10 years indicate that the accuracy achieved by these methods is commen-
surate with that of the modelling process itself. 1In this paper we shall largely
be concerned with the iterative approach proposed by Marie. 1In his thesis,
[BALB79], Balbo shows this to be the method of choice.

The approximation approach is not the only possibility. It is always pos-
sible, at least from a theoretical point of view, to formulate the queueing net-
work as a Markov process and to use numerical techniques to obtain its station-
ary probability vector, [STEW78]. From this vector, all the required measures
of effectiveness of the network may be derived. In most cases, however, the
dimensionality of the problem is so great that in practice such a solution
becomes infeasible. It then becomes necessary to decompose the problem into
smaller problems, to determine the solution to each of the smaller problems and
then to combine these solutions into a global solution, i.e. the "divide and
conquer' principle. This approach, which yields only an approximate result,
has been developed by Courtois [COUR77] and by Stewart [STEW80], but unlike the
iterative methods of Chandy, Herzog, Woo and Marie, error bounds have been
derived. More recent research has been directed at incorporating these
approaches into numerical iterative procedures, such as block Gauss-Seidel or
the power method [KOUR83, MCAL83] so that they are made to converge onto the
exact solution. Somewhat different iterative approaches have been developed by
Takahashi [TAKA75] and Vantilborgh [VANTS81].

The iterative method of Takahashi shall play a central role in the current
paper. Each iteration of this method consists of both an aggregation step and
a disaggregation step. The purpose of the aggregation step is to determine the
relative probabilities of beigg in different subsets of states of the under-

lying Markov chain, while the disaggregation step is an attempt to distribute



the probability of being in a given subset among the states of that subset. We
shall consider this method in more detail in the next section. Also in the next
section we shall introduce a reference example which we shall use throughout the
paper for the purpose of illustration.

In section 3, we shall describe the queueing network model and very briefly
outline, in algorithmic form, the approximate iterative method of Marie. We
then consider the application of the exact iterative method of Takahashi to the
queueing network. We shall see that, for this specific Markov process, the
aggregation ﬁatrix consists of only three different types of element, and this
entails some simplification of the method. We should recall at this point that
a numerical method such as that of Takahashi, which works directly on the state
space of the underlying Markov chain, is not an appropriate method for most
queueing networks, due to the number of states generated.

The main result of this paper is to exhibit the relationship between the
methods of Marie and of Takahashi and this is achieved in the final part of sec-
tion 3. By putting the heuris;ic approach of Marie on a more rigorous framework
and by providing some insight into the source of the approximation error, it is
hoped that this work will pave the way for further research to yield error
bounds in an initial stage and perhaps at some future date, the derivation of
exact iterative methods which do not need to work on the underlying Markov state

space.



2. The Method of Takahashi

2.1. The Reference Example

Throughout this paper we shall illustrate the two approaches by means of a
simple two station closed queueing network which we shall refer to as the refer-
ence example. Each station consists of a single Erlang-2 server while two cus-

tomers of the same class circulate in the model. The service rates are as indi-

U
cated in the figure below and we shall define ¢ é —l-.

A state of the system may be described by means of the triplet (n,% ) where

1°%2
n ¢ {0,1,2} denotes the number of customers at station 1 and Zl e {1,2} (respec-
tively Ly € {1,2}) denotes the phase of service of the customer in service at

station 1, (respectively station 2). It is easy to verify that this representa-

tion generates a total of 8 states and that the associated infinitesimal genera-

tor matrix T is given by
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R [ g [ - — =

The associated stationary probability distribution vector p, is obtained by
solving ptT=0; pte=l. Here e is a vector all of whose elements are 1, and pt
denotes the transpose of the vector p. It may be verified that the vector

3 3 2 2 2 t . o
(07 (o41), ¢ (4+3), ¢(+1)7, ¢ (4+1), ¢~ (4+1), 297, ¢+1, 3¢+1) satisfies p T=0

but not pte=l.

2.2. The Iterativé Method

The method of Takahashi [TAKA75] is an iterative method in which each
iteration consists of an aggregation step, a disaggregation step and a test for
convergence. The method entails a partitioning of the state space into blocks
of states. In the example we shall partition the state space as indicated by
the dashed lines in the infinitesimal generator matrix T. This partitioning
remains fixed during the execution of the algorithm. We shall use z to denote

the number of states; r to denote the number of blocks and zg to denote the
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number of states in block i. Thus I z, = z. In the example we have 2z=8, r=3,
i=1
zl=2, z2=4 and z3=2. We shall let e, denote the vector of length zgs all of

whose elements are unity. Consider

hl
J

1 12 °re 1r

t _t t 21 22 7T 2r 3
(Pl,Pz,---’Pr) =0

rl r2 : rr

where pt = (pi,p;,...;pi) ¢ R” is the stationary probability vector, with
z Z,X2Z,

p; € R * and Tij e R J is the i-jth block of the partitioned infinitesimal

generator matrix T. We shall denote by m the i-th element of the vector p;

. t_ ,t t ty _
l1.e. P - (Pl’Pz,---,Pr) (ﬂl’ﬂzﬂ":“z)

. t _ r t .
Let us define w = (wl,wz,...wr) e IR", where Wy = Ppie;. Then w, 1is the

probability of being in one of the states of block i; i.e.

il

o+z i-1
: A
wi = 2%, ando= % z,. Furthermore, if bt = (—lpt, -lpt, .o —lpt) 4
. 3 . w," 1" w,"2 w_'r
j=o j=1 1 2 r

t t
(bl’ b2, . bz), then the jth element of bi is the conditional probability of

being in state j of block i at steady state given that the Markov process is in

block 1i.
In terms of the example we find
WS O0s03) = (mpdmy  mgkm g Tt g)

~

203 (6+2), 20[@+1)%4], 2(6+42)), and



|
( TTl TT2 : "3 Tf4 '"5 1T6 ! TT7 , “8 )
R T e U A e I e e e T M T A T A
I
' |
$+1 043 1 (o+1)° o+1 $ (+1) o 1 ¢4l 3041 ) o)
| |

(2(¢+2) > 2(9+2) | 2[(0+1)%H9] 7 2[(9+1) %40 * 2[(P+1) 4] (9 H+L) %4 :2(¢+2) > 2($+2)

The purpose of the aggregation step is to determine an approximation to the
vector w; in other words to obtain an approximation to the stationary probabili-
ties of being in each of the blocks. This is achieved by constructing a matrix
whiéh represents the transition rate between the various blocks and determining
the stationary probability vector of this matrix. This matrix Q is defined as

follows:

ZXr

2 UTV ¢ IRrxr where U ¢ IRrxz, Ve IR and

o
li

bt 0"

Note that the i-jth element of Q is

Q.. =b'T

LT, e,
ij i1373
and that th =0
(since th = thTV = ptTV = 0).

Unfortunately, it is not possible to construct Q exactly without knowing
the stationary probability vector p. However, each iteration will yield suc-~

cessively better approximations to p and therefore to Q.



In terms of the example,
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Note that the elements of Q give the rate of transitions between blocks.

This completes the aggregation aspect of the method. If the vectors bl’ b2 and b3
are known, the matrix Q can be determined and hence the vector w can be computed.
The purpose of the disaggregation step is to determine the conditional
stationary probabilities bk of the states of block k. These probabilities are
determined under the assumption that the conditional probabilities are known for
all the other blocks (i.e. given bz 2#k) and when the probability distribution
among the blocks themselves (i.e. w) is also known. This process must be
repeated for all blocks k = 1,2,...r. Since the vectors bl, 2#k are not known

a priori, they must be estimated and on successive iterations, will tend to con-

verge to their true values.

Takahashi shows that bk may be determined from the relationship

t —_—
(Pk, l—wk)Qk = 0,

Qk may be thought of as an infinitesimal generator and is defined by

T h
_ kk k - _
Qk = . where hk Tkkek
B Yk
1 t
g, = T r wbT
k 1 wk 2k L7k
and = - te
NG Y T T8k

Note that the vector hk is chosen so that the sum of the elements in the first

z, rows of Qk is zero. The i-th element of h, gives the rate at which the pro-

k k

cess exits block k from the i-th state of this block. The i-th element of the
vector g, giveé the rate at which the process enters state i of block k from
outside this block while the element Yy is chosen so that the sum of the ele-

ments in the last row is zero.
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Let us consider the first block of the example. Then since

1 t t 1 t t
Tmu; [wyb,Tyy + wgbsTy ] = Ty [pyTyy + P3T54]

= 1 ¢ & Ny
- l-(ﬁl+ﬂz) [("5(¢+1)’ ﬂ6(¢+1)) + (0,0)]

we obtain

— L L —_
G o ’
- . 1
Q = 0 ’ ¢+l ’ o+l
Te ( o ) Te r ) _ (ﬂ5+ﬂ6) 4 )
l—(nl+n2) d+1’ l-(ﬂl+ﬂ2)\¢+l > 1—(ﬂl+n2)\p+l

Note that (pi,l«»l)Ql =0

since
T T
t 1 2
(p s 1-w )Q = (l—w )( _ s 1. ’ 1)Q

1 1 17 "1y w

1 1
¢n5—nl nl+¢n6-n2 ﬂ2—¢(n5+n6)
= (l-w

V a6 0 @ep @D . Toap G
= 6%T[qms—nl, AT =T, Ty=g (Mt )]

i1 [0, 0, 0]
Thus we can form Qk (since we know w and bl (2#k)) and from it we can compute

t . , . .
(pk, l—wk). This gives us pk and we can find bk since

When bk has been found for k = 1,2,...r, the disaggregation aspect of the algo-

rithm is considered to be finished.
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To conclude this section, we present the iterative method of Takahashi in

the following algorithmic form:
Given initial approximations béo) k=1,2,...r

(Iteration n)

(1) Aggregation Step:

¢ (a-1)

() Form Q™ =ty .. (Q(“))ij = b, T je

(m) () ), -,

(ii) Solve w = 0 with w* e =

(2) Disaggregation Step:

o~
=]

For k = 1,2,...r, calculate b i.e.
(i) Form Qé“) - use bén) 2<k-1
nd b g1

(ii) Get (pi,l—wk) from (pi,l—wk)Qén)= 0

.. (n) 1
(iii) Form bk o Pr

o

(3) Tést for Convergence:

-if satisfied, STOP

if not, goto (1)
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3. Iterative Methods -for Queueing Networks

3.1. Description of the Queueing Network

Consider a closed queueing network R consisting of M stations in which N
customers circulate according to the probabilities of a fixed routing matrix.
Each station i, 1 = 1,2,...,M, contains a singie server who provides service
according to a FCFS scheduling discipline. We shall assume that the service
time distribution at station i may bé represented by a law of Cox of order L,.

i

This law may be characterized by two vectors of length Li:

(uil,uiz,...,uiLi) and (ail,aiz,...,aiLi). The parameter uij denotes the rate

of transition from the j-th service phase and (l—aij) is the probability that
the service will finish after the j-th phase has been completed. Note that

agr = 0, ¥i, and that phase 1 is always completed.
i
For this class of queueing network, there exists a Markov process which
allows us to characterize the state of the network and its evolution in time.
Any state of this Markov process may be described by a vector of length 2M as

follows:

s = (n192’1’n2’9’2" .. ,nM’RlM)’
where n, represents the number of customers at station i and li is its current

phase of service.

We shall denote by S the set of all possible states s, and since the network is
closed, it follows that

M

In, =N, ¥se$8.
. i
i=1

The variable Qi assumes its values from the set {0,1,...,Li} if, by con-

vention, we allow 2i=0 to signify that server i is idle. Note that £i=0 iff ni=0.
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As in the previous section, z will denote the number of states of the
Markov process; i.e. z = |S|, the cardinality of the set S. We shall denote
by T, the infinitesimal generator matrix of the Markov process and p its
stationary vector. It follows, therefore, that ptT=0. Needless to say, we
shall assume that all conditions necessary for p to exist are satisfied; (irre-

ducible routing matrix, finite mean service time).

3.2. The Approximate Iterative Method

For the class of queueing network described in section 3.1, the approxi-
mate iterative method presented by Marie [MARI78] has the following algorith-

mic form.

Given an initial vector of load dependent service rates;
) _ ., (0) (0) (0) (0) t
v (v 715 v (@), ey v ), vy (1) ey vy (W)

0) /iy o as . . . .
where vi )(J) indicates the service rate at station i when there are j customers

at that station, then

At iteration k

(1) Determine a set of load dependent arrival rates.
This is achieved by an analysis of the product form queueing
network which has the same topology as R and for which the service

rates are given by the vector v(k—l).

The vector of load dependent
arrival rates A(k) = (Aik)(l), Aik)(Z),..., Aik)(N), Aék)(l),...J Aék)(N))t

may be computed by means of the usual algorithms for closed product form

queueing networks.
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(2) Determination of marginal probabilities
(i.e. calculation of the throughputs).

For i = 1,2,...,M, we can find the vector of throughputs
(k) (k) (k)
(\)i (l)’ \)i (2)3 ey \)i (N))

from an analysis of the queue Aék)(j)ch lllN. Note that if further
i
iterations are required, these will become the load dependent service

rates at station i in the associated product form network.

(3) Test for convergence:
- if satisfied, STOP;

otherwise, initiate iteration (k+1)

3.3. An Exact Iterative Method

Let us consider a partition on the set S such that S =\)Sl(j,k) where

5,(5k) = {s|n1=j and £, =k}.

The subscript 1 is used to denote that station 1 has been tagged for considera-
tion. Any other station would have been equally appropriate. We shall assume

that the states of S are arranged in the following partial ordering:

- states of Sl(j,k—l) preceed those of Sl(j,k) ¥k=12,...L

1°

- states of Sl(j—l,k) preceed those of Sl(j,k) ¥ j 1,2,...N.

Consequently, all the states of a given subset Sl(j,k) are consecutive. For
our purposes any total ordering on the set S which possesses this partial
ordering is satisfactory. Having chosen such a total ordering, we shall denote
by sj the j-th state of S accordingly.

To be consistent with the notation used in the previous section, we shall
call each subset a block. Block i denotes the i-th subset Sl(j,k) chosen

according to the above ordering. By comstruction, the number of blocks, r, is
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equal to (NL1+1). We shall denote nl(i), (respectively 21(1)) the value of n,
(respectively 21) for the states of block i. 1In the suite, in order to keep the
notation reasonably simple, we shall omit the subscript 1 which is the explicit
reference to station 1. We shall include it only when it becomes necesséry.

Thus nl(i) = n(i) and Rl(i) = v(1).

As in section 2, z, shall denote the number of states in block i. There-
fore, we have
zg = |s(mi),e@)| , i=1,2,...r
Finally, we shall denote by B(i) the set of order indices of the states
s € S(n(i),2(1))
Returning to the reference example, the partition chosen corresponds to

§ = 5(0,0) U s(1,1) U 8(1,2) U 5(2,1) U 8(2,2).

with  §(0,0) = {(0,0,2,1), (0,0,2,2)},

s(1,1) = {(,1,1,1), (1,1,1,2)},
s(1,2) = {(1,2,1,1), (1,2,1,2)},
$(2,1) = {(2,1,0,0)}, and

$(2,2) = {(2,2,0,0)}

We say that the Markov process is in block 3 if the process is in one of the
states of the subset S(1,2). In this case we have n(3)=1 and £(3)=2. Finally,
if we keep the order on S that was used in section 2 (for this order is com-
patible with the partial ordering defined in the current section), we have
B(3)={5,6].

We shall now compute the probabilities wss i=1,2,...,r that the process at
steady state is in one of the states of block i by means of the aggregation
step suggested by Takahashi. We shall consider the matrix V € R**T whose

elements are given by
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1 4if i ¢ B(j)
V), . =

] 0 otherwise.

, rXz
and the matrix Ue IR such that

(U).j = conditional probability of being in state Sj knowing that the
i

process is in block i.

T,
—J
) Me if jeB(d1)
i.e ) = keB(d)
0 otherwise

where only elements which are non zero are indicated. The matrix corresponding

to the matrix product TV is of dimension (zxr) and has coefficients given by:

(TV)ij = transition rate from state oH to block j
= I t., , for i#j and t,, is the i-kth element of T.
.y ik ik
keB(j)
(TV)ii = —.Z.(Tv)ij otherwise,
j#i

The matrix Q which corresponds to the product UTV is a square matrix of order r

and has coefficients

i#j: (Q).. = I (probability of being in state s [ process is in block i)
13 keB(1) k

*(transition rate from state s, to block j)

k

fl

(Z m (% t o))/ L m
keB(1) X gen(q) Y kep(i) ¥
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= Transition rate from block i to block j (knowing that the process
is in block 1)

i=j: Q.. =-1 W

e ij
ii j#1 i

It is now necessary to take the specific Markov process considered here into
account and the effect of this specific process on the elements (Q)ij' For any
block‘i, the only transitions which are possible from block i to block j, j#i,

belong to one of the three following types:

type 1: 1if n(j) n(i)+1l and 2(3) = &(1)

il

type 2: 1if n(j) n{i) and 2(j) = 2(i)+1

type 3: 1if n(j) n(i)-1 and 2(j) = 1 or O.

The possibility £(j)=0 corresponds to the case where n(j)=0.
We may therefore refer to interblock transitions of type 1, 2 or 3. Note that,
as a result, there will only be three non zero off-diagonal elements per row,
which implies that for large r, Q will be very sparse.

We shall now show that interblock transition rates of type 2 and 3 are
independent of the stationary probability vector p.
For a transition of type 2 between blocks i and j, we have

VkeB(i), I t

= U, ,: 4, ,.+ s Where Mooy = Mo .
2eB(§) k& L)1) (1) 121(1)

and al(i) = alﬁl(i)

In other words, a transition from any state of block i to block j which results

from a change of phase of the server in station 1 has a constant rate., It fol-

lows that
@45 = "oy eq)

Note that in this case, j=i+l.
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This rate is therefore independent of the probabilities nj, and depends only on
the defining characteristics of the network.

Likewise, for a transition of type 3, which corresponds to a service completion
for server 1, we have

¥keB(i), = t

= U, ey (=2, .)
26B(3) k2 (1) (1)

and in this case we obtain

(Q)ij = “z(i)(l_az(i))

which is again independent of the probabilities ﬂj.

Consequently, taking into account the specific application in which we are inter-

ested, only the computation of transition rates of type 1 require the vector p

(or an approximation to p in the case of the iterative approach of Takahashi).
Transitions of type 1 correspond to the arrival of a customer in station 1.

We shall now introduce a specific notation for'thisvtype of interblock tfansi-

tion:
Let A(u,v) & (@
b ij
for the case when n(i)=u; n(j)=ut+l

and Q(i)=v=ﬁ(j).

For the reference example, the interblock transition rate matrix Q may be written

(n(i),2(1)) block 1 2 3 4 5
(0,0) 1 -1(0,0) 1 (0,0) 0 0 0
,(1,1) 2 0 -(ul+x(1,1)) uy A(1,1) 0
(1,2) 3 uy 0 -+ (1,2)) 0 A(1,2)
(2,1) 4 0 0 0 —Hy My
(2,2) 5 0 My 0 0 -1y
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where, by definition

m m

H 1y H,T
ﬂ2+§ 3 A(L,1) = ﬂ2+i s A(1,2) = ﬂ2+2
172 3 4. 576

2(0,0) = (2)

With application to the type of network considered, the aggregation step of
Takahashi's method therefore consists of determining the vector w which is the

solution of

where the only parameters which are, a priori, unknown, (but which may be
expressed in terms of the vector p) are the rates

A(n,2), n=0,1,...,N-1; 2=0,1,...,L,.

It is interesting to note that the Markovian process associated with the
blocks and with the vector w is identical to the Markov process associated with
the states of the queue A(n,2)|CL llIN. For this queue, the service time dis-
tribution is the same as that of station 1, and the arrival process is a
stochastic point process for which the intensity depends on the state (n,%) of
the queue.

Rather than use the standard numerical technique to obtain the vector w
(as in the case with Takahashi), we may use a method which is more suitable for
this type of process, for example the recursive methods presented by [MARI83].
If x(n,%) denotes the stationary probability that the queue is in state (n,2%),
then the recurrence relation is obtained by using the fact that for any queue

A(n,2)[C |1|N we have [MARI78]

N~

L
X(n+l,2)u2(l—a2) = I x(n,)r(n,L)
1 2=1

2
Such an approach is efficient both in terms of execution time and computer
storage. For the reference example, instead of solving the system th=0 (which

in this case is easy to obtain given the small number of variables wi), we may

consider the Markov process associated with the queue A(n,Z)ICL |l|2. The
1
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transition graph in this case, is as follows:

u
(2,1) ¥ (2,2)
M1
AL, 1) A AA(1,2)
1,1 >
(1,1 “I (1,2)
A (O ,0) AN
1
(0,0)

Naturally, the Chapman-Kolmogorov equations obtained by considering the queue
are identical to those which would be obtained in expanding the system th=0,
but here it is easier to generate the equations and their solution by the recur-
rent approach is readily obtained. The relation which allows us to use a recur-
rent method may be written here as

ulx(2,2) = A(1,1) x(1,1) + A(1,2) x(1,2)

or Hyws = A(1,1) w, + 2(1,2) wq (3)
(recall that lex(0,0); wZEx(l,l); w3Ex(l,2); w4Ex(2,l) and wSEx(Z,Z))

The first two Chapman—Kolmogorov equations, taken in the order of the blocks,

may be written
(@) A(0,0)w
(b) (A1, DH)w, = A (0,000, + wo.

Using equation (3) and (a), the second equation (b) may be written as

(A (1,1) + Hy) wy = 1(0,0) w; + A(1,1) w, + A(1,2) Aﬁ%igl.wl

1

51 M1
Also, from (a), we have directly

- ., 20,0)
37 % n
1
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From the remaining Chapmann-Kolmogorov equations, we obtain immediately

A(1,1)

w, =W
21,11

o

- A(1,2)
w5 = w4 + w3—_;1_—

For this particular example, knowledge of a vector proportional to p (see
section 2) allows us to determine exactly the rates of transition of type 1.
From equation (1) of the previous section we have

) = Y2 a2 = B

A(0,0) =
2($+2) (¢+2) (¢+3)

It is therefore possible to verify that the solution obtained is indeed the
same as that obtained from the vector proportional to p. For example, from (1)

we have

“3 MMy 92043 | (443)
wl 'n’l+'lT2 2¢3(¢+2) 2¢ (¢+2)

while from the results just calculated we find

Y3 _200,0) _ M2, (e#3) | (4+3)

BI My up o 20+2) 29 (9+2)

Unfortunately, in the general case, the vector p will not be known, so that,
applying the method of Takahashi, it is necessary to follow this aggregation step
with r disaggregation steps, (according to the procedure presented in section 2),
in order to be able to calculate the r vectors p,-

In this paper we shall not take up the development of the disaggregation
steps. Their implementation in the case of network studied here does not appear
to generate any significant simplification. It should, nevertheless, be noted

that the vector 8> belonging to the last row of the matrix Qk depends only on
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the probabilities ﬂj of states contained in the neighboring blocks of block k.
Thus, from sparsity considerations, this permits us to simplify the calculation
of 8

What is important to note is that to use the method of Takahashi, it is
necessary to have at least an approximation to the vector p. This implies that
the method can only be used if the number of states in $ is not excessive (e.g.

104, 105). However, for the type of network which we are concerned with here,

it is not unusual to generate 1010, lOloo states. The interest in developing

approximate methods for solving such networks which do not need the vector P»

should therefore be evident.

3.4. The relationship between the exact and approximate methods

Which might appear to be a reasonable first approximation is to replace
each rate A(j,k) by A(j) where A(j) is defined to be the rate of transition from

the block formed by those states s for which n =j, towards the block formed from

1

states s for which nl=j+1. In the reference example, it is possible to calculate

A(0) and A(1l) exactly. The blocks to be considered here are precisely those pre-

sented in section 2. We obtain A(0) = A(0,0) = u2(¢+3)

2(9+2)
@) = -2, (3er1)
My A 2[(¢+1)+9]

However, if we use these rates to generate a matrix Q, then the solution w
obtained from Qt§=0 is only an approximation to the vector w. We have thus not
made any progress, for we no longer obtain the exact solution and yet it is
necessary to calculate the rates A(j) from the vector p——which is precisely

what we are trying to avoid.
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We shall describe our second approximation, first in terms of the reference
example, and then in more general terms. For the reference example, since there
are two stations, we shall consider two different aggregation steps. The first
is that already used in section 3.3:

viz: S =) Sl(i,k)

The second is of the same type, but this time is defined with respect to station
2:

viz: S = k}Sz(i,k)

where

S,(1,k) = {s|n,=j,8,=k}
We therefore obtain two transition rate matrices relative to the two different
aggregations i.e. Q(1)=Q and Q(2).

Let w(l) and w(2) be the normalized solutions of
w(l)tQ(l)=O and w(2)tQ(2)=0 respectively.

Now define vi(ni) to be the departure rate of a customer from station i, knowing
that there are n, customers in station i. This rate may be expressed uniquely

as a function of the vector w(i) and the parameters of the network. For example,

for i=1
z w (1) w., . (1-a )
{k|nq (K)=3} k 12, (k) 7 Tley (k)
e z w, (1) (4)
{k|n, (=3}

Numerically, for the example considered, we have, (since we know the vector w(l))

vl(O) =0
Hi0g Hy ¢ (+3)
v, (1) = =
1 w2+w3 2(¢ (¢+3)+1)

Hy wg Wy (3¢+1)

V(@ = w Fog ~ 2(24+1)
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In terms of the reference example, the approximation consists in taking
approximate matrices Q(i) i=1,2 by using

A k) = Y, L (N-3) 11,2
where the %(j) are computed by means of the vectors %(i) which are the solutions
of %t(i)ﬁ(i)=0. Since ii(j,k) = ii(j,k'), ¥ k', k, we may use the notation X(j).
The entire set is solved iteratively by taking vio)(j) as an initial estimation.

@y =2

(for example, v, —
i m,

> j=1,2 where m, is_th? mean service time for station
i, i=1,2).

This then gives us an initial pair of matrices Q(l) and 6(2). From these
matrices we may compute the vectors &(l) and G(Z) which allow us to obtain new
values for Qi(j) and so on. It is important to note that no approximation to
the vector p is ever used.

Note that even if we start with the exact xi(j)'s, we obtain only an
approximate vector w(i), i=1,2 since they are derived from the approximate
matrices é(i)'s. Therefore from (4) we get approximate values Gi(j), i=1,2
which give approximate values ii(j) for the ii(j)'s of the second iteration.

Note also that for this reference example because M=2, we have no diffi-
culty in expressing the ii(j)'s as functions of the Gi(j)'s since for the exact
values, we have exactly

Ai(J) = vy  (N-j) i=1,2

However, when M is greater than 2, this is no longer true and the exact values
of the Ai(j)'s cannot be determined from the vi(j)'s without knowing some com-
ponents of the vector p.

Consequently, to move from the reference example to the case of a general
network, we also have to guess a good approximation to the Ai(j)'s which depends

only on the vi(j)'s (in order not to use the vector p).

v
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We consider M aggregations relative to the M statioms. If v denotes the vec~
tor of throughput rates of the stations, we consider the product form network R¥%
which has the same topology as R and for which the service rates are given by the
vector v. We compute the conditional arrival rates A;(j), i=1,2,...M, j=0,...N-1
by meéns of the usual product form algorithms. Then we consider successively, the
M phases of aggregation by taking ii(ni,li) = Xi(ni) = A;(ni) which allows us to
obtain a new vector v. This last approximation corresponds exactly to the itera-
tive method presented in section 3.2.

Thus, by considering M phases of aggregation, and no disaggregation step we
obtain an approximate method which does not use the potentially very large sta-

tionary probability vector p.
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4. Conclusions

In this paper we have examined the iterative method of Takahashi as applied
to general queueing networks. ' It was shown that, as far as the aggregation step
is concerned, the only interblock transition rates that could not be computed
exactly a priori, where those which corresponded to the arrival of a customer to
a designated station. Furthermore, it was observed that this aggregation step
corresponds to the solution of the queue A(n,l)ICL [llN, i.e. a queue for which
the service time distribution is represented by a law of Cox of order Ll and for
which the arrival process is a stochastic point process whose intensity A(n,%)
depends on the state of the system. The desirability of including a disaggrega-—
tion step which involves the enumeration of all the states of the underlying
Markov process was questioned. The iterative technique of Marie was seen to con-
sist of many aggregation steps, one corresponding to each station of the network,
but no disaggregation step. It is hoped that this work may lead to a better
understanding and perhaps even a quantification of the errors involved in the

iterative method of Marie.
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