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ON SPECTRAL SPAN AND EIGENVALUE-EIGENVECTOR ASSIGNMENT
FOR A CLASS OF INFINITE DIMENSIONAL CONTROL, SYSTEMS

Teruo HAMATSUKA

I. N. R. I.A.

Domaine de Voluceau'
BP 105 - Rocquencourt
78153 LE CHESNAY CEDEX

This paper is concerned with the spectral span of the state space and eigen-
value-eigenvector assignment of a infinite dimensional control system.

If the state space is finite dimensional, then the spectrum of the state ope-
'retor consists of 'a finite set of eigenvalues and the state space is spanned
by its generalized eigenvectors. It is well knowm [11], [127 that every eigen-
value ‘ of the system can be shifted to }any place in the complex plane by state
- feedback if and only if the system is controllable. Furthermore, we may assign
generalized eigenvectors beyond eigenvalue selection [9], r107. |

. On the contrary, in the infinite dimensional case, the spectrum Qf a state



operator is very chaotic even if it is a discrete operator [3]. FEINTUCH and
ROSENFELT [6] considered the system whose state operator is discrete normal

and proved that the controllable system can be reduced to a single input system
while preserving controllability. Also they proved a pole assignability theorem.
FEND, ZHU and HU [7] studied the infinite dimensional linear system with single
input under the assumption that the state operator is scalar, spectral and dis-
crete. They derived the formula of pole assignment which realize the infinite
nunber of pole assignment and applied the result tb the elastic vibration sys-
tem for a space wvehicle with slender body.

In this paper, we mainly consider the campact control system, that is, the
system whose state operator generates a compact semigroup. In Section 3, we
shall show that the state operator has infinite number of eigenvalues and the
state space is spanned by its generalized eigenvectors. A condition which
realize the eigenvalue-eigenvector assignment is dirived in Section 4. Some
examples are given in Sectiomnnb.

2 - MATHEMATICAL PRELIMINARTES

Let % ,6?/{ be two separable complex Hilbert spaces. Consider the linear
system
d

(2.1) a—Eu(t) = Au(t) + B f(t), t>0
where U ¢ % (the state space), F « O (the control space) . The operator A
is the infinitesimal generator of a Co—semigrotlp T(t), t 2 0 . Then A is
closed with dense domain 2/(a) in % . B is a bounded operator from U to%
(for bervity we write B <4 (9 ;% )). By the solution of (2.1) we mean a
weak solution [1] of the form

' t
(2.2) u(t) = T(t) u(g) + / T(t-s)Bf(s)ds , £t =2 0

0

. for u(0) €%, £(.) « L?_((o,T),@a), T finite. The set of all states reachable
in time t > 0 starting with zero initial state is denoted by@%’t(A;B), that is,



. t .
K MiB) = (ueFg|u=7 T(t5)BE(s)ds, £e Ly((0,£);9Y }.
. ' co 0

Iet

%C(A ,B) = U @% (3;B)
0

&m'%c (A;B) is called a controllable subspace and the system is said to be
controllable if Q¢ (A;B) = 6 . Let £(t) = Fu(t) for F e LU, then the
clased loop system :

dao) = (A + BF) u(t)

is called the state feedback system. It is well-known [4], [5] that

%.@B) = U T(t) Range B
0

V R(x;A)" Range B
n=0

for A > w_=1lim log ||T(8)]] / t
oo

where R(\; A) = D\I—A]—'l, i.e. the resolvent of A. As in the finite dimensional

case,
%C A,B) % (A+BF,B) for WF ecfp(%@t)

that is the controllable subspace of {A;B} coincide with the one of
{A+BF,B} [2]s.. '

DEFINITION 2.1.

An operator A is said to be discrete if its resolvent R(A\;A) = [AI - A}
compact for all A ¢ p(A)..



The following lemma is due to DUNFORD and SCHWARTZ {3].

If A is discrete, then

N

a) A has pure point spectrum consisting at most of a countable sequence of points
with no finite limit point.

b) every >‘o in o (3a) is a pole'of finite order \)(Xo) of the resolvent.

c) for each positive integer n Ker(D\OI_—A]n) is finite dimensicnal and

Ker([AbI—A]m) = Ker(D\OI—A]mH) for m = \)(AO), \)»(AO) is the smallest positive

V(X)) C
integer with this property. (Ker(l XOI—A] ©) is called the space of gene-

ralized eigenvectors of A corresponding to Ao'

Q) if Pe HGY), then A+P is also discrete.

DEFINITION 2.2.

A Co-semigroup T(t) is called 'cog@ct if T(t) is compact for all t > 0. The
system (2.1) .is said to be compact if A is the infinitesimal generator of a |
compact semigroup T(t).

Many important properties of the compact semigroup have been studied in detail
in [1]. We may state some of them in the form of a lemma.

If A generates a compact semigroup T(t), then

a) A is discrete



b) T(t) is wniformly continuwous for t > 0
- ©) if P is a bounded operator, then A+P generates a compact semigroup.

REMARK 2.1.
The fact that A is discrete doesn't imply in general that A generates a compact
semigroup (see [1] for a counter example) .

3 - SPECTRAL_SPAN

'Ihis section studies the approximation by generalized eigenvectors. We begin with
a basic definition and with mtroduclng an equivalent class of vectors conceming

" \ith controllable subspaces.

DEFINITION 3.1..

ILet A be a discrete operator 1n% Then the smallest closed subspace containing
all the solution u of the equations [AI AJVO‘) u=0with A in o (a) is called
the spectrol span of A and denoted by sp(a).

Iet

[v] =fu « | D msw) =5, ()

for v in%, then obviously [v] is an equivalent class. The following lemmas’
will be used later. '

a) [v] <%, (a;v)
b) R(A;B) [v] c [V] for ) € p(A)

c) there exists a § > 0 such that S(v;§) < [}, if v # 0, where
S(i8) = (u e G miw| || wv || <6}



d) furthermore, we can choose a §' > 0 such that if u e S(v;8') is a weakly

convergent sequence and u = w-lim u then u e [V].
oo

Proof

a) is obvious, since u ¢ [Vv] implies ue %.c (A;u) =%C(A;v.) .

For the proof of b) it is enough to show that R(A\;A)v e [v]. Let u = R(A;A)v, then
u e@(A) and u € %C(A;u) c %C(A;v) . On the other hand v = [AI-Alu € %C(A;u),
since ALZ_ (A 0 Q@) < Z¥ (Aw) . This means Ff (a;v) = 2§ (A;u) . Therefore
% (a;0) =24 3;v), i.e., ROGAIV e [V].

To prove c¢), first notice that w e %?,C(A;v)l if and only if the inner product
(w,T(t)v) in @ vanishes for all t = 0. Suppose for any § > 0, there exist vectors
W, €5 € 9F (A;v) such that ' IIW(SH =1, 0< ||e6|| <8

(w., T(t) (v+e6))_ =0 for all t = 0.
Then

(3.1) | (w

o TV | = | wg, T(e)| < [|T®)[]8

for all t = 0., Thig is the contradiction, since Z(, (A;V) n (A;v)‘L = {0} and
c C

(3.1) implies for any € > 0, there exists an unit vector wife) such that
(w(e),u) < e||u|| for all u in ,%C(A;v).

Suppose now for any §' > 0; there exists an unit vector w € %C(A;v) , and a

weakly convergent sequence u, € S(v;8') such that
(W,T(t)u)% =0 for all t > 0, where u = w-1lim u -
Y : n-o>o
Then

lim | (w, T(t)u)| =0 for any t = 0.

n-oo



Therefore, for any t 2 0

I (w, T(t) V) |

IA

| (w,T(t) un) | + | (w,T(t) (V—un) ) I

A

[ (w, T(t)u ) | + || w,T(t)]]|68"

The first term tends to zero as n + « for any t = 0. This leads to the contra-
diction and proves d) .

If A generates a compact semigroup T(t), then the resolvent operator R(X;A)has

at least one eigenvalue, that is, R()\;A) is never quasi-nilpotent.
Proof

Suppose R();A) has no eigehvalues. Ietc:%é} be the controllable subspace of the

pair {A,v} for vz 0 in % . T.hen@/@ = v R(X;A)n{v} for A > Wy and is
n=0

infinite dimensional, for otherwise R();A) Q%I has an eigenvalue. By lemma 3.1
we may choose a 6§ > 0 such that S(v;8) = {u ¢ uvl | [u-v| <6} <[v] and any weakly =
limit in S(v;¢) belongs to[v]. Then from lemma 3.1 , b) , R(X\;A)S(v;8) < [v] and

compact, since R(A;A) is compact.

- Therefore, for each u in R()A;A)S(v;8) there exist a continuous function h(t) and
open neighborhood@/\f u of u in Q%é, such that

t
(f h(s) T(t-s)ds)N < S(v;e)
0

t
for some t > 0. The operator [ h(s) T(t-s)ds is well-defined in the uniform ope-
0 .

rator topology and compact, since T(t) is compact.

Therefore, by compactness, there exist a finite set of continuous functions
hl(t)’ hz(t), ooy h.K(t) and times -tl’ t2, ceey tK’ such that for each u in



t,
i

R(OGA)S(v;8), [ hy(t) T(t,-t)dt maps u into S(v;8) for some i e {1,2, ..., K}.
0 .

For brevity, we write

t,
5 .
f hi (t) ’I‘(ti—t)dt = Ti.

0
Then for each positive integer n we may find suitable indices i(y, i(2), ..., i(n)

such that

n
a1
(mTzfl Ti(m))RO\,A) v
= Ti(l)RO\;A) Ti(z)R()\;A) ‘e Ti(n)R(X;A)V € S(v;6)
NowletM=n*ax{||Ti|]|1sisK}< 40, then
n n . n :
H<m£1 T mROR VI < M ROGA ] [V

Since R(A;A) is quasi-nilpotent, we obtain
M| | R(A;A)" Il/nHV] ll/n ~ 0 as n + 4o

Therefore

n
(3.2) llcn 18, 0 as n+ +.

n
x m)R()\,A) v| |

(

On the other hand notice that 0 ¢ R(A;A)S(v;8), 0 ¢ S(v;8), since 0 ¢ [v]. Hence

for some p > 0, we have

n
n
p < || (mlil Ty () RO3R) vl
QY
(3.3) I/n ||(Ir} T )R(A;a) " lll/n
. P i (m) iV

m=1



Since lim pl/n =1, (3.2) and (3.3) give a contradiction. This completes the

proof Jre

REMARK 3.1.

This lemma is an improved version of lemma 2.2 in a paper [8] given by the
authors at a conference on "Analysis and Optimization of Systems", Versailles,
FRANCE, 1982.

i

The next theorem is one of the main results of this section.
THEOREM 3.1.

If A generates a compact semigroup T(t) then ¢g(R(X\;A)) is an infinite set.

Proof

Suppose o (R(1;A)) is a finite set, say o(R(X;A)) = {0, Upr Hor eees “N} ,
M ® 0,i=1, 2, ..., N. Let E(pr;R(A;A)) be tha spectral projection corres-
ponding to'ur of R(A;A), and let

® N

. E= ¥ E(u_.R(;h))
'
r=1

then E is compact since E% is finite dimensional and furthermore (I—E% is
closed. Therefore

(3.4) % =£eZe (1-E)%

and both EZf and (I-E)2, are R(\;A)-invariant, for E commutes with R(};A). The
decomposition (3.4) means taht the restriction R(A;A) | (I-EXY is quasi-nilpotent.
This leads to the contradiction, since R(A;A) is never quasi-nilpotent by lemma 3.2,

COROLLARY 3.1.

CIf A generates a compact semigroup T(t), then ¢(A) is an infinite set.
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Proof

This is evident, since thené is one-to~one correspondence between op- (A) and
o (R(A;A)).
p( (

The following lemma is due to [3] and it is necessary for the proof of the spec-
tral span theorem.

LEMMA 3.3

Iet A be an uwnbounded discrete operator in the complex Hilbert space ‘% with
spectrum {ki} , then

sp (A} = &,.@H*
where
&, @) ={ueD| BEG AN u =10, 1 <1< )

and E(Xi ;A*) is the spectral projection corresponding to -Xi of A". Furthermore,

the space&:; (A*) either is infinite dimensional or consists only of zero?
The next spectral span theorem is the central result of this section.

- THEOREM 3.2,

Suppose A‘generates a compact semigroup T(t) and op (a) = {Ai}oo then

i=1’
(A =%,

Proof

By lemma 3.3., sp(A)" =& (") and &/ (A") either is infinite dimensional or

"0

consists only of zero. Notice thatggo (%) is R(A;A) *—invariant and
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Op(R(A;A)*) = {:—f—— ,1=1,2, ... }.
ATAd
suppose & (A*) is infinite dimensional, then
o (ROGA | L") = {0},
since E(—= ; R(:;A)") = E(X,:A%).
1

However this is impossible by lemma 3.2.

4 - EIGENVALUE - EIGENVECTOR ASSIGNMENT

'In this 'seétion we consider the eigenvalue-eigenvector assignment by state
feedback. We havwe the following

!

THEOREM 4. 1.
a) if py € p(A) n op(A—l—BF), then 1 ¢ op(FR(u;A)B)
b) if ue p(A) and 1 ¢ Op(FR(u;A)B), then p ¢ cp(Aﬁ’-BF)

‘Proot

Suppose U € p(A) n cp(A+BF) , then there exists a nonzero u in % such that
uu = (A+BF)u. A simple calculation gives us

(4.1) = R(p;A)BFu:
By operating with F on (4.1), we hawve
Fu = FR(y;A)BFu

This implies 1 ¢ cp(FP(u;A) B) and Fu is its eigenvector in9U
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On the other hand if 1 ¢ op(FR(u;A)B) and let £ be an correspaonding eigenvector,
FR(u;A)BE . Let u = R(u;A)BE, then ue GJ(A) and Fu = £, Therefore,

then £ =
(uI-A) = Bf = BFu, that is, (A+BF)u = yu. This completes the proof.
THEOREM 4.2,

let {p.}of_ be a set of distinct complex numbers which has no finite limit point.
i'i=1

Suppose {ui}oio___l c p(A) and

(4.2) V. R(u;B)b; = 4
i=1

for bi ¢ Range B, bi z 0. Then there exists an operator F from% into@/{ such
that ‘

]i=1

9% (a+BF) ={u i

by = Ry iAb; / [RGB =1, 2, ...

are corresponding normal eigenvectors. (In general ll)i, i=1 2, ... are not
orthogonal) .

Furthermore, if bi = BF,i, Ei e_@,{ and
_ | 5
=gl

z 2
i=l ||R(y;;2)D, | |

< 4,

then F is bounded.

Proof

From the definition of wi, we have

b,
_ i
TR S TR TRB T

BE,

[TR(u; :A) b, T
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let us define F by

£ .
E\pi.— IIR(ui;A).bill fori=1, 2, ...
Then [uiI—(A+BF)] b =
Suppose now _
' 2
o |1&s]]
( = ) =M< 4

z )
i=l | |R(uy:R)by] |

For each u in %we have an wmique representaticn

u= X U,
=1 7
and
2,1/2 2)1/2
M@ a5V < ] <l DY
for suitable chosen positive constants My and M2. Then
® > u; &5
S Fu= I u K, = I -
i=p 11 5o [IRGuAD ]
Therefore
‘ 2
@ 1/2 el
[IFal] < (2 Ju |2 L2
i=1 1-—1 ||R(ui;A)biH
< (M)

This completes the proof.

The condition (4.2) implies that the pair {A,B} is controllable, since
R(p; sA)b; e% (A;B) .
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In theorem 4.2., there is a flexibility of the selection of bi for the same
{ul} i=1 . Therefore, we may select eigenvectors beyond eigenvalue selection
as in the finite dimensional case [9], [10].

COROLLARY &4.1.

be a set of distinct complex nunbers which has no finite limit point.

Suppose {ui}o;;: c p(n), Vl R(u -A)b = % for non zero b € Range B, and
: i=

, 2
°° NEAy .
T < 4o for b, =BE,, gie@,{.

i=1 2
[ 1RG1y 520Dy |

Define F as in the proof of theorem 4.2. lLet fi = F*g; for
* * *_*
§; € Ker [Ig),-B R(u;A) F 1, g, = 0, and let

R(u, 7A) f

IIR(u A)fﬂ

Then {L])'}w is a set of normal eigenvectors of A" + F B and or (A +FB) =
{ﬁi}:_:l. Nbreover v} } is a basis of & and

(4.3) (¥;,9}) =0 if and only if i # j.

Proof

Notice that F is bounded and Ker [I@M —B*R(ui ;A*F*] is not trivial since
K - ; initi
er[I@u FR(pi,A)B] gi # 0. From the def:.nltlon of lpv

£.
i

*
I lR(ui iA)! fi! I

1

(n; - A"y} =

On the other hand
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* . *_ %k . * . *
F'BY; T F B R(sA) fi/l |RGuy :2) £ ||

*__ %k *__k K * .
F'B R(u;:A) F & /| R 58) 7, ||

F e/l IR ) g |

.
fi/l |R(Ui7A) fi] I
Therefore

! = @+ F*B*)wi |

For the proof of (4.3) it is enough to show that (R(ui;A)*fi, R(uj;A)bj) =0

for i = j.

: ( : *' - -
- (R(uy 7A) £ R(uj;A)_bj) (£, R(ui,A)R(uj,A)bj)

Ce , o_ 1 ) _ .

HyTHy

|

—— ((RGu:2) Fe, BE) -
Uj Ui

- (FE, R(uj;A)Bij)}

* * Kk _%k
{(B R(1; ;A) F Ei,aj) -

*

_ 1 * _ * ’
= ((g;,85) - (5;,89))

uj-“i

0 for i # 7.

'COROLLARY 4.2,

Iet {'“i}oio=l be a set of distinct complex numbers which has no finite limit

point. Suppose ‘
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{“i}oio=lc 0 (B), Vl R(y;;A)b = 9% for non zero b, ¢ Range B. let us select ¢! in
l—

1 ] _
%n such that (¢, R(u ;A)b ) =1, where

%, = V RliRb;

izn
Then

o]

a) VvV ¢ = 2@

n=1

b) define Fby Fu= I (u, ¢})§; for b, = BE,.

i=1
=]

@(F) = {u e%| j_il (u ¢i)gi is canvergent}.
Then op(A+BF) = {”i}i=l and {R(ui ;A)bi}i=1 are corresponding eigenvectors
© g2
c) furthermore, if T < 4o , then F is bounded and {¢r'1}._1 are
i=1 2 1=
JLa

eigenvectors of A" + F'B* which correspond to {ﬁi} i=1°
Proof

Since the codimension of %n is one, we can select ¢>n uniquely in%;. Suppose
(u, ¢r'1) =0 forn=1, 2, ..., then for the representation u = I unR(un;A)bn,

we have u, = (u,cbr'l) = 0. This prowves a). n

Note that R(u;A)b, ¢ GA(F) for i =1, 2, ... and FR(ui;A)bi = £, . Therefore

]

(A+BF)R(ui;A)bi uiR(Ui:A)bi - (uiI-A)R(ui;A)bi + b,

)

This proves b).
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To prove c), first note that

Sup | (o2, w1

[1o2 1]
n

= Stjlp |0 RUu:AIDY T/ RMAI bS] |

| (62, Riu:A)b ) |/] Ry 7R b ]

/| |RGu ;2D ||

Therefore, {| |R(un;A) | |¢n}°ii=1 is a normal basis of 9%, and there exists cons-
tants Cl; ‘C2 such that |

' ‘ : 2,1 :
cyllull = @ |l [RGy2 [op) | /2 < ¢l

Suppose now .
' 2
°° e, ]| |
(3 i 5 1/2 =M< 4o,
S i=l HR(ui;A)biH
then
- ey |
[ Ful| < i’z—‘l I(urllR(“ilA)||¢i)| IIR(uj_?A)biH
- A
< (z |ullRagm]lop A Y2z —2 "
i=1 i=1 IIR(yi;A)bill

N

el

that is, F is a bounded operator.

Iet us note that F is the same as in the proof of theorem 4.2., since
FRyb, = £;. Let f; be a vector in 9 as defined in Corollary 4.1., then
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R(un;A)*fn € %; Therefore

R(un;A)*fn

q). =
n . * .
(R(un,A) fi, R(ui,A)bn)

" since %n has codimension one. This campletes the proof.
THEOREM 4.3.

" Suppose A+BF has eigenvalues { ”i}:=1 of multiplicity one and {ui}c;l c p(a).
Let {wi}oj;l (or {w'i}oio=1) is a set of corresponding normal eigenvectors of
A+BF (or A"+ F'B') which is a basis of §%. Then there exist vectors b, in
range B (or fi in Range’F*) such that

. F— ( _—_T—. *= 3
oJy ROiRE; = R for VRGGA'E Z6)
' — . *
Proof
By definition
Vo =Ap, + BFY, (or p, ¥! = A"y + F'BY!)
Hi¥y i i Hy ¥y i i’
Therefore
¥, = R(u,;A) BRY, (or ¢! = R(i, ;A) T BY!)
i My i i Myi il
— — * * 1
let bi -BFlpi (or fi = FBwi), then
‘ V *
= . r - .
R(ui,A)bi (or wi R(ui,A) fi)

v,

1

and
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V RGA)E =)

V R(p,;A)b, = % (or:
1 1 1

nx1

REMARK 4.3,

- 2
n=1 dn

then by theorem 2.7. and its corellary [3] all but a finite number of eigenvalues
A )-\n}:'o1=1 of A have multiplicity one and furthermore

Iun-)\n}sK,nzKl

© for suitably chosen constants K; and L with K, 2 1.

In this section we consider the eigenvalue~-eigenvector assignment prcblem in
. detail through some examples. |

EXAMPLE 1

Let %= 22 (the space of square summable sequences). We use the notation

. . ® 2
u = {un} for u in %,, i.e., nil |un! < 4o, Iet D‘n} be any sequence of complex

nunbers which has no finite limit point. Define
Au ={ )\nun}

0
2
Da) ={ue s, | z w2 < )

then o (4) = {Xn} and the resolvent operator R(};A) is

u
R(;A)u = {—A—_—r{—} for A%\ ,n=1, 2, ...
n
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The operator A is discrete, since {An} has no finite limit point. If
-0 < Re.kn < W< +o, then A is an infinitesimal generator of aCo-Semigroup
T(t) such that '

At
T(t)u = {e un}

T(t) is compact if and only if lim sup Re >‘n = -, We consider eigenvalue-
eigenvector assignment problem ifi two cases. '

Casel XA, z ), fori=z j
—_— i J
let 9 = (6/ (complex plane) and B be a bounded operator from 9 into ¥ such that

BE = £b for £ ¢ % , b= {bn}c-.e 96 (=%,) . Then {A,B} is controllable if and only
if bn #0,n=1, 2, ... Therefore, it is easy to show that

[oe]

Vo R Ab =%
i=1
for any set of distinct complex numbers {ui};;l with no finite limit point if
{ A, B} is controllable. Then by theorem 4.2., there exists a operator F (which
may not bounded) from &Y into G such that op(A-hBF) = {ui} and
R(uy ;A)b/ | |R(ui;A)b|] are corresponding eigenvectors. Moreover, if
e I R B
i I[R(ui;A)bH i : |bn|

< 4o,
2
n Iui-kn!
F is bounded, i:e., F is a linear funcitonal, then by Riesz representation
theoren, there exists a wvector f in % such that
Fu = (yu,f), (R(ui;A)b.f) =1fori=1, 2, ...

This case we have no flexibility about eigenvector assignment.
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4

Case 2 D‘n}n=l‘ have multiplicity 2 (that is, }\1 = >‘2

let 9 = %2 and B be ‘a bounded operator from 9 into @Y such that
. . 2
B = bl v p” for e =| e UEED, v Ry

Then {A,B} is controllable if and only if

1 1
Pm-1 P 2 1 2 2
Rank of Mat. = 2 for b® = (b}, b = (b
b2 b2
m-1 P

Therefore, if {A,B} is controllable

w ~
v R(u;A)b, =24

for any set of distinct complex numbers {ui}oio=l with no finite limit point and
-~ _ =1
bzifl =b

2

toy]

Poi =

=1 =2 . . . 1 2 z1 2
‘where b~ and b“ are any linear combination of b™ and b” such that b and b“ are
independent. This case we have the flexibility of the eigenvector assignment
beyond eigenvalue selection. Furthermore if

1

z > < 4o
i R A)D |

14

then there exists vectors f, and f, in % such that

. (u,£,)
) (ur f2)
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.

(Rupg_1iBIPg; _10£)) = Eyyr (Rlgy 138 1,8 =845

Ry AP L) = En

-1 =2 _
for b™ = £y,by + E)5pyr BT =850 + 8550,

REMARK 5.1.

r (RlupyiR)by; E5) =€)

In both cases, if Range B has dimension more than the multiplicity of eigenvalues,
then we have much more flexibility of eigenvector assignment.

£=1{f)
X.o o _
£ ==/ (1- 3 0p
b =1
r
where X
(1--=
A A
o,=(1-=) 1 )
n Jj=n __n
(1 -2
J
if the further conditions
2 2
D e
v <
k IHgl K ]bK|2
o, =1, I |A,~yu,| <+
k K x K K
1
Swp I < 4o

. NNRY
K j=K I“K' >\j1

are satisfied. (see [7] for details).
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REMARK 5. 3.

If the semigroup T(t) is compact then we can sﬁabilize the controllable system

in any desirable order since lim sup Re Ay == (see [8]).
' n

Next we study the second order system, that is, the system whose state operator
is secaond order (with a set of boundary conditions which may make it nonself

adjoint) .
EXAMPLE 2

Let % = L,(0,1) and consider the unbounded operator A = (%) 2 with the boundary

conditions
u(0) - kou' (0) =0,

u(l) - kqu' (1)

0

where K, and k, are arbitraiy complex nunbers possibly infinite. (k0 = o and/or
k, =« imply the conditions u'(0) =0 and u'(1l) = 0, respectively).

Case 1 kg =k, =
In this case, A is densely defined selfadjoint operator and has a pure point

spectrum with no finite limit point such that

{

0@ =o @ = {1 c@lr=r=-@n?r’, n=1,2 ..}

@n(x) = V2 cos n-1) 7x, n=1, 2, ...

. -3 ’
is a set of orthonormal eigenvectors.
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Furthermore A generate a conpact semigroup T(t) such that

T(t)u= T exp[- (n—l)21r2t] (u.@n)CDn
: 0

where

(u,<I>n) =_f u(x) @n(x) dx

L

The resolvent opérator R(A;A) is

R(A:A)u = I 1
n=l A+(n-1)

1et9=%, and define B ¢ 49 ;25) by

) :
5 -,u,(I)n)CDn, for A ¢ p(Aa)

Bf = tb for £ ¢ G , b %

Them the same arqument as in Case 1 of the previous example shows that

V Ry, ;A)b =%
. 1
i=1

for any set of complex numbers {ui}(;l with no finite limit point if (b,<I>n) 20
for all n =1, 2, ... Furthermore, if

2
| (0,0 )®
n ) < 4

r(L/ 3%
i n lpi+(n—1)2|2

then there exists a bounded operator F such that op(A+BF) = { ”i}:#l and A+BF
generates a compact semigroup.

Case 2 kg, =0,k

zoo,kl #z ©

0

This case, A ¢ o(A) if and only if A = —sz, where s is a root of the equation

.
cs
tans=———-,c=kl— d=k.k

l-!-dsz 071
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The corresponding eigenvector is sin s(t+a), where o is an constant. which
satisfy tan so kOS "And we have an estimate for the distribution of elqen—
vlal:es such that

oy == om? - 2edt +om™h

. for sufficiently large n. Moreover only a finite set of An can be multiple
poles of R(A;A), and I E(A,;A)u converges tnconditionally in the topology

i . :
of L (J), where J is a compact sub-interval of (0,1), [3]. It is easy to show
that A generates a compact semigroup T(t) since a finite set of 7\ can be mul-
tiple more than one and A > —o,

Let m be a maximal multiplicity of _{An}:___l and let U =G™. pefine B ¢ YU ;%)
by '

BE= 5 gb fore=(: J @G"

Then {A,B} is controllable if and only if
dim E(A,;A)Range B = dim E(\;A)ZY

since dimension of E(\, -A) % < m and only a finite set of A, can be multlple

‘more {chan 1.

Therefore, if {A,B} is controllable, then

0 Tk . %
V V . R(U 1 ;A)b i = 4
K=1 i=1 ki ki

for any set ofi distinct complex numbers {Lki;i =1, 2, ...m, k=1,2, ...} c p(B)
with no finilite limit point and ' :

b.ki=5i i=1, 2, ""mk,'k =1, 2, ...
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where Ei’ i=1, 2, ..., mare any linear combination of b, i =1, 2, .., M

such that Bi’ i=1, 2, ..., mare independent each other. Thus we have the

flexibility of the eigenvector assignment.
© M 1

Furthermore if I I =
k=1 i=1 ||R(H(i;A)bki.

< 4o, there exists vectors f ,
1 ki

i=1, 2, ... m v k=1, 2, ..., such that

(R(Uki;-A)bki, fkj) =glj i 1, 2, ..., Hk' j= 1, 21 cey mk
K .

Fi 7 e

for

6 - CONCLUSTON

This paper has considered the problem of spectral span and of eigenvalue-
eigenvector assignment for a class of infinite dimensional control systens.
We showed that the spectrum of compact system consists of infinite set of
eigenvalues and the state space is spanned by its generalized eigenvectors.
This fact makes us possible to classify the infinite dimensional discrete
systems, Although the controllability of the system doesn't always imply the
possipiiity of infinite nunber of pole assignment, we also derived the
condition which realize the eigenvalue-eigenvector assignment and examined
it through some examples. '
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