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ABSTRACT

A finite element method for approximating incompressible miscible displa-
cements in porous media is presented and analysed. A mixed finite element
approximation is used for the pressure equation while a discontinuous upstream
weighting scheme in conjunction with a mixed finite element method is employed
for the concentration equation. Errof estimates, which remain valid for vanishing

diffusion, are derived.

RESUME

On présente et analyse une méthode d’éléments finis pour 1'approximation
_ des déplacements miscibles incompressibles dans un milieu poreux. On utilise
uﬁe méthode d'éléments finis mixtes pour 1'équation en pression, et pour 1'équa-
tion en concentration on utilise un schéma de décentrage discontinu associé 3 une
méthode d'éléments finis mixtes. On calcule des estimations d’erreur qguil restent
valides quand la diffusion est nulle.
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1. INTRODUCTION

We consider the incompressible, miscible displacement of one fluid by
another in a porous medium. The mathematical formulation we shall use is des- _
cribed in [1] and [2]. The reservoir § will be assumed to be of unit thickness
and shall be identified with a bounded domain in R% and J = [0,T] will
denote a fixed interval of time. . ' \

Let Pp denote the pressure in the fluid mixture and ¢ the Coﬁcentration

of one.of the component fluids in the mixture, 0<c<l. The pressure equation is

(1.1 -div {a(x,c)(Vp - v(x,c))}= q inQxJd,

where a(x,c) = (al(x,c), a2(x,c)) is the mobility of the fluid mixture,
q = q(x,t) an imposed external flow rate, and vy(X,C) a function modelling
the effects due to gravity. The concentration equation is

(1.2) o(x) I div (DVec) +u + Ve = gix,t,c) inQxJ,

ot

where ¢ 1is the porosity of the rock, U  the Darcy velocity of the fluid
mixture, g & known functicn representing sources, and D a velocity dependgnt

tensor diffusion. The diffusion D is given by

(1.3) D = D(x,u) = o(x) [d T+ [u] {d, E(u) +d, E*(u)}l,

n’ d2 i and dt

tranverse diffusion constants, I the identity A 2x2 matrix, E(u) the

where  d are respectively the molecular, longitudinal, and

matrix of projection in the direction of the flow, ‘and El(u) the matrix of

projection in the direction orthogonal to the flow, i.e.,

E1.J. = =y Ug U | i, j=1,2,
lul
{(1.4)

m
—
il

I-E.



We remark that in reality d2 is larger than dt and we shall assume in
the following that this is the case. We also make the following assumptions on
the data functions. All data functions,including q are assumed to be smooth. In
particular, the functionsa,y, and ¢ are supposed to be bounded and also to
be Lipschitz functions of the concéntration. The porosity ¢ and the components
of the mobility ass i=1,2, are assumed to be bounded away from zero.

Darcy's law states that

[1.5] u = -a(x;c)(Vp + v(x,c)).

Thus we can rewrite the pressure equation (1.1) as a first order system in

p and u,
(1.8) . divu =g in @ x4,
(1.7) - u+ a(x,c) Vp = -a(x,c)y(x,c) in @ xJ.

Similarly, introducing the variable r, we can express the saturation equation

as a first order system in ¢ and r,

(1.8) d(x) o, div r + ueVc = g(x,t,c) inQ x J,

ot

(1.9) r+D Vc=0 in @ x J,.

We take for boundary condition that there be no fluid flow across the

boundary
(1.10) ue-+vs=_y on 930 x J,
(1.11) revs=_0 on 99 x J,

where Vv is the exterior normal to 39; and we specify the initial condition

(1.12) c(+, 0) = ¢ in Q.



Observe that condition (1.10) together with the incompréssibility of the
fluids implies that the data function @ must satisfy

. The purpose of this work is to define and analyse an appropriate finite
element method for the problem (1.8), ..., (1.12). For the pressure equation
a mixed finite element method [3] is used. This.is particularly suitable since
the pressure itself does not appeer directly in. the concentration equation
and only the vélocity U 1is present so that we are particularly interested
in obtaining accurate approximations to the velocity, cf [1]. For the concen-
tration equation as it is transport dominated,we use a discoﬁtinuous,upstream
weighted scheme [4] for the transport term in conjunction with a mixed finite
element method. Only the continuous time version shall be considered here.

- We 'point out that the ideas used in this scheme have already been success-
fully applied to model immiscible displacements [5].

The problem (1.6}, ... (1.12) or equivalently (1.1}, 1.2), (1.10) ... (1.12),
has been approximated by various methods and error estimates have been obtained
for these méthods, cf.[13,02]1,071, and [8] among others. Note in particular
that in [1] the mixed finite element method was used for the pressure equation
in combination with a standard finite element method for the concentration
eguation, and the method was extended and aﬁalysed for the compressible case in
[9]. The scheme used to approximate the concentration equation has been ana-
lysed in [B] for a linear, diffusion-convection equation, and the analysis
we shall give here follows the general outline of the arguments in [1]'and [6].

The organization of the paper is as follows . In section 2 the mixed
weak formulation of the problem is given.<In section 3 the numerical method
is defined,and in section 4 the.existence and uniqueness of the solution to
the’apprbximated problem is demonstrated. Finally, the error estimates are

derived in section 5.

v



II- MIXED WEAK FORMULATION OF THE PROBLEM

Let H(div, Q) be the set of vector functions in LZ(Q)2 whose diver-
gence is in LZ(Q), and let V be the set of those functions in H(div,Q)
with normal component vanishing on 9. The space V will be a space of test
funcfions for both the equation in u (1.7) and that in r (1.9). The
space ;F test functions for the concentration equation (1.8) will be
Wc = L

as P 1is determined only up to an additive constant.

(2) but for the pressure equation (1.8), we shall use Wp = LZ(Q)/constants

For notational convenience we introduce the following bilinear forms.

For © ¢ Lw(Q), define the bilinear form A(83¢,*) on VXV by

1

. A(8; o, = . B, dx, - N
(2.1) ( o B) 1 é E;(§) GT 81 X

i

{L BN e I A V)

and for any V sufficiently smooth define G(vi®s*) on Hl(Q) X LZ(Q) by

(2.2) G(vs ¢, W) = [ (v * Vo)V dx.
Q

Observe that if the coefficient dm is non zero then D is uniformly
positive definite, i.e.

(2.3) z D. .(x,u) &, &. =D _|g| £ eR
i,j=1 1,J 177 * s

with D* independent of both X and U. In particular,in this case D is

invertible and D-1 takes the form

1
X,u) = Ld, I+ jultd E(u)+d2El(u)} ]

2 2
ord + dm(d£+dt)|”[ + detlul ]

(2.4) D~

Moreover;for each U bounded in Lm(Q),D-l(x,u) is positive definite, uniformly in
X ; and; in its norm as a linear map, D~ (x,u) is bounded independently of u

and X.



We shall assume in the following that dm ~is not zero.

Dividing componentwise by a in equation (1ﬂ7), multiplying in .equa-
tion (1.9) by D-l; and faking into account the boundary conditions on elements
of V, we can express the mixed weak formulation of the problem (1.6) ...(1.11)
as follows.

. Find the differentiable maps (p,u) : J —> Wp><V and

(cyr) : J — Hl(Q)><V satisfying

(2.5) | C{div u, w) = (q.w), W e wp,-.
(2.8) Alcsu,v) - (p, div v) = “(y(c), v), VeV,
(2.7) 25, 2) 4 (div e, 2) + G(usc,2) = (g(c),z), z e,
at A
(2.8) (0" (u)r,s) - (codivs) = o0, seV

We remark that the boundary conditions (1.10) and (1.11) are taken into
account in this formulation as we seek U and r in V , elements of which
have normal components vanishing on 3. Note,however, that though u is
sought as an element of V, more regularity is required for u in order to give
meaning to the expressions (D_l(u) r, s) and G(uj;c,z). This regularity

is assured by the requirements of sufficient smoothness on the coefficients.

The above formulation of the saturation equation is used to separate
the treatment of the transport and diffusion terms in order to handle problems
with large transport. The transpoft term will be approximated by discontinuous
upwinding techniques, and since the concentration ¢ will be approximated
by a discontinuous function, we shall approximate the diffusion term by

mixed finite elements; cf. [6].



I1I- THE APPROXIMATION PROCEDURE

For a domain@we shall denote norms in the Sobolov space Hm(g@Q) by

m, &)

@lor a portion there off) the norms in Hm(F) shall be indicated by ||

omitting the subscripti@éwhen 522= @, and for T the boundary of

. m,T
omitting the subscript T when T =93Q. We shall also write H |L and
2
| || for the norms in L (2) and Hm(Q)2 as well as for those in Lw(Q) and
m
H™(Q).
Letqzh be a quasi regular discretisation of § into triangles and quadrangles

of diameter not exceeding h, and let Vﬁ X Wﬁ be a Raviart-Thomas space of

index 2,2 2 0, subordinate to 95; . Associated with V& there is the projection

operator Hﬁ : H(div,Q)'——>Vﬁ, cf. [12], satisfying for all v e H(div,2),
(3.1) (div(my v-v),w) = 0, we WS,
and also
(3.2) 2 v-vl < mnd [y

. h 5 = ) 1<j<a+1,

J
(3.3) | div(m v-v) || < Mhd || div v Iy 0<jci+l,
0
whenever || v || ~and || divv || = are defined. Furthermore Hﬁ maps V
2 J ) 2 g, 2 L
into Vh n V. Associated with Wh we have the L -projection G L=(Q) » Nh
satisfying, for each W ¢ LZ(Q),
L L
(3.4) (ph w-w,z) = 0, Z ¢ wh,
and also, .
(3.5) | o w-wl| <M lw ||, Osm<jst+l, K ¢ %O, ,
h . h
m,K j,.K
(3.8) ¥ wew] <MY g, o<gensl, K e C,
h 0,3K j.K

whenever W lies in ,HJ(Q).



- We shall also find useful the following inequalities valid for eacﬁ

K <%, :

(3.7) w || st e, Wwe W,
. 0,K

(3.8) W] <2, we Wy,

0,5K. 0,K . o

(3.9) ldivvl  <mn™d vy VeV,
0,K 0,K

(3.10) vesl o« 2y, VeV,
| 0,3K K

In each of the inequalities above, M represents a constants independent of h.

In the approximation proceedure that we shall define, we expect some loss
of accuracy in the approximation of the concentration due to the upstream
weighting that we shall use. In order to balance the precision in the approxi-
mation of the concentration equation ang the approximation of the pressure
.equation, we shall approximate C, respectively r, By polynomials of one degree

greater than that of those we shall use to approximate P, respectively u.

Thus, given k20, we define Vu to be Vg nV and Vr‘ to be V§+ln V,and

we put Wp = Wﬁ/constants and h Wc = Wﬁ+1. Then we shgll approximate the
' n h
pair. (p,u) by (ph,uh) € thX Vuh and (c,r) by (c Cpo h‘ € W Vr.
Note that the concentration ¢ is approximated in the space .NC not

h
(2). Consequently the bilinear form G(V;+,*) on Hl(Q)XLZ(Q)

does not restrict to a form on WC X Wc . Thus to define our approximation
: h h -
procedure we need to give an approximation to G. This shall be done using

1

included in H

discontinuous upstream- weighting technlques described in [4]. Toward this

endwenwke the following definitions.
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For K quh define the upstream boundary and the downstream boundary

of K, cf figure 1, by

(3.11) 3K_ = { x ¢ 3K : Usvy < 0 } = upstream boundary,

{ x € 3K : Usy

+ K~ 0}

oK

downstream boundary,

where VK denotes the unit outward normal on 9K.

\

Figure 1 : Upstream and downstream boundaries of an element K.

As there is no requirement of continuity of elements of W across the boundaries

of elements K of QE;, we define for each ¢ ¢ WC and fo? each K eqza
h

both ah upstream trace and a downstream trace of ¢ on BK; K eQE;,



cf figure 2, as follows :

exterior trace of ¢ on 93K

©-
0}
it

_ upstream trace,
interior trace of ¢ on 8K

(3.12)

interior trace of ¢ on 3K_

-
1]
|

i downstream trace,
exterior .trace of ¢ on 8K+ '

)

where we arbitrarily set the exterior trace of o on 3K n T to be O.

Figure 2 : Upstreamvand downstream traces of a function ¢.

Now for Vv € Vu

) we define the bilinear form Gh(v;',°)‘on Nchx Wch by
(3.13) G (vso,) = T { S(v+V ¢) ¥ dx
h N ¢
- Lot a1 s e (670t ey
2 9k 2 3K, .
o, € wC )

h

where § is a parameter of dissipation, 0<é<l, determining the amount of upstream
weighting. For §=1,the upstream welghting and dissipation are maximal, and for

8=0, the derivation is centered and there is no dissipation cf. [10],



- 10 -

Our continuous in time approximation proceedure is to find mappings

(Pp» uh) :J — Np; Vuh and  (Cps 1p) 1 J —> NC;: Vrh satisfying

(3.14) (div Up,» wh) = (q, wh), W, e wph s

(3.15) ' A(ch; Ups vh) - (ph, div vh) = (y(ch), vh), vy, € Vuh,
ach )

(3.16) (¢ -é—g-, zh)+(d1v L zh) + Gh(uh; Chps Zh) = (g(ch), zh), z, € wch,

-1 . :

(3.17) (D (uh)rh,sh) - (ch, div sh) = 0, Sy, € Vrh,

with the initial data

(3.18) ch(O} = Cope

where cOh is the L2 projection on WC of the continuous initial data o
h .

IV- EXISTENCE AND UNIQUENESS OF THE APPROXIMATE SOLUTION

First we state two lemmas which will be useful in the following arguments.
The first concerns an important property of the bilinear form Gh. The second
gives results concerning the pressure equation which were demonstrated by

Douglas et al. in [1].

Lemma 4.1
Let Sh denote the set of interior edges of the mesh QEH. Then for each

Ve ’\_I.u, - the bilinear form Gh(v,-,-) defined by (3.15) satisfies’
h .

C(4.1) 6 (vsz,2) = - 1 fdivv |z-l2 x + & 3 S IV'\)'I(ZJr'Z_')2 dy,
2 9 S

2 SeSh

ZeW |,
h
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: . _ + o
where V is any unit normal to S ‘and 2z and Z are the downstream gnqr 

upstream traces of 2z on § with respect to the flow given by V.

Proof :

Since for each K eqak we have ' .

2 [ (veVz) zdx = - S div v |z|2 dx + /S vev Izlzdy
K K oK -
we may write

Gh(v;z,z) = -

N |

[ div v |z!2’dx + R,
Q

where R is the contribution of the integrals over the edges of the elements

K of (%;h’ i.e

1 2 146 e
R= 2 _{= Jvey, |z|"dy - (=) J vev (z'-2) 2" dy
KE, 2.9k K 2 "ok, K
- l:ﬁ) Sovevy (z27-2") z° dy}
2 8K+ ’

Now, R may also be expressed in the follwing form :

R=1 (vevg) [(1+6) 2zt -8 !z+|2 1dy
‘ 2

{1 7r
Ké%; oK

' - _ 2
§ + f (v*vK) [(1-8) z ¥ v s lz7| Jdyl}.

oK,

Observing that v-vK = 0 on each exterior edge and that each interior

edge contributes twice, once for each adjacent element in the above expression

for R, we obtain

where Vv 1is either of the unit normals to S. B
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Lemma 4.2, we give without proof and refer to [ 1] for the demonstration
wthh uses the arguments of Brezzi [11] and the boundedness of the functions
of the concentration éL-, i=1,2. First we define, for z e L (Q ) and

-i
(f,g) € (LZ(Q))2)<wp, the continuous and discretised problems :

Find (0,8) € V x WP such that

(4.2) (div a, w)

(gsw)s Wel

A(z;a,v) - (B, div v) = (f,v), velV

Find (o, By) « vﬁ x wﬁ. satisfying

(4.3) (div O s wh) = (g,wh), W, € W

A(z;ah,vh) - (Bh, div vh) (f,vh), Vh eV

Now we may state the following lemma :

Lemma 4.2

Problems (4.2} and (4.3) have unigue solutions. Morsover the following

inequalities are satisfied.

(4.4) lall +l8] = MOl +1gll1,
v 0 0 0
(4.5) Hoo || + || 8 s M L f |l + ]
h - I h I% 1 I l% Il g l% s
4.5) Lomopll + 88, < M, n<*1 g o o3
v 0 L (J3H(Q))

where M1 and M2 are constants independent of h, and 2z and M1

is independent of f and g.
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Now we return to the proof of the existence and unigueness of the solution

of the discretised problem (3.12}, ... , (3.18).
Theorem 4.1

The discretised problem (3.12), ..., (3.16} has a unique solution.

'Prodf :

Following an argument given in [1], from lemma 4.2, the boundedness of

@ and Y, and the assumed régularity of q,we obtain the following inequality :

lu, I+ llp, Il <M.
v wp

Then quasi-regularity of the mesh implies

(4.7) luy o+ 11 div uplLs M h'l,

and it follows that for each h, D-l(uh) is positive definite uniformly in x.

Setting zh=ch in (3.16) and sh=rh in (3.17) and adding the two equa-

tions, we obtain

(¢3§h ¢)+ 0 u)r, r )+ S 5 suev)(c - o)
ot " R g ses s R TR

2 dy

1 . 2
= (9(cy)s ;) +-§ fodivou e |© dx.
q ,

Using (4.7), the nansingularity of ¢, and the positive-definiteness of

D'l(uh), we may write

d

2 2
e, IIF < Mh™" |jc IfF .
a N o lh,]o
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which yields
(4.8) Il cpll < M(h)
0
with M(h) a constant dependent on h.

To bound Fp we observe that (3.8), (3.17), and (4.8) together with the

quasi-regularity of the mesh and the positive definiteness of D-l(uh) imply

~

. -1
(4.8) I rh|L < Mh " | thO <Mh |Ch|l (h),

~

~where M(h) denotes an h dependent constant.

Now, using estimates (4.7), (4.8), (4.9), one can demonstrate the

existence and uniqueness of a soclution of the system of differential equations

(3.14), ... , (3.17).
n

V- ERROR ESTIMATES

Our aim in this section is to demonstrate the error estimates stated in
Theorem 5.1 (case of nonvanishing diffusion) and Theorem 5.2 (general case).
For simplicity of exposition,the proof is given only in the first case.,and -

we observe that the argument can easily be extended tocover the second case.

Theorem 5.1

Let (Cc,p,u) be the solution of the continuous problem (1.6), ..., (1.12),
‘and (ch, Pp> uh) the solution to the discretised problem (3.14), ...(3.18).
Then, for h sufficiently small,the following estimates hold :
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¥
(5.1) el tsup [ 2 7 uev| (cF-cT)? ¢y 122
" [0,T1 Ses, s o~ hoh
L™(3sH,) [O-TT SeSy |

*-” p-th + ” U'uh”
.L‘.’°(J,wp) L™(3,V)

k+1 | . oC
s {p e, gl o
R k+3, k+2 ot kfl(Q))

J;H T(Q)) - L(3:HT5(R)) "L (J;H

Before proceeding to the proof of the theorem we make several observations.

The estlmates of the errors in the approximations of P and U are of

,,optlmal Drder since these are approximated in a Raviart-Thomas space of order k

The estimate of the error in the approximation of ¢, as ¢ 1is apprqximented

in a Raviart-Thomes space of order K+1, is of one order less than optimal

‘due to the upstream weighting. We also obtain as a by product an estimate on
“the jumps in the direction of the flow accross the element boundaries of the

discontinuous approximation Ch' Estimates on the error in the approximation

of r have not been persued as r has no especially interesting physical

significance in the problem at hand.

Proof

We shall, as usual, make use of projections of the continuous solution
into the finite element spaces. Consider first the pressure equation. Following

[1], we introduce the elliptic projection (Bh, UB) of (p,u) into Wp X Vu

_ h h
defined for a concentration ¢ : J —> HI(Q) to be the map (5h, Uh):d —>W x V
satisfying
(5.2) o (.div.ih, Wo) = (a,mp), Wy € wph,
(5.3) Alcsupsvy) - (py, div V) = (v(e)s vy VeV

uH

}.
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]
From lemma 4.2 we have
= = k+1
(5.4) Il u-u, HV + |l p-py, ||O SsMhTT | p

with M independent of c.

Next we need estimates for uh h and ph ph Subtractlng (5.2) from
(3.14) and (5.3) from (3.15) we obtain the Follow1ng error equations for the

pressure and velocity respectlvely :

[5i5) A(ch, Up =Yy, s Vh) - (ph-ph, div vh) = A(c, Up,» vh)-A(ch, Ups Vh) +
+ (Y-(C )-Y(C)3 v )’ v, eV ’
h h h Uy,
(5.6) (div (uh-ﬁh), W) = 0, v € Vph.

Again applying lemma 4,2 anle51ng the assumptions that Y and a are

Lipschltz functions of ¢, we have

gt 1L+ Fpp=py o< M fle=c Il cllia |l + 11,
h™h 1 h™Ph 1l h'y hil

Then from (5.4) with k=0, the quasi- regularlty of the grid, and the
-assumption. that p is bounded in L* (J;H°(Q)) and that u is bounded in

L(3,L°()) it follows that

(5.7), o MugBll + lp-By I < M cec ]
| h “h v h ©h 0 h 0
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We turn now to the estimation of c-ch. Here we shall need the Lz-pro-

- + - +
jection Ch = pﬁ 1 ¢ of ¢ defined by (3.4) and the projection rh ?~Hﬁ.1r

of r defined by (3.1). As estimates for (C-Eh) and (P-Fh) .are given by
(3.5) and (3.2) we are interested in the differences (Ch-Eh) and (rh-Fh).
Using (2,7),(2.8), (3.16), (3.17), and the definitions of the above

projections, we arrive at the error equations
(5.8) (¢ g% (ch-Eh),z) + (div(rh-Fh),z) + Gh(uh; ch-Eh,z) =
- . - 3 -
G (usc-c,»2z) + G (u-up3¢,,2) + (g(cp)-9(c),z) + (¢ 5 (c-¢y),2)

'Zéw 'y

and Ch
(5.9) (07Hu ) (roF)as) - (6oGadiv s) =
| -1 _ -1 -1
(D “(u ) (r-rp),s) + (D “(u)r,s) - (D “(up)r,s)
seV .
*h
Let,
€ = ¢p-Cy p =Ty
n = c—Eh g = r-Fh,

and take for test functions z = & in (5.8) and S = P in (5.9). Then add
(5.8) and (5.9) to obtain :

(5.10)

«j% (08,8) + (D71 (u,)ps0) + 6y (U 3E.E)

= G (uinaE) + 6 (umus §.8) + (a(ey)=9(e),E) + (07 (y,)op)

1

r 7 wyre) - (07 ) + (6 mat)
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We consider first the terms of the left hand side. As ¢ is bounded below

by a-positive“constant, we clearly have

d 2 g
(5.11) — [l &)l <M= (¢£,¢),
dt 0 dt

Since D-l(uh) is positive-definite, we may write

“Huplewp) = || 0712

(5.12) (D (up o0 (uh)plls.»

For the term Gh(uh;E?E), ‘we make use of equalities (4.1), and (2.5) to write

Gh(uh;é,i) =8 SZ éluh-v

(€%-e) ay - L 1 qlg)? ax
2 esh 2 Q

+ 1-f div(u-uh)lgl2 dx .
2 Q

As q € Lw(Q) we have

IA

2 2 |
/ qlg| dx Mle”. .
Q 0

Since div u, and div ﬁh lie in the test space Wp » equations (3.14),and

(5.2) imply div up div Gh » S0 that using (5.4), amd tgé guasi-regu-

larity of the grid we obtain

s div(u-u, )]l dx’ - ' J div(u-i, )| £]2 ax| <
9] 9]

- k 2 2
< bdivlu-u )L el Tell smpTpll, [ El"<M]| £]1°.
| div( h)”ol IL | A " Hk+3(Q)) 0 0

Thus, it follows that

] §
(5.13) Gh(uh,g,g) > E

L fuevl(84-67)2 dy- mig)P
SeS, S 0

h



v

Now we consider the terms of the right-hand side of [5.40].
L7(9x(0,T))% with div u e L™(dx(0,T))
(3.6), (3.8), and (3.13),

that u is in

(5.14)

=19 -

to obtain

6y(usn.E) < Mk e )
, . k+2

Next, from (3.13), we have

G

h(u u h,g)< M

Assuming

we make use of (3.5),

el <Ml elf + n*2 e 2 ),
-0 0 k+2
Z_ [l u-ug] el (] ve
k&G, | hIH K) 0,k 7l
-1 -
le-¢,l )1,
"o, 5K

The inegualitiss (3.5).amd (3.6) with J=2 and the assumed boundedness of ¢

., imply that

But, from (5.4), (5.7),

(5.15)

For the
be Lipshitz,
(5.16)

Gh(u—uh;Eh,E)S M| U'Uhlb Il € IB

Gh (u-uh;ch 9&)

and [3.55 we obtain

IA

IA

MLh

MC|| EIP +
0

K1y )

Loo

2k+2 || 2
Il ol

(J;Hk+3<9))

[LVEhl&’K + h-%IC;EhIO,SK is bounded so that

Hk+3)

k+2

I el +H Enll 11E]|
0 0

third term on the right hand side of (5.10), since ¢

from €3.5) wa have.

(9(c,)-9(c).

£)

IA

(9(cy)-9(c;) E) +

k+2 H c

< M(]| EH + h
0

H + gl
0

2k+4 - 2
| <l

k+2

(9(2,)-9(c) &)

Il €]l
0

) .

k+2

.
T

- k+2

is assumed to
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For the next term we recall that D—l(uh) is bounded as a linear map

independently of U, and thus D_l/z(uh) is also. Hence we have

(0™ (uy )o.p) < || D7V "l/e

IA

07 ol 07 2w el =

IA

-1/2
Mol 1074 el
0 0
Now (3.2) implies,

(5.17) (0"} (u,)050)

A

k ~-1/2
N [ A R RS
k+2 0

k+2

A

1072 el + 1 n
0

For the next two terms in the right hand side of (5.10) one may write :

(07 qursp) = (07Hudrae) = (012w ) (0" w)-07 u ))r,0 72w )o)

= (01 2(u) (07 (u)-0"2(u,))r,0 M2 (U, )p)

1/2 -1

() =D/ ) ) (07 (w)-D" ()P0 2y, ).

An argument in [1] shows that D(u) is Lipshitz in u. Since D(u), and
consequently D™ "(u), has norm as a linear map bounded away from zero independ=

dently of U , it follows that Dl/z(u) is Lipshitz in u. On the other hand,the matrix

dm I + |u|(dt E(u) + dzEl(u)) is Lipshitz in u, and so is the remaining factor,

. 1
¥4 2.7
¢ [dm,+ dp(dg+ d)ful +d, dp [ul®]

in the expression (2.4) since dm is

positive and d2 and dtare negative. Hence we conclude that D-l(u) is Lipshitz

. o0
in U. As U and r are assumed to be smooth enough to be in L , using



- 21 -

Sobolev embédding{ we have

Y /2,00 i
N e T N L b (el

IA

(07 u)r,e)- (07 u, )ra0)

2 -1/2 :
M - - D .
(Il u uhl% + || u uhHV) || D" (Qh)DHOb

IA

From (5.4), (5.7), and (3.5) we obtain, for h small enough,

-1 k+1

» - kel o
(5.18) (07 u)rap)-(0  (updrse) < Meak* o e ek e
L™ (9;HK*3) T ke

s

-1/2

el + 11 el o™ 2(u, el
0 0 0

s e [0 2uelf +mr el + el
0 0 0

2k+2lf ”2

2k+2 2
- Il c i

k+1

+ h + h 7.

Finally for the last term of (5.10) we have

2

(5.19) (o5 M) < M(nPk*2 | gc

2
+ g 1%).
ot | o

&
k+1

All the terms of equality (5.10) have now been bounded. For & sufficiently

small in'(5.17) ano (5.18), equation (5.10) together with (5.11), ce., (5.19)

gives
- ' -2
.20 Sieif e o elf+ S 5 slu vl ety
t 0 S¢S, S . |
' 2 S 2y L L 2k+2 2 2k+2 2
L R o R e I LA LN P
e 2,0 L™ (3;K*3) k2
+ ac
+h -
T 1

We now -terminate the proof by the same argument as in [1].

Let us make the induction hypothesis that

A

(5.21) e |l 1.

L™(9;L2(2))



Of course since £(0) = 0, (5.21) holds on some interval J = [O,Th], for
some Th > 0. Let Jh = [O,Th] denote the largest such interval . We shall

show that, for h small enough, Th=T and convergence takes place at.the rate
+ N
o(hk*1y.

With (5.2'1), inequality (5.20) implies

k+1

2 + =2
Lopef +2 2 s jupev(et-en) ey
dt 2 SeSh S ,
2 2k+2 2 2k+2,- 2 oC |12
< MO |l +n Il pll% S O [ -2 i P
0 L™(;HK*3) k2 O ka1
We apply Gronwall's lemma and we obtain
k+1 aC
(5.22) e | s MAT Cpl| + | cll o Il 5l
120,18 L™ (93173, L™(J3HK*2) L®(J;H
For small h, inequality (5.22) implies | ]l <1 on Jh.
L™(3,L2)

Thus Th =T and the induction hypothesis holds.

Finally, on applying (5.21), and Gronwall's lemma to (5.20) and combining
the resulting equation with (5.4) and (5.7) we obtain the theorem.
| N
Observe that in the proof of theorem 5.1., no term coming from the
transport term Gh has been covered by the diffusion term D(uh). Thus the
argument remains valid for vanishing diffusion.

More.precisely replace dm, dQ, dE by edm, Edz’ €dt and denote by

(Ce, res Pos ue) and (Cgh’ Yeh® Pepe ueh) solutions of the continous and
approximated problems respectively. Keeping track of € in the calculations

above, one can show the following theorem.



- 23 -

Theorem 5.2

¢ Set D ( ) = eD(u) and let (c,p,u) and (c s Pl ) be the solutions
of the correspondlng contlnuous and discretized problems respectlvely Then for

h sufficiently smail the f0110w1ng estimate holds :

+ - .2 1/2
T Il Ce'ceh“ + sup [ S Iueh-vl(ceh-ceh)- dy]/
L°°(J;WC) [0,T]  SeS, S
+ pe—peh” - i ue-ueh,” o
L7(3. ) S L7(d;3V)
k
<Mt | + lie Il it b
L®(3;H5*3) () L™(J:H < (q)) L®(3:H Y (@)

where M 'is a constant independant of €.

Remark 5.1

. A slightly modified method is suggested by the observation that in the
proof of theorem 5.1, inequality (3.2) has been used only up to £=k (not k+1).

Thus' one may decrease the index of V as in [5] and [6]and define Vr to

" ' be Vﬁ n V. instead of Vﬁ+1 ) h while keeping o in the h

k+1

same approximation space N Wh

“h

All the calculations for this modified method hold as before except there

k+1

is one more term, (div (r ),Z), in equation (5.8) as 2z is taken in h

and Fh = Hﬁr € Vh. Thus we would have occuring in the rlght hand side of

(5.10) (div(r-?h),é) which would also have to be bounded. Using (3.3) with

% =k, one could obtain

L
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hk+1

[7a)

(div(r-F,),E) < | div(r-F) 11 € | ldivel 1l
0 0 k+1 0

[7a

k+1
" el e -
k+3 0

Therefore, in this case, an estimate similar to (5.1) would hold, differing in
that in the right-hand side, we would have to increase the regularity of ¢

up to || ¢ Ikw(d L3, The same remark can be made for theorem 5.2,

»
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