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Résumé : Ce papier présente une mise en oeuvre du langage fonctionnel (FP)
sur le micro-ordinateur MICRAL-REE. Nous décrivons la structure
du éystéme et l'organisation des données basée sur des arbres
‘binaires. Les résultats principaux sont exhibés et discutés. Les
améliorations possibles et le développement futur du systéme sont

évoqués en conclusion.

 Abstract : This paper presents a practical micro-computer implementation of
the functional programming language (FP). The program structure
and data organization based on binary trees are described. The

s main results are exhibited and discussed, and furthér developments

are quickly sketched.
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It”s no  dounbi Lhat  the Turiug  Award Lecture given by J. Backus
{1} six years ago was a challenge to the conventional computer
architecture and programming languages of Von ﬁeumann style. From then
6n, more and more experts believe that the design of thé next
generation computers will be 1nfluencéd significantly by functional
programming [7]; and functional programming languages will play an
important role in the. development of programming languages of the
80°s [6]. But jﬁst as said by J. Backus. ﬁimsélf, only when those
. models of computing systems in new style and their applicative
languages have proved their superiority over conventional languages

will we bhave  the economic basis to develop the new kind of computer

that can best 1mp1gment them, only then, will we be able to fully
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utilize large-scale integrated circuits 1in a computer design.

Based on this opinion and for providing an educational tool of
programming for the beginners as well; an interactive functional
programming working system cailed FPW has recently been implemented on
a micro-computer-—-—-MICRAL-REE by using of PASCAL. In the following we

will describe briefly the schema used in FPW implementation.
<l. Overview of FP

FP (Functional Programming) as proposed by J. Backus consists of
five basic parts:-
| pl. A set of objects. It. includes the elementary elements so
called atoms (numbers, strings of characters and so on) and a ‘Qariety
éf sequences with the components thch .are still objects.
p2. & set of ‘primitive functions.
p3. A set of functional forms. With  which complex functional
expressions can be built up by wusing of known. functions.
p4. A set of definitions. With which new functions, especially the
recursive functions and functional equations, can be defined by
using functional expressions. |
PS5. A unique éperation-*—-the appiication of any of the functions
formed as above to an appropriate object.
With this idea, a Fp prbgram is Just a simplé functional

expression which maps objects ( as the data-in ) to other objects ( as

the data-out ).



R Arout MICRAL

Our FPW system 1is implemented in the micro-computer MICRAL-REE{4]. -

MICRAL-REE 1is a french personal computer widely wused as a teaching
inst;ument in universities. The Central Processing Unit 1s constructed
around a 16 bits micro-processor driven by a 5 MHz clock and possess
22 interrupt 1eve1s, An 1/0 processor assures the direct access
function from disc readers to the . memory. The interface system
includes a disc cdntroller, a parallel export device and four V24
channels of 75-19200 bauds, etc. There are a central memory in 256 k
bytes (may be extended to 1024 k bytes), a PROM in 4 k bytes (which includes
an auto-diagnotor, a test monitor and a disc-system loader) and two readers
of floppy disc in 320 ~k bytes. Thg basic software contains the
operating system CP/M-86, an éssemhler,' a PASCAL compiler. The CP/M-86
is a multi-user and multi-tasking wmonitor, it assures the ‘management
of disc files and the dialogue between central processor and

peripheral wunits.

3. The implementation of FP

There 1is a synthesis for the elementary principles for implementing

functional languages in document ([5]. Now we take a practical
implementation about the FP system in the micro-computer inte
account.

3.1 The language FPW




Atoms of FPY include - alphabetic strings (identifiers and numbers)
acceptablé to the machine. - Real numbers have been chosen for a
better applicability of the system (for example'for mathematicians). The
obje;ts may be the simple atoms as well as all kinds of sequences.
For example, the empty sequence < > and the following pair of matrices

<<<all, —3;4E+5>,'<O.3, +81.2>>, <<K=5, B12>, <0, 7E=-2>>>
are objects of the language.

FPW accepts all of the most basic funcﬁions proposed by
J. Backus and others [1] (8] as its set of primitive functions:
l,2,...(se1ect§rs), TL (tail), ID (identity), +, -, *, / (arithmetic
operations), AND, OR, NOT (logig operations), EQ, GT, LT (comparisons),
ATOM, NUMB, NULL (judgements), REV (reverse), TRANS (transposition), APNDL,
APNDR (append), DISTL, DISTR (distribution). furthermore, some arithmetic
functions ODD, SQRT, EXP, LN, SIN, COS{ ARCTAN have béen counted as well.
In general, all of other functions can bé‘obtained by composiﬁion of
the above mentioned functions. For example, the minus-one function, the
rotate-leff funqtion and the IOTA function which produces a sequence
>qf successive integers starting from 1 ‘can bé expressed respectively
as follows: |

SBl = - o [ID, $1]

ROTL = APNDR o [TL,1]

IOTA = ( WHILE GT o [1, $1] APNDL o [SBl o 1, ID] ) o [ID]
" Where $1 is used to denote the constant 1.
FPW contains all the functional forms proposed by J. Backus. For

avoiding wunnecessary parentheses and making the writing of expressions

more elegant, the syntax of functional forms has been modified as



follows:

<form>»

- .__E form> S . D g
‘C@‘—@-formﬂ ----- @—— - <C- fornixs—b

HE£E§>—“—_“‘”'M“I<C—form>f-~~~-—~~w~[?f“for§gj———d

<C-form>
___h_w,.:-ummm[?};;E}iéﬁéj_____jjmmM“_m_m
<function>
————- -~-LS£pnction naﬁ;>q—-——~——?-
~}\---~-— <B—form> }—~«~mw~~
! ~——{<formS
I
—(O—A<object> }—
<{B-form>

——- _h_<:> ,_~{§£;;; ——
! | (____.(:)__m__

A

—

Fig.l1 The syntax of functional forms

Where \ 1s wused to denote “right insert”. @ 1is wused to denote

to all”. We assume that a series of compositions are realized

“apply

in turn



from left to right except using parentheses to change this order. In
this way, F1 o F2 o F3 o F4 is equivalent to (( F1 0o F2 ) o F3 ) o F4.
By the above syntax, we in fact provide an order of the
prioripy for symbols of functional forms and other separators; that is
Ist  level: §, \, @, [ ], ()
2nd level: o
3rd level: WHILE, BU, =>
4th level: ,
Finaily, it 1is evident that all functions included in such a

system are strict.

3.2 Main elements of FPW

FPW is a2 interactive 1interpreter. The facilities of this system
as seen by the usefs are:
fl. Definihg new functions.
f2. Applying ~any defined function to a determinate object to get a
result.
f3. Saving functions in a library.
fa, ﬁisting all functions which can be used at that A;ime, or
listing the defined expression of a function.
f5. Deleting a .saved function.
fé. Renaming a defined function.
Fig.2  summarizes the FPW features. The total FPW system can be
divided 1into five basic ' modules and some auxiliary parts. fhese
modules are named respectively as analysis module, interpreter module,

save module, 1list module and delete module.
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Fig.2 Survey of FPW
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3.2.1 Analysis module.

Beside the parsing of the input data, the key-job of this module is
to transforﬁ each function definition into a binary-tree in inner
denotation (see the subsection 3.3). Different functional férms are
reflected by the difference between nodes of the corresponding trees.
Complex functions are characterized by trees with subtrees in different
hierarchies. For example, the functions calculating inner product and
factorial, IP = \+ o @* o TRANS and FAC = EQO -> $1; * o [ID, FAC o SBl],

have the following binary-tree representations.



o ->
/ \ /A
o TRANS EQO H
/\ , / \
\ @ $1 o
/N /A /\
+ * * [
/\
ID ,
Ip ’ !/ \
FAC o
/ \
FAC  SB1

Fig.3 The binary-tree representation of functions

The leaf nodes are primitive functions, objects or ready-defined
functions 1like EQO and SBl, they may even be the recursively defined
functions themselves 1like FAC. For certain functional form, such as \

(insert) and @ (apply to all), the binary-tree has an empty branch.

3.2.2 Interpreter module.

It consists of  two parts, a package to deal with primitive
functions‘ and a program to apply binary-trees. The latter is used
to find the binary-tree of an 1invoked . function and to apply this
binary-tree to the given object by doing some semantic processing.
The interpretation of a binary-tree consists of that of {its two
subtrees: if a subtree is a leaf node, then apply the
éorresponding function, otherwise the subtree can be further biparted.
The order of interpreting left and right subtrees should be in
accordance with the way of constructing binary-trees (the latter 1is in
the natural order of writing). As we can see in a éoncrete instance 1in
Fig.4, different functional forms may have different evaluation orders.

For example, the order 1is from right to left for composite forms,



from right

while left to

step operation

0 execute the tree of FAC

1l execute the left-subtree
of conditional form

2 execute the right-tree

3 due to EQO:6=F, execute
its right-subtree

4 execute right-subtree of
composite form

5 execute left-—-subtree of
construction form

6 execute right-subtree of
construction form

7 execute right-subtree of
composite form

8 execute left-subtree of
composite form

n-1 .

for

10

conditional forms.

effect route
FAC: 6
EQO: 6=F

I"f'—%/;s\

;v

! ’.'1/”\\

., (\/ ’ N

FAC:6=*o[ID, (\ EQO
FACOSB1]:6 °
(1D, FACo \
SB1]:6 LSt )

ID:6=6 ,

FACoSB1:6 - *

S/

SB1:6=5 : /A
i ?

FAC: 5 N ) \

. N .
: "1, 8/4\’/
FAC:5=120 \\1/'>\

n execute left-subtree of FAC:6=*%:<6,120> FAC SB1
composite form =720
Fig.4 The interpretation of the binary-tree of FAC

The communications between the first two modules is done through
data tables described in the next sﬁbsection.
3.2.3 Save. module.

In order to avoid frequent data exchange between main and
secondary storage, this module is divided into two parts: a move

program and a DUMP procedure. The former deal with the movement of

binary-tree of a function needed from temporary data tables to normal

data tables and transform the representations of constants 1included in
that function (see next subsection). The data of a saved function
need not be moved into secondary storage until a DUMP command be

called.
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3.2.4 List module.
It allows the wuser to list all functions 1in his library (saved

and defined a moment ago) and to reproduce the original functions from

their binary-tree representations.

7.2.5 Delete module.
is allows users to be able to delete or to renaimne a function
existing in his library. When deleting a saved function, the system

collect back the unuseful storage in normal data tables.

3.3 Data organization in FPW system

It 1is easy to represent data with recursive structure by use of
PASCAL records, so FPAW objects can be represented with PASCAL linked
lists. Since %pw objects might be distinguished as three types
(character strings, numbers and sequences),‘ they are represented as =z
pair <tag, poinfer): The pointer points to the real position of that
object, and the tag 1is the type of that object body. We denote the
types of identifiers, numbers and sequences with 1, N and S
respectiﬁely, then the sequence X=<<{ABl, <>, - 5>, <3.14, R>> can be

represénted as 1in Fig.5.

O e *—} =8 _.° ‘{11:1

1--;7\53; o7 (’ SR
I

fI ~R_: NIL |

Fig.5 The representation of an object
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Unfortunately, the PASCAL 1linked lists can not be used to record
tree structures of FPW functions. This 1is because PASCAL pointers
can“t do arithmetical operations with integers, but some of these
operations are needed when we save a function and want to move its
binary~tree. An alternative choice 1s to build a table by an array
to describe the tree structure of functions. In order to save
storage, we set up two tables, the F-table and the T-table, they are

illustrated in Fig.€6 by the function FAC,

F-table T-table
Loot,function name low-L high-L form left-subtree right-subtree
o~ [er e M
i ! = ’-4 ‘*-—E!—'ﬂ- $1

. A ‘

-
r= 1 EQO e [
| L i SO N
B T el S B i 0™ ~—== FAC

f i !
Fig.6 The tree structure tables in FPW system
The bidirectionnal link in .the . F-table is used to 1increase the
searchv speed. -

It 1is necessary to coﬁsider the problem of saving constants which
appear 1in a function definition; There 1is no way to record constants
in linked 1list form into secondary storage directly, because pointers
are dependent on the current state of the wain storage. Thus another
kind of object, object in table form, 1is needed, where array indices
are used to represent link relations 1nstead of pointers. Therefore
‘there exist two other tables, the O—tablg and the S-table. If the
ob ject X mentionead above is a constant needed to save, it can be

represented as follows.
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O-table S~table

object body |type pointer . e | ]
g | S
I i i | o N [ I
S ] R e AR I
X . e .S ' L TAB1Z . - -e !
AB1” S SN S, .0 e
L 5 N ;w.—;fisn .0 ;:
3.14 N =S . e 0
TR o N —=—3.14 . . -
' I" >R~ 0

Fig.7 The ;ons;ant tahl;s in FPW system !

The conversion of objects in 1linked list form to that in table
form 1is vdone by save module whenever necessary. However, if is
inconvenieat for the interpretation of functions to wuse two kinds of
ob ject representations. So, when FPW begins to run, all objects in
table form would be converted into 1linked list form one. There is a
column ‘in the O-table which 1is wused to record the actual position
of the object body after the conversion. With this position the

interpreter can access the object body.

3.4 Debugging aids

It is important to attach some debugging facilities to a
interpreter. Besides the static error examination, four switches may be
put up into FPW system. One of them is available to users. When
putting on it the system will produce the sequence of 1invoked
functions ~and of their operands. Fig.8 provides an example. By doing so
users can find the information of dynamic errors easily. The other
switches are available to maintainers. They allow to display the

execution - track of the system and contents of the four data tables
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mentioned above.

FAC: 4
EQ0  4]ID 4IEQ <4,0>|ID 41s81  4|1D 4l-  <4,1>|FACc 3|
EQ0 31D 3]EQ <3,0>| 1D 3isB1  3]1p 31-  <3,1>lFac 2]
EQ0 2]1D 2|EQ <2,0>]1ID 2|sB1  2|1iD 2l-  <2,1>|FACc 1]
EQ0 1]ID 1/EQ <1,0>|1D 1/sB1  1]1D 1l-  <1,1>|FACc 0]
EQ0 0}]ID 0/EQ <0,0>|* <1,1>|* <2,1>|* <3, 2>|*  <4,6>]
FAC  :4
==24
Fig.8 The process of applying a function

3-5 Garbage collecting

L

As the design FPW system is for providing a simple tool to
educate to FP programming, the target of FpW garbage collecting is
not in  getting the posibility of processing complex problem, but 1in
the guaranty of a lcon;inuous maﬁipulation with this system. FPW
adopts a simple technique: to. find the interface between FPW system
and the running procedure NEW of PASCAL system which allots the dynamic
data locations. After each execution of applying a function to a
object, FPW makes  the pointerA of dynamic data heap to return back
to the position it possessed before this application. By doing so,
all data which represent constants occurring in each function
definitions are always at the head of dynémic data heap, and there

is a free space for the application of functions.

3.6 Expandability and independence.

- -_— -

FPW uses four compatible files to record the contents of the four data
tables. These are the initial values of those tables for the next run and

will be changed if the user saves new functions. Once a user-defined function
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1s saved into files, it can be used like a primitive function. 1In this way, -
FPW can get its facilities extended from time to time. The nature of
micro-computers makes it possible that each user can have his own system under

his own control.

3.7 ‘Transportability

Care has been taken to make the implementation of FPW independent of
particular machiﬁe during the design phasef Almost all of the
machine-dependent features have been -éollected and put into the constant
declaration part. However, the contents of four files are dependent on the
sizes of four data.tables which are in turn dependent on the memory size of
the particular machine and on usef needs. For the current version four to
five hundred function definitions can be put into these tables. When the

sizes of these tables change, the four files have to be reconstructed.

4., Results

We have spent about two ﬁan—months in the implementation of FPW system.
Half of our time was spent in designing  the FPW specification and {its
implémentation schema, including system strﬁcture and data representation
details, other time was spent in coding and testing. After that we have made
some improvement and modification intermittently. FPW consists of
approximate1§'2600 lines of PASCAL code (about 52k bytes of object code and 3k
bytes of data). The testing has been done without many hitches. If there 1is
an error in a f? program, it is easy to be found with the help of messages

given by the system. These in turn show the advantages of the functional
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progf;mming[Z],[6]:

1. Languages without variables eliminate side effects during program
execution.

2. Due to the static structure of a program conforms with its dynamic
exe0ution; progran reliability has been improved.

3. The hierarchical structure built with composition forms adds clarity
to programs.

4. Extremely simple sémantics reduced the implementation compléxity and
the amount of errors made in programming as well.

Perhapé, for the wusers, the following two aspects are very useful.
Firstly, programming with FP, complex problems can be expressed hierarchically
in simple notations and in easy-to-understand formats just 1like using
elementary algebra. Since FP programs are more like mathematical expressions,
it 1is more easy to learn programming with FP languages than with any other
high level programming'laﬂguage. Secondly, as we have said, there 1is an
expandability of our system, this means- that the method of FP provides a
posibility of bgilding, storing and usiﬁg software components. " Any predefined
function can become a build-in block to the future programs. This might be a

progress in software engineering.

However, at least on Von Neumzmn computers, the advantages of. functional
programming are at the price of a loss of running efficiency and storage
space.

Anyway, our implementation of FP is only a try, but a few enlightéments
havg been gained. It have been predicted that in any 1mp1emeqtation of a FP

System on a Von Neumann machine the low efficiency will be the main trouble.
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Our experience shows that the ability of dealing with recursion is also an
greater problem and that the powerful mechanism of garbage collecting are

quite necessary.

Since FP is a kind of languages without variables, programming were done
in function ievel, when running a calculating program, there is no variables
for access instead some functions (procedures witﬁ parameters of 1input and
output), such as identity and selectors, have to be invoked. Similarly, simple
operations (such as arithmetic operations, comparisons) are all become to
invoke functions. If we calculate (X-1) * X, programming in Von Neumann

languages 1is very simple, it just 1like

GET X
- -’ (1)
* X

there are only tree instructions. But 1f we design with FP, things‘are more
complicated. We have to write it as
*o[=-o0[1ID, $1 ], ID ] : X

and many procedures would be invoked:

call procedure Xl= ID:X

produce new sequence X2=<X1, 1>

call procedure X3= -:X2

call procedure X4= ID:X

Produce new sequence X5=<X3, X&>

call procedure *:X5
Moreover, the access of a component of a sequence (dispersed variable) is
generally more complex than that of an 1indexed variable (continuous

variable). All of these might be the main causes of the lower efficiency of a
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FP program executed in a Von Neumann machine. How can we change such a
weakness of languages without variables 1is just a great problem. But we can
expect that optimizat{on of the implementation of pfimitive functions would
reduce the efficiency loss of FP program executions.

Now, in our system, the efficiency lost is not yet so obvious at least for
problems which are not very complex. The following table 1list some

macroscopic practical figures.

function | operation |run time
| (seconds)
FAC=EQO -> $1; * o [ID, FAC o SBl] | FAC : 15 I <1
| FACT: 15 I <1
| FACTOR:15 I <1
FACT=20(WHILE GTo[l,$1] [SBlol,*})o[ID,$1] | FAC : 97 | 3.5
| FACT: 97 I 3.5
| FACTOR:97 | 3.5
FACTOR=\* o IOTA | FACT:170 |
|FACTOR:170 | 6.5

FIBONAC=2 o (WHILE GTo[1,$0] [SBlol,+oTL,2]) |FIBONAC:20 |
o [ID, $0, $1) |FIBONAC:100 | 3
|

|FIBONAC: 750 18
MM=@QIP o @DISTL o DISTR o [l, TRANS o 2] |4*4dimension | 2
|8*8dimension | 13

|9%10dimension]| 18

Fig.1l0 Examples of run times for classical programs

These results are acceptable if we compare them with two other figures: using
a PASCAL program to calculate factorial 170, the running time is about 3
seconds; and the time for displaying the value of factorial 170 is about 12

seconds.

However, the implementation of FP requires the machine to be very powerful
in dealing with recursion (the same requirement for the writing tool of a FP

system). In our current implementation schema, there would be several dozens
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of recursion levels even in computing a very simple problem. Some practical

numbers list in the following table.

operation number of recursion levels
FAC : 3 15
FAC : 13 55
product of two 3-dimension vectors 5
product of two 3*3-dimension matrices 10
FIB : 3 13

Fig.ll Exemples of number of recursion levels

(wvhere FIB= LEl -> ID; + o [FIB o SBl, FIB o S82} and SB2 = - o [ID, $21)
As for each recursion level, there are still a few complicated procedure
calls. Thus, for example, the calculation of FAC:97 has already occupied a
recursive staék of about 40 k bytes. It seems that the conventional Von
Neumann coaputers can not afford such powerful recursion requirement. So the
ability of a FP system like FPW is still quite limited. Althouéh by extending
of the recursion stack things can be improved , but this.is not at all the
solufion for FP, because such a extending is 1limited and the number of
recursion levels goes higher very quickly as the problem turns more

complicated or as the magnitude of data turns sufficiently large.

As the other functional programming languages; a FP program generally
needs to use a great number of dynamic data, so the problem of garbage
collection is very important. In FPW our simple technique of garbage

collection 1is valid for manipulating repeatedly. But this is not enough. We

~have found that a dynamic data heap of 64 k bytes which is the largest size

provided by the machine 1is not enough to calculate the fibonacci number of 14
by use of the function FIB. A means of garbage collection while applying a

function has to be taken into account. There are many methods. But some
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features of FP programs can be seen:

1) The FP functions

defined with composition have a fine hierarchical

structure. We can know that after applying each composite component only the

final result is useful, other data locations can all be deleted.

2) In each hierarchical level of a composite form, it is not easy to know

~

which location is still useful or not.

3) Due to FP sequences (objects) are defined recursively, to collect back

a object by.locations would need to use recursion, this will 1increase the

number of recursion levels and

So, it seens

collecting in batches by means

done after each
unuseful location

decreased.

that the

application

in

tura.

decrease the efficiency in running time.

best method to collect garbages is still the
of the interface between systems as we have
of functions in FPW, instead of collecting each

With doing so the efficiency 1loss can be

Program transformation makes us to be able to evaluate some problems which

seems impossible in the original forms. Two examples would show this. As we

have pointed out:

can be evaluated by

using

with FAC only those factorials of the number less than 97

a recursion stack of 40 k bytes. But with the

variants FACT or FACTOR we can evaluate factorials of all integers until the

result is overflow in this machine. Similarly, by using of a dynamic data

heap in 64 k bytes, we can”t compute the fibonaccl numbers of integers which

are greater than

13 with FIB, but all of the fibonacci numbers of integers

lower than 752 can be evaluated with FIBONAC. So program transformation would

be useful to solve the difficulty in some calculations. Fortunately, the

method of program algebra helps us to transform FP programs easily. Some work
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about program transformation has been done[l],[3]. Therefore, combining with

the facilities of it, the system of implement FP will be more powerful.

Functional programming has indeed shown some advantages and the approach
of program algebra proposed by J. Backus makes computer science and modern
algebra combined together. If new techniques of computer architecture can

help. it to avoid the encountered difficulties, the FP will show more its

power.
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