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SET OF FACTS CLOSED UNDER A SCHEMA

AND UPDATE OPERATIONS ASSOCIATED

by Anne VERROUST

Abstract :

An object is a set of attributes corresponding to a real life
sentence. We propose a model where the elementary -elements of
information are defined on objects. We call them facts.

From a set of facts we perform deduction of new facts using two
deduction rules : one based on projection and the other using join.
The "compatibility relation" between objects defines the possible
joins.

We then study update operations in such a context. This led us to
characterise the "good schemata" for the insertion and the deletion.
This model is also interpreted as a representation of an incomplete
relation. The constraints induced by the deduction rules are then
compared with the classical notion of decomposability.

Resumé :

Un objet est un ensemble d'attributs correspondant & une phrase de
“la vie réelle. Nous proposons un modéle ou les éléments
d'information sont définis sur les objets. Ces éléments sont appelés
faits. , )

Nous introduisons deux r&gles permettant de déduire de nouveaux
faits d'un ensemble de faits.: 1l'une utilisant la projection et
1'autre la jointure. Les jointures permises sont détermindes par la
"relation de compatibilité" définie sur les objets. )

Nous étudions les opérations de mise 3 jour dans un tel contexte.
Cette étude conduit A une caractérisation des "bons schémas" pour
les opérations d'insertion et de suppression. Ce modele est
également interprété en tant que représentation d'une relation
incompléte. Les contraintes induites par les r&gles de déduction
sont alors comparées avec la notion classique de décomposabilité.

H! !'Dmnm RECUPERE ET RECYCLE




INTRODUCTION

Consider the following relation :

R .: CLASS COURSE STUDENT . TEACHER
6 - English John Smith

5 English  Albert  Smith

and assume we want to insert

"Jane takes the English. course in the class 6" without

knowing the teacher,

or we want to delete :

"Smith teaches English" without 1loosing the information.

‘relative to his students.
We then are faced with two different problems :

(1) the definition of the result of such updates

(ii) the computation of this result.

The classical avoid update anomalies is to decompose the ﬁelation

and compute the updates in the decomposed parts of the relation.

In this particular example R would be decomposed in :

R1 = R[CLASS,COURSE, STUDENT], R2 = R[CLASS,COURSE, TEACHER],
R3 = R[CLASS, STUDENT], RR = R[CLASS, TEACHER],
RS = R[COURSE,STUDENT], R6 = R[COURSE, TEACHER]

; - * *
(i.e. R R1 ces R6).

If we delete "Smith teaches English“ from R6 then we delete all the

information relative to his students.




Thus, extending this solution, we could consider that the avalaible
information is contained in all the possible join paths built from
R1 ...R6 i.e:
* * * * * *
R R., R R R1 RH’,R1 RS’ R1 R6’ R R

1 2’ 3’ 2 3’

* * * * *
Ry *R,, R, * R, R, ¥ R, Ry ¥ Ry, R * Ry, ete...

(As in Biskup and. Bruggeman [BiB], we do not consider cartesian

products).
In the case of the above example we know that :

"John learns English"
and
"Smith teaches English in the class 5"

We conclude that
"John follows the English course of Smith in the class 5"
which may not be true.

Therefore we must determine which are the possible joins : it is the
role of the "compatibility relation".

In this case, we will just take into account :

* * * * *
R1, R2, 33, RR' RS’ R1 R2, R1 R3, R1 RS’ R2 RH’ > 6
¥ R_ ¥R . R % * * * * *
R1 3 27 RS RZ' R1 R2 RN’ R1 RZ R6

(A teacher teaches to all the students of a given course in a given
class).

A query on CLASS STUDENT will be evaluated on the union of R
R, * R R3,R ‘

-I'
* R R, * R R, *¥ *
1 2! ’ R R_, and R, * ¥
! 37 57 1 3 2 1" Rg ¥R,
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To be consistent, Qe want to get the same result while evaluating
the request on R3 = R{CLASS,STUDENT].

This leads to the notioh of a closed set of facts.

Then we shall investigate the problem of defining and computing
updates while keeping this closure constraint. This yields a

characterization of well behaved schemata.
The model'-

Let us consider a set of attributes U. Some subsets of U have a
particﬁlar property : they cérrespond to predicates from real life.
Let us call them objects similarly to Sciore's definition of objects
[Sci]. The set of all the objects included in U is a covering of U.

Let us denote it 0.

"By definition, any senﬁence using attributes of U will use all the

attributes of an object. Thus any element of information concerning
some attributes of U will correspond to a tuple defined on some
object. This leads to the notion of fact : Given the set of objects
0, a fact is a tuple defined on an element of 0 (i.e. an application
x @ X - A%X D(A) where X € O s.t x(A) belongs to the domain
associated with A i.e D(A) for any A in X).

Example 1.
Let U be U = {CLASS,COURSE,STUDENT, TEACHER, ROOM} that we
shall abbreviate v = {cC1,Co,S,T,R}. The set of associated

objects is :

L. CLASS COURSE STUDENT TEACHER ROOM
. CLASS COURSE STUDENT TEACHER

. CLASS COURSE STUDENT ROOM

. CLASS COURSE STUDENT

. CLASS COURSE TEACHER ROOM

. CLASS COURSE TEACHER

. CLASS STUDENT



. CLASS TEACHER
. COURSE STUDENT
. COURSE TEACHER

For example,

. CLASS COURSE STUDENT ROOM corresponds to the _Sentence
"Student S of class Cl takes the course Co in the ROOM R"

. CLASS COURSE TEACHER corresponds to "Teacher T teaches

course Co in the class C1l",

But TEACHER STUDENT is not an object. The sentence corresponding

to this set of attributes is :

"There exist a class Cl and a course Co where student S is a

student and teacher T is a teacher™

It uses two more attributes CLASS and COURSE. Thus TEACHER STUDENT

does not correspond to predicate from real 1life.

Given two facts, we can sometimes deduce a new information by
Jjoining them :

Let us take the set of attributes U of the example 1. If we know
that :

Albert follows the English courses in the class 5
and

Smith teaches the English courses in the class 5
then we can deduce that :

Smith teaches English to Albert in the class 5

(We assume then that all the students of a given course in a given

class have the same 6eachens).




‘But sometimes we cannot deduce any information by joining them :

If we only know just that

"Albert follows the English courses"
and

"Smith teaches English"
We cannot ensure that

"Smith teaches English to Albert"

(We have to know the classes where Smith is a -teacher and where

Albert is a student to ensure that).

Thus we need to know which are the possible join between facts. The

compatibility relation € between objects giQes us this information :

if two objects are compatible then we will be able to deduce a new

fact by joining two facts defined on these objects.
This compatibility relation € must satisfy :
(1) if X@YthenXNY#@ and XUYED
because the result of a join muét.correspond to a real
life sentence
(2) If X, Y are two objects such that X Y then X @ Y

3) @ is symmetric : if X @ Y then'Y € X

Note that by condition (1) the set of objects 0 is closed under

union of compatible objects.
Example 2 : In the previous example we have :

Q= {ClS,CoS,ClCoS,CiCoSR,ClT,CoT,ClCoT,ClCoTR,CLCOST,ClCoSTR}



The compatibility relation € associated to 0 is defined as follows :
@ satisfies condition (2) and (3) and
. (C1CoS) € (ClicCoT)

. (C1CoSR) €@ (C1CoTR),(C1lCoS) @ (ClCoTR),(ClCoSR) @ (ClCoT)

Intuitively, this compatibility relation describes the embedded

multivalued dependencies
if X @Y then X NY »> (X-Y)/(Y-X) onX UY

Knowing this compatibility relation, we can now define the possible

Joins between two facts :

Definition 1 :

Let X and Y be two compatible objects w.r.t. @. Then two facts x and

y over X and Y such that X y XNy are said to be

, | x Ny
compatible and in this case x ¥ y is the facdt over X U Y defined by

(x *y) = x and (x ¥ y)IY =y .

| x
This join operation is extended to sets of facts as follows : If A

and B are two sets of facts then
A*B={x *y|(x€A) A(y €B) A(x and y compatible)}

Given the compatibility relation €, we can determine the set of all
the facts deduced by join from a finite set of fact A. We call it
*

A H ]

Let A be a finite set of facts, A* is the limit of the sequence An
defined by A1=L and An+1=An * A. (This sequence converges after a
finite number of steps since it is non decreasing and has an
upperbound).




%
~ Note that : . A is closed under join operation

* .
. All the facts of A are defined on 0.

Some facts contain more information than other facts (in the same
sense of Zaniolo [Za]). This leads to the following order between

facts :

Definition 2 :
Let x and y be two facts over X and Y

X 2y iff X2Y and xIY=y
’ \

. * -
These can be some redundancy in the information contained in A . A

. %*
is the set of facts which contains the same information than A but

which is not redundant w.r.t. § :

- i *
A is the set of the maximal elements for 2 of A
- * *
A={x€A | ¥yeAa, (y 2x) = (y=x)}
moreover .
* - *

ASA and ACSA,

¥x€A 3 yeAs.t.y 2 xbut in general AZLA
As we can deduce now facts using join, we can restrict the set of
objects where the facts are defined to avoid redundancy of,

information. First we have to introduce the notion -of

@-connectivity\:

Definition 3 :

CE 0 is @-connected if there exist a numbering X1...Xn of C
such that ¥ i 22, X.@ U X, .
17 <1 3
(if @ satisfies : ¥ X, YE 0, X € Y <=> X Y # @ we obtain the
notion of connectivity of the hypergraphs [Ber]).



Thus if C is @ connected, there exist a numbering of C, X ...x and
a sequence of facts: xl,...xn, each Xy defined on Xi, such that

(voo(x, ¥ x. ) * .., *¥x ) is a fact on U X
. 1 2 . n isn

We can restrict our facts to be defined on the minimal subset of 0

(if it exists) which can generate all the objects.

Definition & :

leen 0 and @, the schema S is the minimal subset of 0 such
that any element X of 0 is covered by an @-connected subset C
of S: X= U Y

YEec

The elements of S will be called atoms and the facts defined on

these atoms atomic facts.

Example 3 :

Let us take the set of objects and the compatibility relation of the
example 2. )

’

= {ClS,CoS,ClCoS,ClCoSR,ClT,CoT,ClCoT,ClCoTR,ClCoST,ClCoSTR}

Then S {ClS,CoS,ClCoS,ClCoSR,ClT,CoT,ClCoT,ClCoTR}

ClCoST is the union of the two compatible objects ClCoS and
ClCoT

and ClCoSTR is the union of C1CoTR and ClCoS

Thus any element of 0 is covered by an @-connected subset
of S.

S is minimal because any element X of S cannot be covered by a
€-connected subset of S-{X}.




Let us note thet :

. S is uniqueiy determined by the set of objects 0 and the

compatibility relation €@ : It is composed of the objects X
such that if Y @ Z and X = Y U Z then X=Y or X=Z (X cannot

be decomposed in two other compatible objects).

0 is uniquely determined by the schema S and the

'compatibility relation @ :

X €0 iff there exist a subset C of S @-connected such
that X = U Y

Yec
But if we know only S and 0 we cannot know in general the

compatibility relation @ :

If S = {AB,BC,AC}
and 0 = {AB,BC,AC,ABC}

We have many different compatibility relations having S as

schema and 0 as set of objects :

@ : AB @i BC, AB @1 ABC, AC @1 ABC, BC @1 ABC

@2 : AB @2 AC, AB @2 ABC, AC @2 ABC,'BC @2 ABC

ABC, BC @. ABC

: " BC
g 1 BC @ 3

AC, AB ABC, AC .
3 e, e

3 3

for example.

We now define the projection of a set of facts on a subset of 0 :

Definition 5 :

Let A be a seﬁ of facts and W a subset of 0. The projection of A on

W is

4
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(A = {x|3y €A IXews.t. x=y|x}
If A is a finite set of atomic facts and S the schema :
o, )
mg(A ) = 1 (A)
*y o )
nS(A ) _nS(A)_A

The compétibility relation between objects and the order relation <

between facts induce two deduction rules for facts :
(a) Deduction by join :

If x and y are two compatible facts then the knowledge of

X and y implies the knowledge of x * y
(b) Deduction by projection :

If x and y are facts such that x § y then the knowledge
of y implies the knowledge of x.

Thus, as we allow these two deduction rules, the information
contained in a set of facts A is the closure of this set under join

and projection on 8.

We want the information to be totally explicit on the atdms (i.e. no
new atomic fact can be deduced using join and projection). Thus we

introduce the notion of ﬁclosure under S"

Definition 6 :
*
A is closed under S (given @) iff nS(A ) = A

sets of sets of

facts atomic facts

A is closed under S iff A = B




*

Then if A is closed under S we cannot deduce new. atomic ?éb%é from A

using join and projection.

0

el R R AR T L Tt N PR
n‘x.?_’}i\,}.';\:[: sviatad DU S !\.A; 23

R T

A : CLASS 11 : +-zCOURSE STUDENT-" ! i+ FEACHER ROOM
6 English 1= SaligerSmith O

14 imcEnglish Paul &7 u.
3

i English .7 Paul Fa:.jnk S 33

O O Oy

T hmd Jane st

A : CLASS COURSE STUDENT/ZQ‘fTEAGhERiWﬁEimooMF?ﬂf
6 English Smith
6 English Paul
aeibr e T iEnglisheo o Panlice. Do 0l B TS NI
6 ‘ Jane '
sritah hergiongs® D o oEnglish .o Paul - © 2V Smith s To fef A

el b niof oo ®oee 1 cEnglishey o Paultoh ov CSmith & - FgRve E

. - I NP *es e A L 4
3 A ) . D S T SN B R CTE B RS SRt S L A PEt i
dgeasinl i o inioan o LSS VT R PO RS L il TN .
- - P
: e T e sy s Ty mlinap OO
ke Caud N T A A S Lo PO TR | RS U A N R (N AR &
PR ST G A I G ARSI 6 1k PR A S S R T A PSR N

and A : CLASS COURSE STUDENT TEACHER ROOM
TTEDGERT DU siboiten “Englishe-os sPaul@ 7 o Spith - S g3 At

- SN et e Tame i s rerce . oy S ey gy
g wasiat o \{"-‘i?x@a':« st cos g ey Jane daEh E e R A

‘In this ‘example A g A

510 AR TIUNNS JARE T S WA LT
N - - B e e LI
. = PR “ oo e P T T T deo o oo B e
Joren oW 308 oI Ly OIS o WD ULt ow i o
. - PR, . o AR T R O]
. . 1 WP agre b we e R R T AT TV G TSN | PERRIMCR S Ve IR SRR 44 N
e endm ol WA ol oro o mnllagenl 0Ll VT [eTVRT ¢
A - 3 -
. iy b P A hon
gevos gt U0 AL LR L) B
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(&) = ng(R)

CLASS COURSE STUDENT TEACHER ROOM
6 ' Paul
6 Jane
6 Smith
English Paul |
English Smith
6 English Paul
6 English ) Smith
6 English Paul | 33
6 English Smith 33

' *
In-this example A # wS(A ).

Let us summarize the notions introduced in this section :

A set of objects 0 and a compatibility relation @ associated define
a schema SLﬁWe allow two deduction rules : one based on join and the
Other one on projection under the schema S. We restrict our interest
to sets‘of atomic facts_glosed under join and projection on S.

. " "'\a,_
In the next section we study éhe~problem of defining and computing
the resﬁltvof update operations which keep the property of "closure

under S".

The update problems

1-Inserting an atomic fact

Let A be a set of facts closed under S and x an atomic fact. We want
to preserve the closure property whlle 1nserting x in A. In general

A U {x} is not closed under S :
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Example 5 :

Let U be {EMPLOYEE,DEPARTMENT,MANAGER} that we shall abbreviate
{E,D,M} '

0 is {EM,ED,MD,EMD}

We Suppose that each manager of‘a departmént is the manager of all

the employees.
Then @ is defined by

¥X, YEO X@Y<K=> XNY+#40

Thus S is {EM,ED,MD}

Let A be
EMPLOYEE MANAGER DEPARTMENT
“-Albert Shpes
Paul Shoes
Jane Books
Jane ' Max
Books Max
Suppose‘ we want to insert "Brown is Paul's manager"
B = A U {<Paul Brown>} is not closed under S because
nS(B*) = B |J {<Shoes Brown>} # B. '

Thus by adding a new fact x in A we may add implicitely (allowing
deduction by join and projection on S) some new information that is
not included in A U {x}.

We have to determine the side effects produced by the addition of x
in A. The new facts implicitely added, during this insertion are
included in all the sets of facts B closed under S and containing

A U {x}.

A reasonnable definition of the result of the insertion of x.in A

should be : the intersection of all the sets of facts B closed under

il
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S and containing A U {x} or equivalently, the minimal set of facts B

closed under S such that A U {x} is included in B. This minimum

exists, and is computable :

Theorem 1 :

For any set of atomic facts A, there exist a unique minimal set of

atomic facts AS such that
(1) ACAS
S .
(2) A" is closed under S

The proof follows directly from the theorem :

Theorem 2 :

For any set of atomic facts A, AS is the limit of the sequence

(A“)neN defined by
*
A° = A ang 2™ . me (am

Proof :

(a) We first show that (An)neN is stationnary.

*
. For a given B, BEB and mg 1s non decreasing thus

n . . .
(A )neN i1s an increasing sequence.

. For any (integer n, and any attribute A in U the values

of A appearing in the facts of A" are in V(4) =
(x(A) N\ (x is defined on A)}.

A is finite, thus V(A) is finite.

‘Let B be the set of facts defined as follows

For each X in S, X = {A1...Ak} with V(Ai) £ 0 ¥ i,
For each (a1...ak) in V(A1) X 4e. X V(Ak)

{x(4) |
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x : X = U D(A)
A€X

is in B

B is a finite set of facts such that AngB for any

integer n. ) :
. N N+k ’
Thus there exist N such that A" = A , YKk EN
*
for k=1, AV - AN*! _ JS(AN )

Thus AN is closed under S.

(b) Let B be a set of facts closed under S such that B2 A.
We have B = nS(B:) .(B is closed under S)
27, (A) (B22A)
Then, by induction on n we have
B24" ¥nenN

Thus B2 A" and AV = &° Q.E.D.

Going back to example Y4 we have :

B = A U {<Paul Brown>}

*
B1 = nS(B ) = B U {<Shoes Brown>}
2 1% 1
B = wS(B ) = B U {<Albert Brownd>}
*
B3 =T (82 ) = B2
S
i.e. BS = 82
EMPLOYEE DEPARTMENT MANAGER
Albert . Shoes 1
Paul A Shoes
Jane Books -
Paul - ’ Brown
Albert Brown
Jane ' Max

Shoes . Brown

Books Max
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In this example we obtain the result of the insertion_in two steps.
The result of the insertion is computed using the sequence B" of the
previous theorem. This sequence reaches its 1limit in a finite
number of steps but this number is not bounded in general. The
following theorem prove this assertion :

Theorem 3 :

= If U contains the attributes having an infinite domain of
values
or

- If U is infinite. Then

For any integer n, there exist a schema Sn a compatibility

relation @n and an associated set of atomic facts A such that
a5 4 "
Proof :
Let the compatibility relation € be :
X, Y80 XeY<> XNY+#g

(:) Suppose U infinite
¥ n € N, we construct Sn recursively as follows :
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Sn+1 is obtained from Sn by transforming each:

in adding 3 ‘new

vertices and 5 new

edges to each ©
&

N/

we represent it by
a graph since all
the same cardi-
nality = 2.

Given Sn’ A set of atomic facts such that An is not closed

under Sn is defined as follows :

. for each couple n-n (when n > 1)

c RENE I N -
IA +> 1 ! F > 1
B D ’

r [B>1 r :|C>2

n n
[C »1 [D»2

A E

s |C » 1 s! |D » 2

n n
| F s 1 |E » 2
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. For each couple k-k 1 < k < n :

C
tk : |C > 2
| F > 1
are in A
r'k : l > 1
| F >
. For 1
A by fCc 2 t, €A
[D »1
Then t |A.+ 1 t € An+1
|D > 1 t €A
n o
Suppose that there exist three attributes A, B, Cin U

such that D(A), D(B) and D(C) are infinite.
We will show that S = {AB,BC,AC} does not converge in

n steps for any integer n.

(We assume, for simplicity that D(A), D(B) and D(C) contain N). Let
n be an integer, n > 1. Then the set of atomic facts A defined as

follows is such that A is not closed under S :

on  AB|we have {(1,j) | |i~j| $1 and {i,j} C{1,...,2% " +1}}
BC | '
AC |
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*
Then'wS(A ) = A, is composed of the facts

1

on AB|

COBC| ((4,3)] [imd]s 2 and {5,51€ (1.2
and - AC [' v

" and Ak is composed of the facts, for any k $ n+1

on AB | | |
BC|  {(i,3)] |i=3 ] s2% and (1,5} c (1...2% ey
AC |- : ~ '

o

Thus A # A_ . and A_ is not closed under S. Q.E.D.

n n+1 n .
From a computational point of view it is important to characterize
the cases where the sequence converges in few steps. (Note that the
‘number of steps conditions the number of joins and projection

_hecessary to computé the result).

We shall say that the schema S converges in n steps iff for any set

of atomic facts A, AS is computed at most in n steps (i.e. A§=An
+

where A%=a and A" 1=1rs((An)*). We will give a characterisation of

this property for n=0 or 1.

In order to give these characterisations we introduce the notion of

minimum precycle description of an atom :

Definition 7 :

Given S and @, if X is an atom _a minimum precycle description of X
is a subset C of S-{%} such that : '

(i) C is @-connected
(ii) xC€ U Y
Yec .
(iii) C is minimum in the following way : every proper

subset of C fails to satisfy ((i) and.(ii))
MPC(X) will be the (possibly empty) set of the minimum

precycle description of X.
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Example 6 :

(i) Let us take the schema S and the compatibility relation €@ of

the example 3 :
S = {ClS,CoS,ClCoS,ClCoSR,ClT,CoT,ClCoT,ClCoTR}

MPC(C1CoSR) = {{Cl1C0S,C1CoTR}}
MPC(C1S) = {{ClCoS},{C1CoSR}}
MPC(C1CoS) = {{C1CoSR}}

(ii) If @ satisfies X @ Y <=> XN Y # & then S can be represented
by a hypergraph.

In this case, .

MPC(X) = {ABC} "~ MPC(X) = {{ABC,CDE}}

A2

MPC(X) =@ ¥ XES ‘ MPC(X) = ¢ ¥ XE€S

60

MPC(X) =@ ¥ X €S
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Let us now characterize the schemas S which converge in 0 step.

Lemma : Let A be a set of étomic facts and x an atomic fact

1...xn of

facts such that x < (...'(x1 * x2)..;* xn) and x # Xg ¥ i then
MPC(X) # @.

defined on X. If A contains a finite sequence x

Proof : Let us take a minimal sequence Yyeoo¥y in A such that
S (eeuly, ¥y )%y i,
x s ( (y1 y2) yk) and y, £x ¥ i
If each ' is defined on Yi then
i * *
{Y1...Yk} is @ connected (because (...(y1 y2)... yk)
exists)
and X € U Y, (by the definition of £).
isk !
Then, by the minimality of Yyee¥ (Y,.0Y, 3 € MPC(X).
Q.E.D.

Theorem 4 :
S converges in 0 step iff

¥ X € s,‘ MPC(X) = @
Proof :

(a) Suppbse that S does not converge in 0 step. Then there

exist a finite set of atomic facts A such that

*
A# 7 (A).
S *

Let x € nS(A ) - A. x is defined on X.

There exist a sequence x1...xn of atomic facts included
in A such that’ :

X € (aoulx, *¥x.)...% xn) and x; # x ¥ i

1 2

then by the lemma, MPC(X) # d@.
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(b) Conversely, assume that :
a X € s, 3 CCs, C e MPC(X).
Let u be a fact defined on Ylé c Y and
A= Ytg c ?uIY}

*
then A contains u (C is connected)
*
and nS(A ) contains ulX which is not in A.

Thus S does not converge in 0 step. Q.E.D.

By knowing the minimum precycle description of X for all the X in S,

*
we can restrict the number of joins when computing nS(A )
Theorem 5 :

If n=sup {|C| |3 X€8S, CeMPC(X)} then for any set of atomic
facts A,

*
nS(A ) = ﬁS(An) where A belongs to the sequence (Ak)k €N

= *
defined by A1 =A and A Ak A,

Proof :

Ak 1s an increasing sequence and Ty is non decreasing thus
g (A YD1 (Ak) for any set of atomic facts A.

.+ For any x in nS(A*) lets take a minimum sequence XpeooX
of A such that x < (...(x1 * x2)...* xk) each X, beeing
defined on Xi'

Then {X1...Xk} € MPC(X) and k £ n

* * .
Thus (...(x x2)... xk) € An. Q.E.D.

1

We now characterise the schema S that converge in 1 step :
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Theorem 6 :
The schema S converges in 1 step iff (I) is not satisfied :

(I) There exist X in S, C, in MPC(X) and C c Cy» C#0 and for

each Y in C, CY in MP(Y) such that

ir C' € PCM(X) is such that
‘ C'CcC,U(U C.)
X “yec Y

and C'" N (U C,) #£4d
yec ¥

then,
either 3 Y € C, Z € (C,~{¥Y}) U {X} such that
ZNY#ZN(U V)
vec'Nc
Y
or [C|]z2 and 3 Y, Z in C Y#Z such that
ZNY# (U vwneeu V)
vec'n c, . vecrne,

The proof is given in appendix.

Intuitively when (I) is satisfied there are cases where a new fact

defined on X is obtained after two steps at least

- Aftef the first one we get the facts defined on the YEC.
These facts will be used in the second step to obtain a new
fact on X
The éondition on the Y, C' and eventually on Z makes it
impossible to obtain this new fact on X in only one step
(one step means one computation of closure under join

followed by projection on S).
Example 7 :

a) The schema S with the compatibility relation of the example 5

does not converge in 1 step :
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Lets take X = {ED}
MPC(X) = {{DM,ME}} = {Cx}

avv C = {DM}
‘~ MPC(DM) = {{ED,EM}} = {C,}

‘there is only one C' such that
¢ < cy U Cy» C' € MPC(X) and C' N Cy # @

. v oo
it is . C Cx

DM e ¢
MEecX-{Y}

and we have Y

]

(o]
[

ZNY = {M and Z N(ED UEM) = DM
Thus condition (I) is satisfied.

b) When @ satisfies X @ Y <=> XN Y # @

S can be represented by a hypergraph.'

(I) is not satisfied

Corollary :

If S satisfies

a) ¥Xes, CeMPCX) =>|C|=1

then S converges in one step.
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Proof : ' -

If S satisfies the condition (I) of the previous theorem then there
exist X in S where CX has two elements (CCCx is non trivial).
Q.E.D.

Thus (a) cannot be satisfied.

In this 'section we have defined an insertion’ operation which
preserves'the closure property under a schema. We have shown that
the result of an insertion is uniquely defined. We have shown that,
in the general case, the number of Jjoins and projectiqns necessary
to compute the result is unbounded and we have characterized the

sets of atoms where this number is limited to O and 1.
These two cases are the mdst interesting ones :

- VWhen S converges in 0 step, the definition of the

insertion is the traditional one.

- When S converges in one step, to compute the result of an
insertion, we have to compute the qlosure under join and
project the result on S. This compuggtion is exactly what
we have to do to verify if a set of atomic facts is closed

under S.

Deletion of an atomic fact

Consider a set of facts A closed under S and a fact x belonging to
it. We want to delete from A the information related to x while
keeping the property of closure under S. We. run into the same
problem than in the case of an insertion : in general A-{x} is nbt

closed under S :
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Example 8 :
Let us take the same set of atomic facts A than .in example 5 :

A :- EMPLOYEE MANAGER DEPARTMENT

Albert Shoes

Paul Shoes

Jane Books
Jane Max
Books Max

Suppose we want to delete "Max is Jane's manager". If we delete just
< Jane Max > from A ; B = A - < Jane Max > is not closed under S :
By Jjoining < Jane Books > and. < Books Max > and projecting the
result on EMPLOYEE MANAGER we obtain < Jane Max > in nS(B*).

Thus we have to delete more than < Jane Max > from A to be sure that

this information does not (even implicitely) exist anymore,

We encounter then two different solutions to define the result of
this deletion

B EMPLOYEE DEPARTMENT MANAGER
Albert Shoes
Paul | : Shoes
Jane Books

The effect of the deletion is : Max is not Jane's manager because he
is not the manager of the Books department.

or
B' EMPLOYEE DEPARTMENT MANAGER
Albert . Shoes
Paul Shoes
Books Max



— 27_

In this case, the meaning of the deletion is :

Max is not Jane's manager because Jane is not employee of the

Books department.
Theorem 7 :

In general, given a set of atomic facts A there is no unique B

closed under S such that

(i) BCSaA

and (ii) no proper super set of B satisfies (i).

Thus, if we make a parallel with the case of the insertion and
define the result of the deletion of x from A by the largest B
closed under S such that B & A-{x} we may have several solutions for
B.

This. ambiguity problem is also pointed out by Nicolas and Yazdanian
in [NiY].
Nevertheless, there are schemata where the result of the deletion

can be uniquely defined.

We say that the schema S permits to uniquely define a deletion if

for any set of facts A closed under S and any fact x belonging to A

there exist a unique B closed under S maximal such that B & A-{x}.
Theorem 8 :
S permits to uniquely define a deletion iff

(a) ¥x¢€Ss, (C € MPC(X)) => QC|= 1)




Proof

a)

b)
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Suppose that S satisfies (a) and A-{x} = A' is not closed
under S. Sup {|C/ | 3 X €3S, Ce€&MPC(X)} = 1. Then b& the
theorem 5, wS(A'f = ws(n'*). Thus for each x in nS(A') - A
there exist z in A' such that z 2 x.

Then B = A' - {y | ; z € wS(A')~A' s.t. y 2 z} is closed
under S.

On the other hand, any C closed under S and included in A' is
disjoint from {y |; z € n (A')-A' such that y 2 z}.

Then B is the unique solution for the deletion of x from A

and S permits to uniquely define a deletion.

Conversely, assume that S contains X such that
3 cemc(x), |c]> 1.
Let u be a fact defined on Yté c Y and A‘be :

A= U {u, Z} A is closed under S
Z €es

ZC UY
Yec

We will show that there are two solutions for the result of
the deletion of x = ulx from A.

C is minimal then there exist a numbering Y1...Yk of its

elements such that :

Y. @ U Y =~ ¥ idandY NX-( U (Y.NX))) £0
1 <1 3 k <k Jd -

(i.e. there is at most one element of X that is only in Yk).
Consider the set I :

I = {B|B closed under S, lé {ulY } € B, BS A-{x,x'}}
J<k j .
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where x' = uI y I is not empty, by the choice of Yk;
I contains at f%ast a maximal element € for the set
inclusionf

C is also a maximal element of
J = {B| B closed under S and B € A-{x}}

If it was not the case, there would exist. B in J such that
CCB. BEZI then x' €B. By the definition of I

U {uy ,JEB. As B is closed under S x € B which is
vec |Y )

impossible.
J has another maximal element because

B= U {u ,} belongs to J and BEZC.
zes |

-
Z__Yk

‘

Thus S does not permit to uniquely define a deletion. Q.E.D.

Example 9 :
(i) Consider the schema S and the compatibility relation € of
example 3

S = {C1S,C0S,C1C0S,C1COSR,C1T,CoT,C1CoT,C1COTR}

MPC(C1CoSR) = ({{C1C0S,C1CoTR}} thus S does not permit to
uniquely define a deletion.

(1) If @ satisfies X @ Y <=> XN Y # @ then S can be represented
by a hypergraph




S permits to uniquely define a deletion :
C ) A

S does not permit to uniquely define a deletion :

£)
Y

We can now address the problem of computing the result of a deletion

when it is uniquely defined :
Theorem 9 :

When S permits to uniquely define a deletion, given A closed under S
and x in A, the result of the deletion of x from A is :

B=A-{y|y € Aandy 2 x}

.Proof :

The proof follows directly from the first point of the proof of the

previous theorem.

We should note that when S converges in O step S permits to uniquely
define a deletion. Furthermore when S permits to uniquely define a

deletion, S converges in one step. Thus it allows easy insertions.
However there are cases where S converges in one step and S does not

permit to uniquely define a deletion.
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Example 10 :

Let us take the schema S and the compatibility relation @ of the

example 3 :

- As we have seen in the example 9, S does not permit to

uniquely define a deletion
S convergés in 1 step :

S = {C1S,Co0S,C1Co0S,C1CoSR,C1T,CoT,C1CoT,C1COTR}

MPC(C1CoSR) = {{C1CoS,C1CoTR}} _ '
MPC(C1S) = {{C1CoS}, {C1CoSR}}

MPC(C1CoS) = {C1CoSR}

MPC(C1T) = {{ClCoT},{ClCOTR}}

MPC(CoT) = {{ClCoT}, {C1COTR}}

MPC(C1CoTR) = {{Cl1CoT,C1CoSR}}

(I) is not satisfied for X = CLCoSR : (we must take only precycles
having more than one element)

if C = {ClCoS}

CY = {ClCoSR}

There is no C' € MPC(C1CoSR) such that
c-ncY;ea and c'chcY
Because CY = {C1CoSR}
(I) is not satisfied for X = ClCoTR for the same reasons.

Thus S converges in one step.

In this section we have studied the problem of defining the result

of a deletion of an atomic fact from a set of facts closed under a
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schema. We have shown that, in the general case the result of the
deletion is not uniquely defined and we have characterized the
schemas where the result is unique. In these case the computation of

the result is simple.

These results can be applied to justify the definition of the

updatés—operations for the V-relations of the Verso-machine [Ban].

\ N

An alternative approach : representing facts by a universal relation

Given a set of facts A closed under S, the information contained in
A consists of all the possible facts that can be deduced from A i.e.
A*. It can be represented by A » the minimal set of facts
"information equivalent" to A*. By minimality we mean in terms of

facts and for equivalence we follow Zaniolo's definition [Za2].

In general it is not possible to represent i.by a simple relation
unless we use nulls : a course might have students and no teacher
and vice-versa. The solutions proposed for the formal treatment of
incomplete relations in database operations ([Bis], [Cod], [1ip],
[(ImL], [Sagl, ([Vas], [KKU], '[Za1], {Za2],...) show that the
interpretation’ of null values adds computational complexity and
semantic problems. Thus we propose a simple model, following Zaniolo

in his representation of nulls :
Definition :

‘With a set of atomic facts A, we associate a relation over U as

follows :
1) Extend each domain by adding a special null value :
D(A) = D(A) U {-}
2) For each fact x in A ’ exfend X to U as follows :

for A€U if x(A) is not defined then x(A)='-',
We call this set of tuples Rel(A)
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Example 11 :
Let A be as in the example 5

A EMPLOYEE DEP ARTMENT MANAGER

Albert Shoes

Paul ) Shoes

Jane Books
Jane ) Max
Books | Max

then Rel(A) is :

EMPLOYEE DEPARTMENT MANAGER
Albert Shoes _ -
Paul Shoes -.

Jane Books: , Max
We- can compare this approach to that of Biskup and Bruggeman [BiB] :

From a schema S = {R1"‘Rn} and a database d = {r1..frn}, where each
ri is a relation on Ri’ they want to define a universal relation
view urv(d). urv(d) is defined on _E R, and must have the same
answer than d on all the Queries. Tﬂ?§100ndition must be valid for

all intendéd users whether they know or not the schema.

Let us take S as a schema in our model and the compatibility

relation @ defined by :
¥X, YEO X@Y<=>XNY#O
The set of all the join path (JP in BiB) is :

JP = {C €8S / C @ connected}

for any subset X of
: i

H Ri, the set of all the join path covering X
£n t

is
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JP(X) = {C e JP| XC U}
YEC
and for any E in JP

UE = U X
X€E

We identify d and the set of atomic facts A ='_E r;. Then if A is
isn
closed under S, Rel(A) corresponds to the fictitions universal

instance hrv(d) when the conditions 1, 2, 3 of [BiB] are satisfied :
1 For the consistent understanding :

mlurv(d)) = U (

E€jp(X) "X r.)

*
R.€E
i
Jp(X) is the set of the join paths where the
sophisticated user evaluate any query on X.

(We have jp(X) € JP(X)).

2 : urv(d) is the minimal element of :

fuj¥xe R, my(u) =

U m,( * r.)
isn Eejp(x) X REE 1

3 :  For the visibility of the partial join :

*
¥YE € JP, R €E r. C:“UE (urv(d))

When 1, 2 and 3 are satisfied then jp(X) = JP(X) for all the subsets

Xof U R,.
isn 1

Furthermore, if S converges in zero step the properties 4 and 5 of
[BiB] are satisfied :

LI For the unambiguous visibility of partial joins :

¥d, ¥EE€JP, * . =
RieE r TUE (urv(d))
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5 : For an unambiguous database schema :
¥EEP, ¥R, €S, if R, € U X thenR, € E
1 1 X€EE 1 '
This condition is equivalent to the characterisation of
"S converges in zero step".

Thus the model of Biskup and Bruggeman can be considered as a

special case of our model.

Given a relation R with nulls and a schema S, we define an

associated set of atomic facts FactS(R) as follows

{x | (3 Xxes) A(3 yeR, y(A) # '-' ¥ A€X)
/\(nglx)}

Facts(R)

Facts(R) is the total projection of R over the schema S.
We do not want to loose or to add information while transforming a
relation into a set of atomic facts or vice~versa. This leads us to
define "decomposability" for relations :

Definition :

Let R be a relation eventually with null values. We say that R has a

lossless decomposition (LLD) with respect to S iff

R = Rel(Facts(R))

i.e.
Rel
‘ set of
relation atomic facts
over U

R has LLD w.r.t.S iff R=R'
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Note that :

If S is @ connected then for any relation R without '-' we have

R C Rel(Facts(R)).

The two notions : "closed under S" for a set of atomic facts and

"LLD w.r.t. S" for a relation are related as follows :
_Theorem 10 :
If R is "LLD w.r.t. S.then FactS(R) is closed under S.
Proof :
a) Let us consider the composition of operations
Facty o Rel ; {set of atomic facts} » {sét of atomic facts}
To apply Rel to a set of atomic fach
1) compute A

2) complete eventually the elements of A by '-' to obtain an

incomplete relation over U
To apply FactS to an incomplete nelation we :
3) eliminate the '~'. in the tuples
‘ 4) project upon S the set of facts resulting of (3).

Thus we can eliminate (2) and (3) in the process. We have : for

any set of atomic facts

Facts(Rel(A)) = ﬂs(i)
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b) Suppose R has LLD wit respect to S

then Factg(R) = Factg(Rel(Fact (R)))
thus FactSkR) - ns((FEEES(R)) by (a) Q.E.D.

Then if R is LLD w.r.t. S, R and Fact(R) represent the same

information.

But by knowing that FactS(R) is closed under S we cannot ensure that
R is LLD w.r.t. S.

Nevertheless we have :

rheorem 11 =

If A is closed under S then Rel(A) is LLD w.r.t. S
Proof :

Triyial by using (a) of the previous proof.

Thus if A is closed under S A can be represented by Rel(A) without

any modification of the information.

The notion of "lossless decomposition with respect to S" is stronger
than the notion of join dependency :
L3

Theorem 12 :

If R is total (i.e. without nulls) and has LLD w.r.t. s then for any
subset C of S which is @ connected and covers U, R satisfies the
join dependency *C. '
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Proof :

Consider a total relation R which satisfies R=Rel(Facts(R)) and an €@

connected subset C of S covering U.

C is @ connected, thus there exist a numbering X,...Xn of the
elements of C such that

X; € X, U ..U X)) ¥ie{2...n)

Let x be in *xeC R[X]  (R[X] is the projection of R on X)
- * *
x € R[X1] . R[Xn]

Therefore there exist x ..3xn each x, defined on X, such that

1 i i
= * * i i
X (...(x1 x2):.. xn) for our join.
X is defined on U because C covers U
then x € Rel(Factg(R)) = R Q.E.D.

However the converse is not true as the following example shows

Examgle 12 :

Let U be {A,B,C,D,E}
S = {AB,BC,BDE,CDE}

and @ defined as follows :

@ satisfies . If XSYthenXey
. if X @Y then Y @ X
. AB @ BC
. BC €@ BDE

. ABC € CDE
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There are two ' C €S, @ connected covering U

C1 = {AB,BC,CDE}

~and C, = {AB, BC,CDE, BDE}

|
X

satisfies R = C* R

But :

Rel(FactS(R)) is :

0 01

o 0o 0 o0

- 0 1 0 o0

J - 0 0 0 1

Thus R has not LLD w.r.s. S

The constraint introduced "having LLD w.r.t. S" is not equivalent in
general to a set of join dependencies : it may appear dandling
tuples in Bel(FactS(R)).

CONCLUSION

We have described a model that represents facts over a set of

attributes.

This model, "set of facts closed under a schema" allows two

deduction rules :
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- deduction by join. The compatibility relation determines
the possible Jjoins.,

- deduction by projection. The only possible projections are
the projections on the elements of the schema.

In this_framework, we have studied update oOperations.
This yields two problems :

~ the definition of the result of an update

= the effective computation of this result.

This led us to the characterisatiqn of schemata where the two

problems are solved

- in the case of an insertion
and

— in the case of a deletion

We have also interpreted this model in terms of a single relation
having null values. We have then introduced a "decomposition
constraint“ : having LLD w.r.t. a schema, which can be compared to a

set of join dependencies.

APPENDIX

Proof of the theorem :

S converges in 1 step iff

(I) is not satisfied

(1) There exist X in S, Cy in MPC(X) and C CCy» C#@ and for each

Y in C, CY in MP(Y) such that
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if there exist C' € MPC(X) such that

cccec, UCu c)
X yec Y
and
cTN(u ¢c.) #£4¢
vec Y
then
either 3Y € C, Z € (Cy,~{YH) U {X)
'such that ZNY #Z N (U V)
_ vecrN Cy
or
ICl22and3 y, 7 inc, Yv#2 such that
ZNY # (U v) N(u V)
vec' Nc vec'rnNc
Y Z
(a) . Suppose that S does not converge in one step. There

exist a set A of atomic facts and an atomic fact x such that
: * % *
x € nS(A ) ) - wS(A ) x is defined on X

o _ o %
‘Thus there exist C = {X1...Xk} in MPC(X) X eeeX in nS(A )

each xi defined on Xi such that

k

* *
: x2)... xk)

xS (e.o(x

. *
each X, is in NS(A ) thus for each i there exist Ci in

CMPCX ) U XY, €y = {2y g yaee 2 () and 2z, (g
in A such that L L

S (vee L, ¥ 1 Jees ¥ .
X, S ( (21(1) 22(1)) zki(l))
. *
X & nS(A ) .then for any sequence Yy ¥y from
?gk(zui)’”'zki(i))
~ either (...(y1\* Yy ees ¥ y,) is not defined

\

It happens"when :
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. {Y1"'Ym} is not @ connected
or
. 3 2, p € {1...m}, 3 A€U such that
yl(A) # yp(A) .
(...(xT * x2)... * xk) is defined then there

exist xi and Xj such that

Aexinxj
bute-{ Yy € | {21(1)"'zki(I)} and
o z1(j)f"zkj(j)
Thus
.ylan;éxinxj
- or (x (...(y1 * y2)... * ym)) is false

It happens when :

X¢ Uiem ¥
or

C j L) ’
XCUi,¥Yyand3je (1...m}, n € Y,

such that x(A) # yj(A)

Thus if we take X, Cy = {X,...X.}, C = {X, | ¢, # {x;}} and

for each Y in C CY = Ci if Y = Xi’ S satisfies (I).

(b) Conversely let us assume that S satisfies (I).
C = {x1.7.Xk}.

Consider the set of atomic- facts B defined as follows :

For each Xi in C and each V in CX s

1

Xiv P V> Upgy D(A)

i,V
Aevnxi+o

Aev-x »1
1
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For each Z in CX-C,

:Z U D(A) Yy €B

A0

i AEZ

And that is all.

(We héve supposed for ‘fhe' sake of simplicity that N is
included in D(A) for any attribute A).

By Jjoining all the x, and projecting the

i,V
result on Xi, we obtain :

for V ‘1'n Cxi

zi : Xi + UAEXi D(A) .
N e nS(B )

A0

By joining all the z, for xi in C and the g for Z in cx—c

and projecting the result on X, we obtain :

Xt X > Upgx DAY ) w
x € m(ng(B))
A0

*
X cannot belong to nS(B )

If it was the case there would exist a sequence u ...um f

1
elements of B such that

% %
x s (...(u1 u2).f. um)
Then there would exist C' in MPC(X) such that

cC(c~C)U (>U C,) and C' (U C,) #
X yec Y fl (yec Y) g

by the choice of B.




-4y -

S satisfies (I) then

either 3YEC, Z € (Cy-{YH) U {x} s.t.
ZNY#£ZNC(uU V)
Vecnc
thus Y
. either 3z, v in {u1...um} s.t. z is defined
on Z and v 1is defined on V & CYfWC s.t
VANZ # YNZ and then u., and us  are not

i
compatible

or 3 v in {u1...um} defined on V € CY C s.t

VAX ¥ YNX and then v(A) # O for an A in X.

or 3Y, Z2€Cs.t ZNY # (U V) then

V) (U
VeC'nCY VeC'nCZ
3 v, win {u1...um} not compatible :

v is defined on V € cne,
s.t V W#YNZ

and w is defined on W € CIWCZ.

S
Thus B1 # B" and S does not converge in one step. Q.E.D.




..145_

REFERENCES

[Ban]

[Ber]

[(BiB]
[Bis]
tCod]
[ImL]
[KKU]

[Lip]

[MRW]

[NiY]

[Sag]

[Sci]

[Vas]

[Vel]

F. Bancilhon & al. : "VERSO : A relational Back End Data Base
Machine", International Workshop on Database Machines, San
Diego, 1982. :

C. Berge : "Graphe et hypergraphes", Dunod, "Paris, 1973.

J{ Biskup, H.H. Bruggemann : "Universal Relation Views : A
Pragmatic Approach", International Conference on Very large
Data Base, Florence, 1983.

J.'Biskup : "A Formal Approach to Null Values in Database
Relations", Formal Bases for Data Bases, Toulouse, Décembre
1979.

E.F. Codd : "Extending the Database Relational. Model to
Capture More Meaning", ACM Transaction on Database System, 4,
1979.

T. Imielinski, W.Jr. Lipski : "On Representing Incomplete
Information in a Relational Database", International

- Conference on Very Large Data Base, Cannes, 1981.

H.F. Korth, G. Kuper, J.D. Ullman : "System/U : A Database
System based on the Universal Relation Assumption", Research

-Report No STAN-CS-82-944, Stanford University, 1983.

W.Jr. Lipski : "On Database with Incomplete Information",
JACM 28, 1981.

D. Maier, D. Rozenshtein, D. Warren :'"Window on the world",
ACM SIGMOD International Conference on Management of Data,
San Jose, 1983. '

J.M. Nicolas, K. Yazdénian : "An Outline of. BDGEN : A
Deductive DBMS", IFIP, Paris, 1983.

Y. Sagiv : "Can we Use the Universal Instance Assumption
without using Nulls ?", ACM SIGMOD Internationa} Conference
on Management of Data, 1981. .

E. Sciore : "The Universal Instance and Database Design",
Technnical Report 271, Princeton University, 1980.

Y. Vassiliou : "A Formal Treatment of Imperfect Information
in Database Management", Technical Report CRSG-123, Toronto,
1980.

A. Verroust : "Characterisation of Well-behaved Database
Schemata and their Update Semantics", International
Conference of Very Large Data Base, Florence, 1983.



[Ve2]

[Za1]

[za2]

_}46_

A. Verroust : "Schémas bien formés et opérations de mise a
jour", Th&se de 3e cycle, LRI, Université Paris Sud, Orsay,’
1983.

C. Zaniolo : M"Relational Views in a Database System Support
for Queries", IEEE, Computer Society Computer Software and
Applications Conference, Chicago, 1977.

C. Zaniolo : "Database Relation with Null Values", extended
abstract, ACM SIGACT SIGMOD Conference on Principles of
Database Systems, 1982.

Imprimé en France

par
b : .
U'Institut National de Recherche en Informatique et en Automatique







