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LEARNING HIERARCHICAL CLUSTERING FROM EXAMPLES

Edwin DIDAY Jean Vincent MOREAU

RESUME

Un probléme classique de reconnaissance des formes consiste & cherchérde fagon
aﬁtomatique un opérateur de classement ("classifier" en anglais) 3 partir d'un
échantillon d'apprentissage sﬁr lequel les classes sont‘connues. Un probléme qui

se pose fréquemment dans la pratique mais qui a été moins bien cerné par les di?—
férents auteurs consiste & chercher un opérateur de classification automatique (on
pourrait.dire en anglais "Clusterfier" par 6pposition i "classifier") & partir de
classes connues sur un é&chantillon. Dané le premier probléme il faut trouver un
opérateur qui associe 3 chaque nouvel objet 1'une des classes définie par 1'échan-
tillomn d‘apprentissage ; dans le second il faut trouver un op&rateur qui détecte
des classes dans la population compléte en temant compte au mieux de l'information
donnée par les classes connues sur un échantillon. On propose une nquvelle approche
permettant de construire une ultramétrique & partir des connaissances acquises qur
les données de l'échantillon d'apprentissage ; 1'ultramétrique ainsi obtenue permet
de construire une hiérarchie qui "infére" les classes:cherchéés, sur toute la popu-

lation.

Un algorithme de classification hiérarchique de type voisin r&ciproque pour induire
la hiérarchie finale a été mis au point. On obtient un temps d’ é&xecution nettement.
plus rapide qu'avec le programme de classification hirarchique classique qui ne

comporte pas d'inférence.

Ce programme a permis de construire des indices d'agrégation adapt&s 3@ des dispositions

particulidres de points (classes allongées, classes sphériques avec noyau central,
demi-sphére avec noyau central, classes allongées ou sphériques bruitées...) et cer-
tains indices trouvés permettent de séparer des classes spécifiques qu'aucun indice

classique ne reconnait.



LEARNING HIERARCHICAL CLUSTERING FROM EXAMPLES

E. DIDAY J.V. MOREAU

ABSTRACT

A classical problém of Pattern recognitibn consist in looking for an operator
of classification (a "classifier") induced from a learning set on which clas=—
ses are known. A pfoblem frequently encountered in practice is the one of
looking for an operatof of clustering (a "clusterfier", in opposition to
"classifier") a learning.set of which classes are also known. In the first
case, we have to find an operator which allocate each new object to one of
the classes defined by the learning set. In the second case, we have to find
an operator which detect classes in the complete population, taking account
as well as possible of the information given by the classes of the learning
set. We propose a new approach-permitting to induce an aggregation index from
knowledge acquiring on the learning set ; the aggregation index thus obtained
permit to induce a hierarchy which infers the desired classes on the whole

population.

A nearest meighbours élgorithm with validity constraints has been realized to
induce the final hierarchy. We obtain a CPU time clearly shorter than with
classical hierarchical ascending classification algorithm which doesn't use

inference.

This program has permitted to find aggregation indices adapted to particular
learning sets (elongated classes, spherical class with ceﬁtral kernel, half
spherical class with central kernel, noising elongated classes «..), and some
of the new indices permit to recognize more specific classes than the usual

indices.
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Application to the adaptive construction of dissimilarity indices

1) Introduction

It often happens in practice that a user wishing.to make a hierarchical clas-
sification does not know which of the usual paﬁoply of dissimilarity indices
will be the best one for his data ; itlcan also happen that none of these in-
dices :satisfy the data that he must deal with ; so a problem arises with re-
gard to the choice of omne of the knoﬁn indices and, possibly; the creation of
new indices. Sometimes the data provide a natural index, for example, the de-.
mographic transfer flow from one district to another if the individuals to be
classified are districts. Unfortunately, such an index may cause inversions

to appear durihg'the construction of ' the hierarchy, which then becomes hard to
interpret ; an inversion comes about when the index associated with a 1evei h
is greater than the index associated with a level h' although h is included in
h'. We provide simple rules that make it possible to deduce, from the value of

the coefficients of Lance and Williams' recurrence formula (1967), generalized

by Jambu (1978), the possible existence of inversions. The same sort of rules also

make it possible to ascertain whether the condition of validity from the
nearest neighbours algorithm (1982) is satisfied and whether it is therefore
possible to use an accelerated hierarchical classification algorithm, without
risk of distortion. If the user has at the outset some ideas on the classifica-
tion that he wishes tdiobtain, the recurrence  formula and the coustraints ob-
tained in order to ensure that no inversion takes place give equations of which

the unknowns are the coefficients Byseeneedy of the recurrence formula. If

a solution exists, it provides a dissimilarity index well-adapted to the

#

user's wishes.



.2) Some definitions

Definition of a hierarchy

Let @ be a finite set and H a set of parts (called levels) of . H is a hier-

archy on 2 if:

1) 2 eH {i.e., the highest level contains all the individuals}
2) Ywe Q :{w} ¢ H (the terminal points) A
3) ¥h, h'eH:hnh' # § => hch' or h'c h.

Binary hieraréhy

This term thus designates a hierarchy H of which each level is formed by

grouping together two elements of H, or more precisely:

¥B ¢ H: card (B) > 1, (B',B"') eH x H:
B'nB'"' =@ and B'v B'' = B.

Definition of an indexed hierarchy

An indexed hierarchy is a couple (H,f) in which H is a hierarchy and f an ap-

‘plication of H in ®" such that:

1) f(h) = 0 if and only if h contains only one element.
2) for all h and h' in H, heh' (strict inclusion) implies f(h) < £(h').

- Other types of indexed hierarchies

In practice, certain dlgorlthms of hierarchical classification (for example

the HAC algorithm, given in appendix l,see[2] or [4]) may give rise to hier-
archies of which the associated index does not exactly satisfy the definition

we have just glven indeed it may happen that two elements h and h' of H satisfy
the relationships = heh', h #h' and f(h) = £(h'). In this case, we shall

say that the hierarchy is indexed "in the hroad sense"




Definition‘of a hierarchy indexed in the broad sense

It is a couple (H,f) in which H is a hlerarchy and f, an appllcatlon of H

in R such that:

1) i(h) = 0 if and only if h contains only one element
2) for any h and h' in H, h.Ch‘ 1mp11es f(h):Sf(h ).

" Definition of an. inversion

It can also happen that the index associated with certain hierarchies gives
rise to the existence of levels h and h' such that h ch' and f(h) >f(h’ ).'
‘such a case we say that there is an inversion. For an indexed hierarchy, or

for a hierarchy indexed in the broad sense, there are no inversions.

The construction of a hierarchy requires the knowledge of a "measure of simi-

larity" between groups, this "measure" being called the "dissimilarity index".

Definition of a dissimilarity index

A dissimilarity index between groupé of individuals is by definition an appiica—

tion § : P(R) x P(Q) =R, P(Q) being the set of parts of Q , such that:

l)vkﬁ.’.hZ-e P(R),S8 (h1 . h2) 2 0 (positiveness)
2) V(hl, hz)e P(Q) x P(Q),G(hl, h2) = G(h2 ,h]) (symmetry)

Let us consider a binary hierarchy H and a dissimilarity index between clusters;
in order to index H and to be sure that there will be no inversion, one can de-

fine f in the following way:
. = i ) B . .F 4
y hi’ hj in H, f(hi Uhj) Max (G(hi, hj)’ f(hy), ‘(hj) ).

In this way a hierarchy indexed in the broad sense is obtained. On. the other ' .

hand, if f is chosen in the following waf:

_>Vhi, hy in H,f(hy h) = 8(hy, b,

it is not certain that (H,f) is an indexed hierarchy, even in the broad sense.

There may be some inversions.



3) Conditions that a d1351mllar1ty index § must satlsfy in order for a hier-

archy indexed by f : f(h uh ) ~(S(h 2) to have no 1nver31ons

The visual representation of a hierarchy H can be interpreted more easily if
it is indexed in such a way that the height of each level corresponds to the
value taken on by the dissimilarity index for the two levels that have formed

it. In other words, if f is chosen on the basis of § in the following way:

f : H>R" such that f(h) =8 (hy, hy)

o - (1)
for all hl’ h2 and with hlnh2 =@ and h = hltth in H
Such a choice of f can lead to inversions, and this fact explains the importance

of the following proposition, which makes it possible to state two necessary and

suff1c1ent conditions that ¢ must satisfy in order for there to be no inversions.

Let H be the hierarchy obtained with the help of the HAC algorlthn (See Appendlx 1)
equ1pped with the dissimilarity index '§ and f, the application defined by, .(1). We
- denote by P the partition that precedes the formation of h = hi—lU hi—2 as the

algorithms unfolds (See Figure 1)

hir o by | i

Figure 1

It-is then possible to state the following result, see [2] for the proof :

PROPOSITION1. The following three conditions are equivalent:

<:> (H,f) is a hierarchy indexed in the broad sense.

v

F 11 h. ' s i v . . 1 c 2
(:) or all hie H, hi ¢ Hwith h. u h in H, we have £(hju hi) = Max{(h,), £(n)}.

(3) For all h, Py, withhy =h, uh, , andh 4 b, ho# hy_,., we have

Remark : For clarification purposes, condition<:>can be called the "local condition"

and condition (:) the "global condition" (See Figure 2):




h,

h.Uh!
il h, |
— e ———— ——— e s —— e -—-———--—-—Ph‘
h! . 1
1 h h,
i—-1 J
- - | 1 _J hi-2 .
4(:) local condition ‘ ' (:) global condition
) t ' : Y - y
£Ch; v b)) = Max (£(h), £(h])) | | § (hy, hj) 2 f(bj)
Figure 2

4) The general recurrence formula

When, during the unfolding of the HAC algorithm, two new clusters hl and
hz -are - brought tbgether in order to form a cluster h3 = h2 U h1 e H, it

is necessary to perform an update of the §(h,, h, ) for h, and hJ in Ph which is

3

different from h., and h,. This update requires the calculatlon of §(h, h, uh )

for all h in Ph f it tuins out that, for classical choices of the dlSSlm;lal—
ity index 5; itSis nossible to.express 8¢(h, h uh, ) with the help of a recur-
rence formula, by using §.(h, h 1) §(h, h ) G(hl, n2) f(h) f(h ), and f(h ),
which have been calculated in previous 1terat1ons, this makes it possible tO
save much machine time and memory space; for this purpose, the following ge-

neral recurrence formula (Jambu 1978) is used:

§.(h, hyuhy) =a; .8(h,h) + ag 8(h,h,) +'a35(h1, hy) + a, £(h) + ag £(hy)

ag f(hz) + a7[6(h, h,) - 5(h,h1)1

This formula generalizes the classical formula of Lance and Williams (1967),

which does not consider the terms in a,, asg, and ag- Various classical choices

of the coefficients a, are given in Appendix 2.



5) A necessary and sufficient condition regarding the coefficients of the'

recurrence formula for the non-existence of inversions

The hierarchy H must be indexed in such a way that the height of each level
corresponds to the value of the dissimilarity index for the two levels that

have formed it. In other words, if the following condition is satisfied:
{for any h 3 =

1 by 4and _h3.in H with h., = hyu h,, we have f(h3) = 6(hl, ‘hz)-} (2)

the following question may be raised:

Is there a necessary and sufficient condition regarding the coefficients

(al, ...... 7) for the non-existence of inversions in the hlerarchy H in-

- dexed by f ?

The following proposition, which generalizes Ducimetiére's remark (1972),

Milligan's proposition (1979), and Batagelj's proposition (J981), answer the question.

PROPOSITION 2

A necessary and sufficient condition for any ¢ satisfying a recurrence formula
defined by the coefficients 81,0 -..0.8,, to induce, using the HAC algorithm, a
hierarchy indexed by f without inversions is that the folloﬁing four conditions

be satisfied :

(a) a,2 - Min (al, 82)

(b) a; +a, 2 0

(c)- al + a, + aq 2.1

(d) a,, ag, and ag are positive
- Proof

To simplify the notations, we will say that condition A is true if relatlonshlps
(a), (b), (¢), and (d) are simultaneously satisfied.Condition B is true if, for

any '§ satisfying the recurrence formula defined by a a., the HAC algo-

. IAREREREE 29
rithm gives a hierarchy H indexed by f that does not allow any inversions.




Given the symmetry of the recurrence formula, it may be supposed that
"6 (Ch, h ) <8 (h,h ) (the proof is similar when the 1nequa11ty

goes in the opp051te d1rect10n)
Let us first prove sufficiency, i.e., that A implies B.

§ (h,h )‘<5(h h ) implies that: , v
5(h,hlU.h2) _A-(al - a7)(5(h h ) + (ay+ ay) S (h,h 9) + a. 6(h . hy) + a,f(h)
+ ag f(h ) + a f(h ).

(a) ==»> a, +a; 0 .
(d) ==> a, =z 0, ag > 0, ag 2 0, whence it follows that

8(h,bju hy) 2 (a; + 8y) 8(h,by) + ay 8(hy, hy)

By construction of the algorithm, we have: 6(h,h1)2 a(hl, h2)
and (b) ==> a; +a, z 0, whence it follows that

$ (h,hluhz)z (a1 + a, +Ia3) § (hl, h2) |

Now. {c) ==>§(h, h uhz) 25(h1’~h2)’ which proves that B is true according to

Proposition 1.

1

Let us now show that B ==>A; more precisely, we shall now show that A is false
==> B is false; in other words, our aim is to show that if A is false, there
exists a dissimilarity index & , for which'the HAC algorithm gives a hierarchy

H indexed By f defined by (2), with inversionms.

A
The flfteen p0531b111t1es ( z

Z C = 15) that falsify A (in logical terms, not-A

not anbAcad = A = avacvd) are covered by the following four cases:

+.a,< 0, or a,+ a

1 a8y +a, 8yt a;<0.
2 a1 + a, <0

3. a9 + a2 + a3 <1l;

4

2, ag, and ag net all positive.
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We shall show that in each one of these cases it is posSible.to const?ﬁg%
a dissimilarity index ¢ such that '
8(h, h,) = §(h,h )28 (h, h,)

and 6(hli h2) > 6(h,h1 uh2) , i.e.:

(1 - a3) 6(hy, hy) >(a; - a;) 8(h, hy) + (a, + a;) S(h,hy) +a, £(h) + as £(h))
+ ag £(h,) (3)

Let us consider the four cases:

a, + ag <0 or aj+ a, <0.
We choose 6(h,hl) zﬁ(hl, hZ) and
(1 - ay) 6(h,, h,) + (a5, - a,) 8(h,h,) - F :
Sy > Nax (ol 1 e B Ll LANL YN
. _82 + 87

 where F = a, f(h) + ag f(hl) + ag f(hz).
_(:) a; + az_<0

We can choose (1 - a3) S(hl, h2) - F

G(hyhl) = (S(hyhz) > Max | ————-——~ '— ————————————————————————— , (S(hl, hz)

a; + a, :

(:) al + a2 + §3< 1

We can choose

§(h, h2) = §(h, hl) t+oey = d(hl, h2) +ey with € and €, 2 0

We must have v
(8] = a7)8(h,hy) + (ay + a)(8(h,hy) + e) + F <(1 - ag) (8(h,hy)) + € - €,)
or

(a1 + az)a(h,hl) + 61(82 + a7) + F <(1 - aS) §(h, hl) + (1 - a3) (61 - ;2)
C = el(a2 +ag + ag- l) + 52(1 - 33) + F <(1 - (al +oa, + 33)) § (h, hl)

D

1-(ay + a, + 33) being strictly positive, it is sufficient to take

C i : )
6(h,hl) > -5~ in order for inequality (3) to be satisfied.




4 a and a, not all positive.

4° %5 6
We choose § (h,h) > & (h,h,) > §(h,,h,) and inequality (3) is satisfied if we

take f(h), f(h]), or f(h2) sufficiently great when a,, a,, Or a5 is

strictly negative. Such a choice is always possible, since there are n(n-1)/2
pairs of distances between individuals and (n~1) (n-2)/2 distances between
clusters that are used, i.e., (n—l)2 distances for only (n-1) (n-2)/equations

(see § 7). ' g

It follows from this proposition that a nessary condition for there to be an
inversion is that at least one of conditions (a), (b), (c), or (d) not be
satisfied. |

Other results (for instance necessary and sufficient conditions for the existence

of inversions)may be found in Diday (1982). .

6) Inversion problems in hierarchical classification with the nearest neighbours

algorithm

Two levels hi and hj of a hierarchy H are called "nearest neighbours' if hj is the
nearest neighbour of hi and if hi is also the nearest neighbour of hj. On

the basis of that concept, the nearest neighboursalgorithm works according to

the fact that each iteration, that is to say each computation of the matrice of
distance,makes it possible to aggregate not only the two less distant nearest
neighbours, but all the nearest neighbours existing at this iteration

(see Appendix 2). Then the question is if the hierarchy we would obtain with this
algorithm ‘is always the as than the hierarchy we would obtain with the HAC
algorithm. One can show that there is no deformation of the hierarchy, if the
dissimilarity index § satisfies a property that will be called "nearest neighbours

validity condition".

6.1) Nearest neighbours validity condition

To have the same hierarchy with the HAC and nearest neighbours algorithm, it is
necessary and sufficient to have the.folldwing coudition :

considering a partition P induced by the hierarchy : when tﬁo nearest nelghbours
nodes h, and h, merge together, we get a new partition P' such that all the

1 2
nearest neighbours of P (except h} and h?) stay neavest neighbours in P'.



Indeed, if from one iteration to the next, this condition is not SatLSfled
we can't merge all the nearest neighbours 1n each iteration, because - node

would be merged with the new level created in P' rather than with his nearest

neighbour of P.

" PROPOSITION 3

A sufficient condition to get the same hierarchy with the CAH and nearest neighbours

algorithms is that the following condition be.satisfied :

¥heP, §(h,,h,) s Inf (8(h>h), d(hz,h))
O == 60 v hyh) > Ing (), 6,00 ~ )

Proof

Let hl and h2 be two levels which have been merged from partition P to partition
P' (they are then necessarily nearest neighbours) ; if two nodes h and h' nearest
neighbours in P but not in P' would exist, we should have : &(h, h')>5(h h uh ) or
S(h,h")>8(h", h vh ) Let us suppose for example that this condltlon is true w1th

h«because of condltlon (C) we then have :

§(h,h') > Inf (S(h],h), d(h,hz))
and then h and h' would not be nearest neighbours in P.
Thus all the nearest neighbours of P stay nearest neighbours in P' and then the

two hierarchies are the same.
Condition (C) will be called nearest.neighbours validity condition.

This condition is realized by most of the usual dissimilarity indexes
minimum link, average, diametral, ward.

6.2) Connection between inversion and validity condition

PROPOSITION 4

If the validity condition is satisfied, a hierarchy constructed using the HAC

algorithm or by the nearest neighbours algorithm has no inversion.

Proof

We shall show that if S satisfies the validity condition, then condition 3

of Proposition 1 is satisfied. This so called "global' property can be stated
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in the following way (See Figure 2) :
for any hj € P such that hj # h,, hj # h, and h = h uh, eH
' (3)
we have S8(h.,h) 2 &8(h, ,h,)
i 1°7°2

Now, if h., € P_ with h, # h,, h. # h, and h = h Uh,, then :
j i 17 ] 2 : 12

h
d(hj,hi):zé(hl,hz)'and 6(h3,h2)2 d(h],hz),‘fpf Ph is the ?artition that pfecedes
the merging in the algorithm of h = hlthz

. < I8)
Then : S(h],hz) < Inf (G(hj,h]),'J(hj,hz))

By applying the validity condition one can deduce that :

v o

U h,)

6(hj, hl' 2 Inf (d(hj,h]), G(hj,hz))

So we have :

v

S(hj; h] U hz) Inf (d(hj, h]), S(hj, h2)) 26 (h], h2)

then :

]’

é(hj, h1 U h2) 2§ (h

h2)

Relationship (3) is thus satisfied ; according te proposition 1,.we then haye a

hierarchy without inversion.

PROPOSITION 5

A necessary and sufficient condition for a dissimilarity index § satisfying a
recurrence formula defined by the coeéfficients ays wees 2q, to verify validity conditi
of nearest neighbours algorithm, is that the following four conditions be
satisfied :
a, =2 - Min (a,, a
(a) a, (a,s a,)

(bz) a + a, >

(c) a, + az + 2, = 1

(d) s as, a, an positiﬁé

Proof 4

-

- . . . o . . v . . )
As in proposition 2, we will say that condition A is true if relatiomships (a),(b"),
(c), (&) are simulaneously satisfied and that condition B is true if for any §

sarisfying the recurrence formula defined by Biseres 295 validity condition of



- 12 -

nearest neighbours algorithm is satisfied. We also supposed that 6(h h ) < 8(h,h )

(given the symmetry of the recurrence formula)

Let us prove A implies B : ‘
considering a partition P induced by the hierarchy at a stége of the algorithm,
one must show that :
¥(h,h,,h )¢ P3 :
T2

[d(hl,hz) < inf (6(hl,h), G(hz,h) => 5(hluh2,h) > inf (6(hl,h), G(hz,h))]

or, as G(h,hl)is 5(h,h25

v

6(hl,h2) S.G(hl,h) => 6(h1Uh2’h) 6(h1,h)

A

5(hl’h2) G(hl,h) => G(FIth,h) - 6(h1,h)2 0

but, we have :

+

: G(hluhz,h) - G(hl,h) = a16(h],h) azd(hz,h) + a36(h],h2) + aaf(h)‘+ asf(hl)

+

ag f(hz) + a7(6(h2,h) - é(hl,h» - 6(hl,h)

(a; - 2, = 1) 8(h b)) + (a, + a) 8(hy,h) + a, a(hl,hzj

+

a, f(h) + ag f(h]) +.a6 f(hz)
(a) => a, + a7'z 0 and we know that 6(h2,h) > é(hl,h)

(d) = a > 0, a_. 20, a, 2 0 then a

( ' '
4 6 4 f(h) + ag f(h]) + ag f(hz) z0

it follows that :

§(hy vhy,h) - (b k) 2 (a, +a, - 1) 8(h,,h) + a

1 T3y S(hy,h,)

3
And we have :

5(hl,h) < 5(h2,h) (condition B)

2 .
and (b") => a + a, = 1 2 0, so it follows that :
S (h h + -
( - h) 6(h ,h) = (a] a, + a, 1) 6(h1,h2)
(c) => a, + a, + a3 =120 and d(hl,hz) 2 0 then

d(hluhth) - G(h],h) 2




So, we have shown ﬁhat : G(h],hz) < G(hl,h) => (S(h1 th,h) - d(h],h)'z 0
which proves that B is true |
Lét us show now that B => A :
once again, we shallAshow that A false => B false
so say that a v BQV cvd=> B false

or still that in the four nex; cases
(E)az + a, <0 or a, + a, < 0
OJRERS
<§>a1 ta, +a, < ]

(:>a4, ag and ag not all positive

>

it is possible to obtain a dissimilarity index S such that

(4) a(hl’hZ) < GChl,h)‘and 6(h,hluh2) < d(hlh) (B false)

now, according to P2’ cases <I> , <§> and (:) each permit to obtain a dissimilarity
index § with inversion, which,according to P4 insures that § doesn't verify the
validity condition, it's to say that B is false.

We still have to show : @::,B false

then, we want cbndition (4) to be satisfied,inother words, to find § such as :
8(h shy) < 6(h ,h)

and :

G(h,h]th) - é(h],h) <0 i.e

(a] - a, - 1) S(hl,h) + (a2 + a7) G(hz,h) + ay é(hl,hz) +oa, f(h) + ag f(h))

+ag f(h2)< 0
We choose S(hl,h)'= 5(h2,h), then we want :

(a, + a

! 9 1) G(h],h) + ag G(hl,hz) + F <0

where F = a

4 f(h) + ?5 f(h]) + ag f(hz)
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a36(h1,h2)+F

1- (a

so : G(hl,h) >

1*ey)

we can choose '
ay 5(h],h2)+F

1—(a]+a

§(h,,h) = 6(hy,h) > Max ( » 8(h ,h,))

2)

which proves (4) and then that B is false

According to propositions 4 and 5, conditions (a), (b?), (c) and (d) insure
together the validity of nearest neighbours algorithm and non—existence of

inversion.

7) Adaptive construction of dissimilarity indices

Given a recurrence formula, one can say, to simplify matters, that if conditions
(a), (b), (¢), and (d) of Proposition 2 are satisfied and if (bz) is false, then
there are no inversions (Proposition 2), and CAH is available. If conditions (a)
(bz), (c) and (d) of Proposition 5 are satisfied, then there are inversions and the

nearest neighbours algorithm is available.

In appendix 3, we provide a series of classical recurrence formulas followed by a
table giving the inversion and validity of nearest neighbours algorithm proper-
ties of the corresponding dissimilarity indices. The family of classicaldiséimi—
larity indices can be éxtended by calculating the a; with the help of the recur-
rence formula starting from an example. Practically speaking, the user proposes,
on the basis of an example drawn from his ‘data, the desired hierarchy H by spe-
cifying the height of each of the levels. Beginning with this hierarchy, it is
possible to calculate 6(hi,hj), where h.1 and hj are two arbitrary.levels of H,

by setting :

G(hi, hj) = the height of the lowest level containing h.l and hj'




With the help of these quantities and the genefal recurrence formula, one obtains
a system of equations with 7 unknowns (the a;s for i = 1,...,7) and containing

(n-1) (n-2) /2 equalities (n being the size of the population) ; indeed :

Ph being the partition that precedes the formation of the ith level hi’ n-2

i . : ' . .
recurrence equations are used to construct h2 ; if n -~ m new equations are needed
to construct h , then n - (m + 1) are needed to construct h (if h contains

m o mtl m++] ,
hm, then it — wm — i or elsen - m—- 2 + | are needed). In all, therefore,
(n=-2)+ n=-3)+...+1= {o.z l)ég =2

truct the hierarchy. It is necessary to find the a; that best satisfy these

equations must be used to cons-—

equations and the constraints given by Proposition 2 to ensure the non-exis-
tence of inversions . As a general rulg, there are more'equations than unknowns;
the solution, which is of the least square type with constraints, does not
necessarily satisfy all the equalifies : inversions may therefore appear ; to
mitigate this drawback, the user may call into question his choices in an in-
teractive way (by modifying, for example, the factors of the levels cofresponding
to these inversions)until he has obtained the coefficients that come closeét to

" satisfying his wishes.

8) Computationnal Application.

* ‘The search for this similarity index consists in solving an equations system
with constraints, whose unknownsare the seven coefficients 315 85 cens 2y from
the formula of Lance and Williams generalized by Jambu. So we have to solve a

seven unknowns system ; The number of equations is generally greater than seven.

* As a general rule, there is no exact solution to such a system, and a
least square type algorithm with constraints has been used to get an approximate

solution.

= Inaddition the construction of the final hierarchy is realized witha nearest

neighbours algorithm [4] adapted to the inferred similarity index. (see table 1).



N

objects

AN

p variables

\r

Data
table

The user gives a

Partition or hierarchy

on the n objects

ra P \

Al >
> Extracted
Sub-table
System of ﬁE:l%;E:Zl

equations and seven

-unknowns

cqnstraints
(a),(b),(c),(d) or
(a), (b%), (c), (d)

Systém with

constralnts

least square type
algorithm with

constraints

"optimal solution"

Hierarchical
classification

algorithm

(nearest neighbours

if (), 6D, ()
and (d) are

satisfied)

Hizrarchy

on the

N objects

Table 1

n<N




% Program inputs :

The number of objects N and the number of variables P

~A data table (objects, variables) or a table of distances (objects, objects)

A sub-table n x P (n < N)
A partition or hierarchy on this sub-table

% Program outputs :

The inferred index of similarity (i.e coefficients a a

l, v e sy

Final hierarchy and its sub-classes

Graphic representation of the hierarchy

. % Technical specifications :

Programs have been writtem in FORTRAN 6 on a 68 DPS computer from CII=HB,
with MULTICS system. '

CPU Time : including search for the similarity index, comstruction of the final

hierarchy and outputs.

Number of ‘Number of Number of objects{
objects variables | of the initial | CPU time

hierarachy

20 2 - 10 : 13 seconds
185 2 - : 10 46 seconds
40 ' 13 . 10 31 seconds

120 13 10 ' . 50 seconds
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9) Example

The method has been tested on twelve two-dimensional pictures including185 point;
of the plane In these pictures, clusters areivisible to the naked eye. We

have tested classical aggregation indices and inference indices to try to

recognize these pictures.

The 12 pictures are :

- | c, G ¢, g
¢
€, _
>
-a- ~b- ~c- -d-
) c
‘ 1 c, c
c 1
N\ C
o o © z
—e- ' —f- -g- ~h-
c
c, 1 ¢
\\\
C
X 2 \
C2 C,, i
v ,/‘I
r‘/
-i— —j.. ~k-




All the pictures have two clusters except picture h which have three clusters.

For pictures e > g and j , the clustering of the objects between the

two clusters will be not takeninto account.
Classical indices and inferred indices have been tested on the twelve examples.

_ We have used the HAC algorithm in the case of classical indices and nearest neigh-

bours for inferred indices. Distance between objects is euclidian.

A summary of the results is given in figures 3, and 4,
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Aggregation CPU time ) Number of
indices (in Pictures recognized recognized Coefficients 8)yc-.,8,
seconds) pictures
Minioum Link 125 a, ¢, d, £, k 5
Diamétral 121 a, c, e 3
Average 122 a, e, g 3
Ward 122 a, c,e, g 4. >see appendix 3
Least Inertia 123 a, c, e, g 4 g
Least Variance 129 a, e, g 3
Centroid 123 a, e 2
a, = a, = 0,5
v Inférence on -a- 47 g. c, d, £, k 5 53 =8, = ag = 86 = 0
a, = 0,5 (minimum 1link)
. no indice recognizing -b--
Inférence on -b~ has been found (o]
a, = a, = 0,9
1 2
Inférence on -c- 46 a, ¢, d, h, k 5 a;=a, =0
55-9,32;a6n0,22;e7-—0,5
) a, = a, = 0,5
Inférence on -d- 47 a, ¢, d, £, k 5 By g, a5 =a, =0
a2, = -0,3 (minimum link)
8; = a; = 0,59
Inf&rence on -e- 56 a, c, d, e, £, i, j, k 8 ay = -0,1
a, = 35 = a8 & 0; a7--0,55
‘s a; = a, = 0,39
Inféren -f- i, 3
ce on -f 79 a, c, d, e, £, 1, 5,k 8 a,4==0,17 ; &, = § ja.=0,15
a =0; a, = ~0,54
&y = a, = 0,5
Inférence -g- 58 a 8 2 g3=1,85;34.0,8;as=0
- a, = 0,53 3 a, = 0,48
a, v a, = U,
Inférence -h- 46 a, ¢, d, e, f, b, k 7 a3=0,003;aéno;agm0,12
' ag = 03 ay = -0,5
a, = a, = 0,54
2
Inférence -i- 67 a, c, d, e, £, i, i, k '8 a, = 0,18
a, = 8¢ = B¢ = 0;37-0.56 B
. 2 = a, = 0,5
Inférence ~j- 49 a, c, d,'e, g, k 6 8, =85 =&, =a; =0
a, = -0,43
a = a, =« 0,5
Inférence =k~ 46 e, ¢, d, e, £, b, k 7 a7=54-0;55=0,00000i

a. =03 a, =~0,5

] 7

Inférence -1~

no indice recognizing

-1~ has been found

4]

(I

Figure 3




CLASSICAL INDICES : INFERENCE INDICES TOTAL

Picture Classical indices number’ Inférence indices - jnumber of || Total
recognizing the picture jof indices pecognizing the picture | indices number
‘Minimum-link,Diametral (sur 7) a,c,d, e, (sur I?)
Average,Ward,Least £, g8, h, 1, j, k io - 17
Inertia,Least Variance 7 '
Centroid

0 o} [¢]
1 Minimum-link, : . ‘a, c, d, e, £, h,
Oc2 Diamétral,Ward, 4 i, i, 9 13
Least Inertia
S %2 a “fl evendies £,
' Minimum=-1link 1 i, 33 k g 10
c . . N . -
i Diametral,Average, e, f, h, i, j, k
Ward,Least Inertia, | 6 Y "1z
C2 Least Variance,
: Centroid
& a,d, e, £, b, i,k
Minimum-1link : 1 . 7 8
[ .
1 Ward,Least Inertia,
CZ Least Variance 3 J:3 1 4
G
- o]
r\\\ 2 0 c, h, k 3 3
C3 .
cl
0 £, e, i 3 3
!
0 e, £, i, i 4 4
¢, -
1
. a, ¢, d, e, £, h,
Minimum~1link 1 i, 3,k 9 10
)
4 V] 0

Figure 4




* Interpretation of results :

Let's remark first that classical and inference indices all recognize picture
a 1in which the clusters were particularly obvious. Inference indices always

recognized very clear clustering.

For classical indices, we remark the'particularity of minimum link which
doesn't recognize the same type of pictures as the thir.. CFU tion: is about

125 seconds for all these indices.

For inferénce indices, CPU time is including between 46 and 79 seconds,
which is about two times less than for classical indices. Then we can note the
much greater rapidity of the nearest neighbours algorithm in comparison with the
classical HAC.

- Iﬁference indices seem to be more adaptable to every sort of configurations
than classical indices : six of the ten inference indices recognize more
clusters than all classical indices. But some inference indices are, on the
contrary, very specific to a special kind of picture ; the indice inferred on
‘picture g, for examplé,recognize only this picture and the obvious clusters
of picture a .

- Inference indices are also able recognize three clusters (pictures h , 1,

and j ), which are never found by classical indices.

- For pictures b and 1 no indice (inferred or classical) has recognized the
desired cluster, so we are never sure that an indice is possible <o find, 1if

clusters are very imbricated. For picture 1 , some inference indices did

find the three clusters

* Splitting threshold choice : A g

The output of our algorithm is in everv case the inferred hierarchy and
A g 5 rchy

not a clustering. In order to obtain clusters, this hierarchy has to be truncated.
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In the case of the twelve pictures, clusters were always very obvious to
find., For example, the aggregation indice inferred on picture —a-is used to in-

duce these hierarchies :

‘on picture -a-~

a, 2a 2a3 2a2 2a4 2a5 2a7 2;6A
T IS e ™ e ——

¢y o G

on picture -d-

- d ) b o
d d3 d, d, d,d V] &d3 _d4 2d5 2dl 2d2 2d, 2d

5 6 4 12 7 6
1 6 |

and we easily find the two clusters Cl and C2 in these hierarchies.

- For a more complicated configuration of points, splitting threshold choice
could be a difficult problem to solve for the user. It will:then be possible to use
usual splitting threshold methods from Lerman [8], or to adapt splitting thres-
holds to the topic under study:
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Conclusion

Among all the results put forward, the following rules may be kept in ﬁind :

if conditions (a), (b), (c), and (d) are satisfied, the non-existence of in-
versions is assured ; if besides (bz) is satisfied, the nearest neighbours algo-
rithm may be used.In all areas in which users have a precise idea of the clusters
they desire on the basis of particular examples (image processiﬁg, for example),
the given properties lead to programs for the automatic generation of hierar-

chies on the basis of examples.

In order to increase the possibilities of adequating the recurrence formula
to the example proposed by the user, it would be interesting to study the

following general recurrence formula :

§(h,b v hé) = a; 8(h,h)) + a, §(h,hy) + ag 8(h ,h)
' + a4~f(h)'+ a5 f(hi) + a6 f(hz)
+ aj|£(h) - f(hl)i+ a8]f(h> - £(hy) |+ ag}-f(-hl) = £(h,) |
+ amics(h,hl) - d(h,hz)[

With a, = Fi(p(h), p(hl), p(hz)), where p(hi) is a wéight associated with
level hi' ‘




" APPENDIX |

The general algorithm of the Hierarchical Ascending Classification

This algorithm (called the HAC algorithm) consists in constructing, with the
help of the chosen dissimilarity index §, a sequence of partitions of decrea-
sing fineness, the clusters of which form the desired hierarchy H. It can be

stated in the following way :
(:) Start from partition Po, the clusters of which are reduced to one element.
(:) Construct a new partition by merging the two clusters of the previous

partition that minimize §.

«

(3)' Repeat procedure 2 until all the clusters are merged  into one.

If in step(%)there is more than one pair of clusters that minimize 6,
let one be chosen at random ; thus the hierarchy obtained is not always

unique. Note also that the hierarchy thus obtained is necessarily binary.
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APPENDIX 2

o

The nearest neighbours hierarchical algorithm.

Two levels h. and h. of a hierarchy H are called "nearest neighbours" if h
is the nearest nelghbour of h and if h "is also the nearest neighbour of h
with a chosen d1551m11ar1ty 1ndex 8. On the basis of that concept, the algo-
rithm works according to the fact that each iteration makes it posslble to
aggregate all the nearest neighbours existing at this stage of algorlthm It

can be stated in the following way :

(:) Start from partition of individuals, the clusters of which are reduced

to one element.

<:) Construct a new partition by combining all the nearest nelghbours clus~

ters and aggregate them,
(:) Repeat_procedure<:>until all the clusters are combined into one

The hierarchy thus obtained is also binary.
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APPENDIX 3

Values of the coefficients of the recurrence formula for some dissimilarity_

indices.

. Minimum link :

Gl(hl'hz) = Min {d(wl,wz)/w] E.hlfw2~€ h2}

. Single link :

62(h1,h2) = Max {d(wl,wz)/w1 € hl’ W, € h2}
a = a = - —]— a = a = a = g = 0 a = —1—
I =2 2. 3 4 5 6 7 2
Average .
§,Ch. ,h,) = 17— L :E: d(w,.,w.) , where |h,| = card h,
37172 h,il h ' i’v3t 2 i i
. 1 2 W, € h
W. € h2
I, | Iyl

SRR R 1 R

. Centroid :

S ) LA i LRI Py Py
1

p(h)) + p(h,) ERCICP IR IE

a. =0 fori>3

where p(h) =:Z: p(w) is the weight associated with h.
- weh
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. Least inertia :

65(hl,h2) = I(hl U h2) where

I(h) = I p(w) d(w,G(h))
w e h

associated with each individual

: G(h) is the mean of h i p(w) is a weight

# p(hy U hy) = p(h)) + p(hy).

p(h) + P(hl) p(h) + P(hz) P(hl) + P(hz)
N ‘ a, = —mms—me—e—Soe @3 = mmmosme——eeeSoo
T T T
P(hl) P(hz) p(h)
4, = = ~—-==io 8g =™ = TommS—ee 8, = = —omme-—- a, = 0
N T | T T
where T = p(h) + p(hl) + p(hz)
+ Least variance :
' 1
§e(hy b)) = var(h, U h.) = ——mmeeede ICh, v h))
6 : :
_ ) 1Y% p(h) + pny) 1Y
[ p(0) + p(r)]?
e R for 1 = 1,2,
| T
[ peh) v p(h2>]2 -p(h)° -p (hy)° -p(h)?
a s e ———————— a R el L P a B e v e a T e -
3 i T 4 T2 5 _ T2 6 T2
. Ward (1963 _ . , .
Jrard (1963) P pry '
S;(h;5hy) = I(h, U h,) - I(h,) - I(h.) = ——anil 227 _ d(G(h, ,G(h,))*
7172 1 2 1 2 1 2
p(hl) + p(hz)
p(h) + p(h)) p(h) + p(hy) ~p(h)
ap F T 8, = Tmemmm—e———te ay = —m=—-
T ' T - T
a4 = a5 = a6 =~a7 = 0

* If d is a Euclidean distance.
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Index of the weighted increase in variance

p(h)) | p(h,)
g(h;,h,) = var(h; U h,y) = ===—===---- var by = —=—-——=-----  var h,.
p(hl U h2) p(hl U hz)

p) + p(h)7 | p(0) ((p(h) + p(h)))
a, =f-memmmmede for i = 1,2 ay = = —mmmmmoess R
t T | T
a, = 0 for i > 3.
i )

Inversion and reducibility properties

In the foIlOwing'table,.conditions_(a), (B), (¢), and (4d) df Proposition 2 are
noted as a, b, ¢, and d : (not -a) is noted as a. Condition (bz) of proposition

5 is noted b2.

Diésimilarity » Conditions Properties Validity of nearest-—
Indices Satisfied Inversion neighbours algorithm
61 a b2 c d No inversions , yes**
2 , ) ) * . *%
62 ab c¢d No inversions , yes
i . . *
63 a b2 cd No inversions , yes**
64 a b; cd possibly no
65 a b2 c d No inversionso, yesO
66 ab cd possibly R no
s _ .
-67 ab” c¢d No inversions*, yes**
68 ab cd No inversions®, yes®
. *  Acedrding to Propositiom 2.

According to Proposition 5.

o Since I(h] U hz) > I(hl) + I(h2) (Huyghens) where it follows that

§(h ,h,) 2

Max(f(hl),f(hz)), assumihg, of course, that d is a
FEuclidean distance. - ’
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