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ABSTRACT The polymorphic, or second-order, typed lambda calculus is an
extension of the typed lambda calculus in which .polymorphic functions can
be defined. In this paper, we will prove that the standard set-theoretic model
of the ordinary typed lambda calculus cannot be extended to model this
language extension. ' ' ‘

RESUME Le lambda-calcul typé polymorphe, ou du second ordre, est une
. ~ extension du lambda-calcul typ€ dans laquelle il:est possible de définir des

fonctions polymorphes. Dans cet article, nous démontrons que le modéle

ensembliste usuel du lambda-calcul typé ne peut pas €tre étendu en un
§ modeéle de cette extension du langage. '

Introduction
The polymorphic typed lambda calculus [1], or second-order typed lambda
calculus [2], is an extension of the typed lambda calculus in which
polymorphic functions can be defined by abstraction on type variables, and
such functions can be applied to type expressions. In this paper, we will prove
that the standard set-theoretic model of the ordinary typed lambda calculus
cannot be extended to model this language extension. '

In [3] it was conjectured that such a model might be produced by restrict-
ing polymorphic functions to "parametric polymorphism” in the sense of Stra.
chey [4]. The result of this paper shows that this conjecture is false, regard-
less of the particular definition of "parametric”. ~
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Syntax of the Polymorphic Typed Lambda Calculus

To define the syntax of the polymorphic typed lambda calculus, we assume
that we are given

T: An infinite countable set of type variables,
¥ An infinite countable set of ordinary variables.
Then (), the set of type expressions, is the least set such that
If'rETthen'r€Q '
If w, v’ € Qthen w-w' €0,
If Te T and w e QthenAT. 0w € 0.
The operator AT. binds the occurrences of 7 in AT. w. More precisely, the
set FTVw of type variables occurring free in w is defined by
FTVT = {1,
FTV(w-»w') = FTVw U FTV o',
FTV(A7 @) = FTVw - {7}.

This binding structure induces an obvious notion of alpha conversion (renam-
ing of bound type variables) for type expressions. We will regard alpha-variants
of a type expression as identical, and write (o' /T-w) to denote the type
expression obtained from ' by substituting o for the free occurrences of T,
with the use of alphe conversion to avoid collisions of type variables.

Next, we define a type a.ssignmeni 7 to be a function from a finite set of
ordinary variables to ). We write

*={r|meF-Qfor some finite F ¢ V}

for t.he' set of type assignments.

Finally, to define the syntax of ordinary ‘expressions, we define the family
C<E,,lTeQwe Q>

of sets, in which £, is the set of those ordinary expressions whose free ordi-
nary variables belong to the domain of 7, and which take on the type w under
the assignment of types to ordinary variables given by 7. This is the ]east fam-
ily of sets satisfying ’



Ifv € dommthenv € E s

lfe,€F . andez€ B, thene(ep) € £y,
Ife € Fpjy.0) theniv:iw.e €E, .,

Ife € Eypre thene[w] € By (i raw)

lfe € F, ;,thenAt.e € Eppry,.

Here domm denotes the domain of m, [m|v:w] denotes the function with
domain domm U {v] such that [ |v:w]v’' = ifv'=v thenwelse mv', and 7 — 7
denotes the restriction of 7 to the set ’

{v|v € dommand 7 &€ FTV(nv) }

of ordinary variables that are assigned by 7 type expressions not containing

‘free occurrences of 7.

By structural induction, it is easily seen that if ©' is an extension of 7 then
En"u 2 Enw'

The sets FTVe of type variables and FOVe of ordinary variables that occur
free in the ordinary expression e are defined by

FTVwv = {1, FOVv = {vi,

FTV(e (ez)) = FTVe, UFTVe,, FOV(e;(ez)) =FTOVe, UFOVe,,
FITV(A:w. e) =FTVw UFTVe, FOV(MW:w.e) = FOVe - (v},
FTV(e[w]) = FTVe UFTVw, FOV(e[w]) = FOVe,

FTV(AT.e) = FTVe - {1}, FOV(AT.e) = FOVe.

Set-Theoretic Semantics

In this section, we will detail the assumptions about a "set-theoretic
semantics” of the polymorphic typed lambda calculus that we will use in prov-
ing that no such semantics exists. First we assume that, under an assignment
of sets to type variables, each type expression denotes a set. Asin [3], we for-
malize this assumption by defining a set assignment S to be a function from T
to the class of sets, and writing S# for the function from Q to the class of sets
such that S#w is the set denoted by w under the set assignment S. Since type
variables should stand for the sets they are assigned, we require that
S#r=StforTe€ T,i.e.that S*# should be an extension of S.

We then define S#* to be the function frdrn (0* to the class of sets that

maps each 7 € Q* into the Cartesian product over v € dom7 of the sets ‘ ‘

S#(mv). Thus S#*7 is the set of environments appropriate to m under S. In
summary:
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()If SeT-S, where S denotes the class of sets, then S¥ € Q—»S is an
extensmn of S, and S¥* € 0* > Sis such that

St = [T S*(mv).
vedommn
Secondly, we assume that the meaning of an ordinary expression e € £,
determines, for any set assignment S, a function from the set S#¢m of
environments to the set S¥w of denotations. In other words:

(2) For each m € N* and w € (), there is a semantic function

/-"mJEErru” H (S#*””S# )
S eSA

where SA denotes the class of set assignments, and s +s' denotes the set
of all functions from s tos’.

Next, we assume that the denotation of a typed'or ordinary expression
depends only upon the denotations of the typed and ordinary variables that

occur free in the expression (or its type classification):

(3)If ST=S'Tforall T € FTVw, then S¥w = S#w
(4) Suppose e € £, and n € S#*n. If ST=S'7 for all T€ FTVe U FTVw U
U FTV(mv) then Knole]Sn = KrolelSn.

v €Edomm
(5) If e € E,, 7 extends 7, and n'€ S#*n' extendsn € S#*n, then u, [e]Sn
= Upolle]Sn'. | :
Next, we assume that our semantics agrees with the classical set-theoretic
semantics of the ordinary typed lambda calculus for the constructions that
belong to this sublanguage, and that beta reductlon is sound:

- (6) St (w-w') = S#w»S#w
(7) If v € dom 7 then

e [v1S7 = 7v.
(8) Ife;€ £, . andey € E_; then
tnoler(e2)1Sn = prpnole IS0 (uylelSn) .
(9) If e € E[7)y 0] then

.ﬂﬂ,o—»u‘l[xvi wel]Sn =z €AS#>("~ N[niv:u].w’l[e]]s[n lv:z].



(10) If e € En|y.0]w> €2 € Eno, @nd e3 € Ep; is obtained from e; by substi-
tuting e, for the free occurrences of v, with alpha conversion to avoid
collisions of variables, then

Pl 0. e4)(e2) 1S T = pnaleslS7.

In (9), note the use of a lambda expression (of the ordinary typed lambda cal-
culus) as part of the mathematical notation for defining semantics. To allevi-
ate confusion with the language being defined, we use € instead of : in the
binders of these lambda expressions.

Finally, we assume that the meaning of a type application depends only
upon the meanings of its subexpressions, and that type beta reduction is
sound. In particular:

(11) If ﬂ'ﬂ,AT.u’[[e 1] = »U'n,A‘r.w’KQZ] then “"n.(u'/'r—vu)l[e 1[&)]]] = #n,(u‘/f—»u)[[ez[w]]]-
(12) I € Ep_ppy then ppr ol (A )11 = pip_pille].

The Contradiction

We write [v: Xy | -+ |v,:X,] for the set assignment or environment with
domain {vy, ...,v, } that maps each v; into X;. In particular, we write [] for
the set assignment or environment whose domain is empty. We write f ;g for
the composition of functions in diagrammatic order, i.e. (f ;g)z=g(fz).

Our argument will involve working out the denotations of certain specific
expressions. To clarify the exposition, we will use boldface lower-case letters
for particular type and ordinary variables, and boldface upper-case letters for
particular type and ordinary expressions. The corresponding italic letters will
be used for the denotations of these variables and expressions.

Lemma 1. If the polymorphic typed lambda calculus has a set-
theoretic model then there is a type expression B, containing no free
occurrences of type variables, whose denotation B = S#B (which is

independent of S by (3) since FTVB = {}) contains more than one ele-
ment.

Proof: Let B = As. s-(s-8) and S be a set assignment mapping s into a set s
containing more than one element. Then B contains

H().B[As Ax: s A\y: 8. x]S[] and u[]'B[[As Ax:8 Ay: 8. yJS[].

If these members of B were the same, we would have

K (a-n) (A8 Ax:8 Ay: 8. x)[8] IS [] = 4]0 (s-m (A= Ax: 8. Ay: 2 y)[8]]S[]




by (11), and

H)s-(a-a)[Ax: 8 Ay: 8 XJS[] = ) - (s-a)[Ax: & Ay s y]S[]
by (12). Then, forallz, y € s, by (9) and (7),

Hla-(e-a[Ax: 8 Ay:8 x]S[]zy = 2 = i} peaAx s Ay 2 y]S[Jzy = .
which would contradict the assumption that s contains more than one ele-
ment. (End of proof.)

~In the sequel, B will stand for the closed type expression whose existence
is guaranteed by Lemma 1, and B for the multi-element set that it denotes. ‘In
fact, Lemma 1 is only needed because we are considering a simple form of the
polymorphic typed lambda calculus without any type constants, such as
Boolean, that denote specific multi-element sets. The reader may find our
arguments easier to follow if he regards B as Boolean rather than As. g~ (s-8).

The next step is to ihtroduce a functor T from the category of sets and
functions to itself. This is the functor such that, for any set s,

Ts = (s-»B)-~»8,
and for any function p € s»s’, Tp € Ts-Ts' is the function such that
Tp=A €(s»B)>B.A\ges'»B.h(p;g).

Both the object and morphism parts of T can be "expressed” in the
polymorphic typed lambda calculus. This is the key to the following lemma:

Lemma 2. If the polymorphic typed lambda calculus has a set-
theoretic model, then there is a set P and a function H € TP»P such
that, for any set s and any function f € Ts-s, there is a function
psy € P-s such that

TP—LPS-L—>TS

H ro @)
d
P —= 5 5

commutes.



Proof: Let W and P be the type expressions
W= (((s-B)~B)~s)»s, P=AsW,

and let }

. P=5S*tP,

- which is independent of S by (3) since FIVP = {]. Let M and H be the ordinary
expressions

M = Af: ((s~B)-B)-s f(Ag: s=B. h(Ap: P. g(p[s]f))) € E{n.(p>B)-+B]W:

H = Ah: (P-B)>B As M € £} (p.p)-B)-P:

“and let

H = ) (p+5)-)-plBIS[] € S#((P-B)+B)+P = (P~B)-B)-P = TP-P

which is independent of S by (4), since FTVH, F‘TV(((P—»B)*B)»P),'and dom [ ]
are all empty.

Finally, for any set s and function f € Ts~s = ((s=B)-B)-s, let Psy €
P>s be the function such that
PsyP = pippwlpP[S][S |s:s][p:plf,

which is independent of S by (4), since FTV(p[s]).: {sl, FTVW = {8}, and
FTVP = {}.

Then, for any set s, f € ((s»B)-»B)-s,and h € (P-B)-5,

Psr (Hh)

= psy (1), ((P-B)~B)-P[H]S []1) (def. of H)
= psy (U{n:(p+8)-B).p[As. M]S[h:h]) (9)
= Kip:pLwlP(8]](S | s:s][p: p(pomy-py,plAs MIS[h:R]]f  (def. of pg,)
= Kin:(p-)-Bwl(AP: P. p[s])(As M)][S | s:s][h:h]f (9,5, 4,and 8)
= Kin.(p-B)-B), W M][S | s:s][h:n]f | . (10 and 12)
= (Ag €s->B. h(\p € P. g (uppwlpls]I(S | s:s][p:p]f))) (9 8,7 and 5)
=f(Ag €s~B.h(Ap €P.g(ps;p))) (def. of pgy)
=f(Ag €s-B. h(pgs:g))

=f (Tpsf h).

(End of proof.)

>



Lemmas 1 and 2 are the only properties of a set-theoretic semantics of the
polymorphic typed lambda calculus that will be needed in our proof; the
remainder of the argument depends only upon the nature of sets and func-
tions.

Readers who are familiar with the concept of a T-algebra [5], or prefixed
point of T [6], or T-dynamics [7], will recognize Lemma 2 as an assertion that
there is a T-algebra <P,H> such that for any T -algebra <s, f > there is at
least one morphism Psy from <P,H> to <s, f>. The purpose of the next two
lemmas is to replace "at least one” by "exactly one”, i.e. to show the existence
of an initial T-algebra. '

Lemma 3. If the polymorphic typed lambda calculus has a set-
theoretic model, than there is a set P’ and a function H' € TP'»P"
such that, for any set s and any function f € Ts-s, there is a function
P'sy € P'>s such that

P —T%  rg
\H r | (B)

P’ —————“' > s

commutes - if V' =psy. and if this diagram commutes then Psy =
PPH:Y |
Proof: Let P, H, and Psy be asin Lemma 2. For p € P, we say p is paramelric
when, for all sets s; and s, and functions « € 51783, f1 € Tsy»sy, and 5
€ Tsposy, if

TS] ’_—ng—) TSZ

fi 2 ' (C)

U, v

s —&

commutes then Psef,P = a(psmp ). Let P’ be the set



P'={p |p € P and p is parametric}

of parametric members of P, and J be the identity injection from P'to P.

(This definition of "parametric” is possibly weaker than any of those in [3].

In fact, it coincides with the weakening of (PAR) in [3] obtained by requiring
the relation r to be the function a.)

Now suppose that diagram (C) commutes. Since all members of the image
of J are parametric, we have

J;psafz = J;p‘slfx;a‘

Applying T to both sides, composing on the right with f,, and using (C), we get . |

TJ Tpsepy fo=TJ ; Tpgyp,: f1. .

Then since (A) commutes for s, f; and for s;, fo, we have
TV H psys, = TS H pg g . |

Thus, for all h' € TP’,
Pasts H(TIR)) = alpg, g (H (TIR))).

and since this result holds for all s, s3, a, f;, and f, that make (C) commute,
H(TJh') is parametric for all h' € TP".

This permits us to define H' to be the corestriction of 7J;H to P’, and
insures that H';J = 7J;H. Then, if we define P'sy = J .pss, this equation and
(A) imply that, for any set s and f € Ts-s,

H'psy =H'Wipsy =TI Hipsy =TV Tpspi f =Tp'syif .
Thus (B) commutes when ¥’ = p';,.

On the other hand, suppose ¥ is any function in P’'-s that makes (B) com-

mute. Then since (B) is a special case of (C) and the members of P’ are all
parametric,

PsyP =0(opyp)

holds for all p € P’, and since P’ is the image of J,
Psy =Jipsy =Jippyi¥ = ppyi .

(End of proof.)



As an aside, consider the special case where the set-theoretic model per-
mits only parametric polymorphic functions. In this case, all members of P
would be parametric, and the proof of Lemma 3 would become a triviality, with
P'=P,H'=H, and p’ st = Pst-

- Lemma 4. If the polymorphic typed larnbda ‘calculus has a set-

' theoretic model, then there is a set P" and a function H" € TP"-pP"

such that, for any set s and any function f € Ts-s, thereis a functlon
P'sy € P"-s such that

pr T8 pg

H" f (D)

Pll 1-9 E S

”

commutes it and only if 9" = p Sf -

Proof: Let P’ H', and p'sy be as in Lemma 3. Consider the special case where
, S =.P’'and f = H', and let p{; abbreviate the function p'p.. € P'>P'. Then tak-
 ing ¥ = p, we find that
T '
TP — L0, 1p

I’ H | N (E)

’

p Po p
commutes, and that py = py; p. ‘
Let P" be the image of pi3, ' € P'>P" be the cdrestriction of piy to P, and
K be the identity injection from P" to P'. Then T;K = p\, and, since Py is
idempotent, K ;T is the identity function on P".
let H" € TP">P"be H" = TK;H';T. Then

H" K =TK:H".T:K = TK,H":p%, = TK:Tpo;H' = TK, TT: TK: H'  (F)
= TK;FH'.




and
H'.T=H'T,;K:T=H';po;T=Tpo:H;T=TI;TK;H ,T=TT;H".  (G)

For any set s and f € T's-s, let p's, € P"»s be p's; = K;p'sy. From (F)
and Lemma 3, we have

H";p'sy =H",K.p'sy =TK H',psy =TK Tp'sy;f =Tp"sy. T,
so that (D) commutes when ¥"" = p",.

On the other hand, suppose ¥" is any function in P"-+s that makes (D)
commute. From (G) and (D),

H' TI'9"=TrH", 9" =TIL,)Ty", f =T(T;%"), f,

so that (B) commutes when ¥' is taken to be T‘;’B", and Lemma 3 implies p', =
po:T';v¥". Then

p'sy =Kipsy = Kpo: 10" = KT K T 09" =",

(End of proof.). |

As an aside, we consider the relationship between Lemma 4 and
- polymorphic extensionality. To say that the "parametric polymorphic func-
tions"” in P’ are extensional is to say that, for all p;, p € P', p; = p, whenever

ppPLwlP(SIILS | s:s]p:p1] = pippywlp(s]IS | s:s][p:pe]

holds for all sets s. If this property holds then, by the definitions of psy and
P'sy in the proofs of Lemmas 2 and 3, p; = p; whenever ps;p; = p'sy P, holds
for all set s and functions f € Ts-s.

By Lemma 3, however, P'st =PpyiPsy, so that p's,p = p's; (p'p-yp) holds
for all s and f, and for all p € P'. Thus extensionality would imply that p'p:g-
is the identity function on P’'. In this situation, Lemma 4 would become a trivi-
ality, with P" = P, H" = H', and p's; = p's;.

‘In the Ianguage'of T -algebras, Lemma 4 asserts that <P"”, H"> is an initial
T -algebra (or initial prefixed point of T'). The final step in our development is
based on the proof in [5, 6] that initiality implies that H" is an isomorphism
(i.e. that an initial prefixed point is a fixed point). |



>

i

P

1

Theorem. Ther'e is no set- theoretlc model of the polyrnorphlc typed
lambda calculus.

Proof: Assume the contr‘ary, and let P", H”, and p's; be as in Lemma 4. Let
G" = p"rpupyn € P"+TP", Taking s = TP” and f = TH"” € T(TP")—*TP" in (D),
we have H"; G"=TG",TH". Then

H"(G";H")=TG";TH";H" = T(G";H");H".
On the other hand, obviouély
H”;]P” = Iv’T‘P‘_”;HH = T]P";H“

(where /; denotes the identity function on s).

These equations both match agamst (D), taking 9" to be G",H" and Ip.
respectively. Thus, since (D) commutes for a unique ¥", we have

G";H"zlpu.
But then,
H".G"=TG",TH" = Tlp. = Ipu.

Thus H” and G" give an isomorphism between TP" = (P"»B)»B and P",
where by Lemma 1 the set B contains more than one element. Since
(P"+B)-B and P" are well-known to have different cardinalities, we have a
contradiction. (End of proof.)

Conclusion

In summary, we have shown that a set-theoretic model of the polymorphic
typed lambda calculus could only exist if there were a set P" isomorphic to
TP". The argument seems to generalize to any functor 7 € SET- SET that can
be constructed from the functor - € SET°Px SET - SET. Thus, to find a model
one must replace SET by some Cartesian closed category in which such iso-
morphisms possess solutions.

This obviously suggests using some subclategory of the category of com-

-plete partial orders and continuous functions. Indeed, two models using such

subcategories have been devised by N. McCracken [8, 9]. However, it would be
premature to conclude that complete partial orders are a prerequisite for a
successful model, since the need for complete partial orders normaelly arises
from some kind of nontermination, yet all expressmns of the polymorphlc
typed lambda calculus have normal forms [10].
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