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An extension of the inductive assertion method allowing to prove the
partial correctness of an attribute grammar w.r.t. a specification
is presented. It is complete in an abstract sense. It is also shown
that the semantics of systems of recursive imperative procedures or

"of recursive applicative procedures computed with call-by-value or

call-by-name can be expressed by an attribute grammar associating
attributes to the nodes of the so-called trees of calls. Hence the
proof methods for the partial correctness of attribute grammars can
be applied to these recursive procedures.
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Mots clé

: Preuves de validité partielle des grammaires d'attributs et des pro- -

cédures récursives.

On présente dans ce rapport une extension de la méthode des asser-
tions inductives utilisée pour prouver la validité partielle des gram;
maires d'attributs par rapport a une spécification donnée. La méthode
est compléte en un sens abstrait. On montre également que la sémantique
des systémes de procédures récursives impératives peut-étre exprimée
par une grammaire d'attributs qui associe les attributs aux noeuds d'un
arbre d'appels. I1 en est de méme pour les procédures récursives appli-
catives avec appel par‘valeur et appel par nom. La méthode de preuve
de correction partielle s'applique de fait & ces procédures.

: Méthode des assertions, validité partielle, grammaires d'attributs,
procédures récursives, arbre d'appels.




(0) Introduction

The problem of proving the validity of an attribute grammar with respect
to a given specification, saying what the values of the attributes should be,
although essential, has been rarely considered [ANP79, KH81, Der83, Cou831.

Since an attribute grammar, say for specifying a compiler, can be very lar-
ge, proving - its validity, i.e. the correctness of the generated.tompiler is
clearly not a trivial task.

We only consider here the partial correctness of an attribute grammar with
respect to a specifitation. A specification consists in a logicalformula associated witheact

non-terminal and establishing a relation between the values of the attributes at
a node labelled by this non-terminal. An attribute grammar is partially correct
if, for all tree t, for all assignment of values at the attributes at the nodes
of the tree which satisfies the semantic rules, then the specification is satis-
fied at the root of the tree.

In terms of flowcharts, this correspdnds to saying that for all computation
paths,the output values satisfy some préscribed relation with the input ones.

The total correctness of an attribute grammar would consist in requiring
the existence of at least one tree, with at least one assignment of values to
attributes satisfying some condition. This problem will not be considered here

- (it is in [Der84]).

We propose two proof methods for establishing the partial correctness of
an attribute grammar. The first one consists in defining a specification stronger
than the original one, which furthermore is inductive. This means that for each
node of a derivation tree, the validity of the specification at this node fol-
lows from the validity of the specification at its sons and the semantic rules
- of the production associated with this node.

ot




Since the strongest specification is inductive this proof method is comple-
te, provided one accepts for specifications arbitrary set theoreticalrelations as
opposed to, say, first-order formulas. Otherwise, one gets an incompleteness re-
sult similar to Wand's for the inductive assertion method [Wan78]

Our second method is a refinement of the first one. We associate with every
non-terminal a finite set of formulas(we call this annotation), together with im-
plications between formulas (and using the semantic rules as premi es)some for-
mulas are called inherited, other ones synthesized. They behave with respect to
implications as inherited and synthesized attributes behave w.r.t. dependencies,
and we require non-circularity exactly as we do for ordinary attribute grammars.
This non-circularity insures the non-circularity of the proof that,for all tree,
if the inherited formulas are valid at the root then so are the synthesized ones.

In order to prove the validity of a specification 6, it suffices to find an
annotation which is non-circular and such that, for all non-terminal :

((mo-na) =)

where@.‘(resp.g’.) is the set of inherited (resp. synthesized) formulas at the
root.

The first method corresponds to taking one synthesized formula for each
non-terminal (and the non-circularity is then trivial as for purely synthesized
attribute grammars).The second one consists in decomposing specification into
implications between conjucts of simpler formulas ; 1t is certainly useful in
practice to get clearer proofs. ‘ -

We also think that the structure of implications can follow the structure of
dependencies between the attributes of the attribute grammar to be validated.

Note that our proof methods do not rest at all on the non-circularity of the
given attribute grammar as did the ones of [PAN79] or [KH81J. (Recall that the
partial correctness is stated as "for all tree, for all assignment satisfying the
semantic rules..."; there may exist none or many for a circular attribute gram-
mar). Hence we formulate our methods for a generalization of attribute grammars



called relational attribute grammars where the semantic rules do not state that
some attribute is a function of other ones but simply state relations (possibly
not functional in any way) between attributes. Hence, there is no distinction
between synthesized and inherited attributes. Clearly the non-circularity is
meaningless for relational attribute grammars. :

In ‘our proof method, we need a non-circularity at the level of logical
formulas, not at the level of the attribute grammar we are validating.

The second part of this paper is devoted to the characterization of the se-
mantics of recursive procedures of various kinds (imperative as in Gallier [Gal8l ]
applicative and evaluated by call-by-value or call-by-name as in Vuillemin [Vui74 J)
interms of a relational attrithe grammar.

This relational attribute grammar is based on the set of trees of calls of

a recursive procedure. Each node corresponds to "a call" (the root corresponds
to the "main program"), is labeled by the name of the procedure which is called
and attributes fepresent the parameters : the inherited attributes represent the
input parameters and the synthesized attributes the ouput parameters; Each "pro-
duction rule" corresponds to some alternative in the procedure body which is
selected by some Boolean test. The semantic rules of such a "production" inclu-
de the test together with operations performed on the program variables (which
are represented by attributes). '

The relational attribute grammar is of a rather simple kind : it is an L-
attribute grammar (evaluable in one left-to-right pass [EF81]) augmented with
Boolean conditions.

This attribute grammar is used in an unusual way : the tree is not given
a Eriori then decorated and evaluated, but constructed in interaction with the
computafion of attributes; this construction is oriented by the Boolean conditions
which determine it completely if the procedures are deterministic or only forbid
some alternatives if they are non-deterministic. ‘

By means of this construction the partial correctness of recursive procedu-
res can be expressed as the partial correctness of the associated attribute gram-
mar, and the proof methods for attribute grammars are applicable. They yield ano-
ther proof of Gallier's comp]eteness results for the provab111ty of the ¥- part1a1




correctness of recursive imperative procedures [Gal81] and new results for the
partial correctness of applicative ones.



(1) Basic definitions and notations

(1.1) Sorts,Signatures,Terms.

Let S be a finite set of sorts. An S-sorted signature (or simply an S- s1gna-
ture) is a finite set P of fupction symbols given with two mapp1ngs :

ST P '—— 8% (a(P) is called the arityof p in P)
0 : P ——5 (o(P) is called the sort of p in P)

The length of a(p) is called the rank of p and is denoted by.p(p). If a(p) = €
(we denote by € the empty word of any free monoid) then p is a constant symbol. The
pair <a(p), o(p)> is the profile of p. A constant or a variable has profile
<ELS>. P<w,s> denotes the subset of P consisting of functions of-pkofi]e W,S5>.

A heterogeneous P-Magma (or P-A]gebfa) is an objet M :

M= <{MS}SGS’ {PM}p€P>
where {Ms} is a family of sets indexed by S, the carriers and each Py @ mapping :

M x...xM ——>M_if peP _ )
Sl Sn S <51"'Sn’5>.’ ‘

Unless otherwise specified, all magmas considered in the sequel will be hetero-
geneous. '

Let X be an S-sorted set of variables (i.e. each x in X has arity € and a sort
o(x) in S); one can also define the free-P-magma generated by X, denoted by M(P,X).
It is identified as usual withaset, of terms, "well typed" with respect to sorts and
arities. Terms will be written with commas and parentheses if infix notation is not
used. They will also be identified with trees in a well-known manner. The words
“"tree" and "term" will be synonymous in this paper and will refer to elements of so-
me free magma. We shall denote by M(P,X)S the carrier of sort s of M(P,X), and by
M(P) the set of all terms without variables (ground terms) of sort s. M(P) is the

" set of all ground terms.
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A term t in M(P)s is thought as denoting a value ty in MS for a P-Magma M.

Similarly a term t in M(P, {xl,...xk})S is thought as denoting a function :
e MS called a derived operator.

For any P-magma MandaS-sorted set X of variables, an assignment of values .
in Ms to variables Xs’ for all s in S, is_an S-indexed family of functions

v i {v :Xs—-@MS}

S 5¢S

It is well known that this assignment can be extended in to a unique homo-
morphism®d : M(P,X) —> M such that 9(x) = v(x) for all x in X.

Let@be an S-indexed family of propositions {QS}S€S’ where QS is a
unary proposition on M(P)S. We say that the proposition

(1) ¥seS, ¥teM(P) , Q(t)

is provable by structural induction iff propositions (2) and (3) below are both
provable :

(2) ¥seS, ¥p ¢ P<€’S>, Qs(p)

(3) Vsl,...,sn‘, seS, \n‘peP<S 5 the M(P)Sl...Vtrl € M(P)S

1...Sn,s n

Qg (t)and ... and Qg (t)) == Qu(p(tys--sty)

It is easy to show that a proposition is true if it is provable by structu-
ral induction (an elegant proof is given in [CM79 1)



(1.2) Trees and grammars

Let P be a fixed S-signature. By tree we mean an element of M(P,X).
Let n, = Max {p(p)/peP}.

~For any integer n, we let [n] denote the set {1,2,..,n} if n=21 and @ if n = 0.

The nodes of a tree t will be represented in Dewey notation by words in
[np]* Whereas we shall use € to denote the empty word of any free monoid, we
shall use O for the empty word of the free monoid [np] , Just to s1mp11fy some
notations. We denote by Node(t) the set of nodes of a tree t; hence Node(t) < [nPJ
and 0 ¢ Node(t). It denotes the root of the tree t.

Every node u in t is an occurrénce of a unique element p of P denoted by
lab,(u). We define the sort of u (and denote it by o(u){*)) as the sort of lab, (u)
and the sort of t (denoted by o(t)) : as the sort ct(O) of its root.

Let u,be a node of t. We denote by t/u the subtree of t issued from u.

We denote by t[tllxl, /xk] the result of the simultaneous substitution
oft1 for x1 ..,tk for Xk’ where Xqys - ..,xk are pairwise distinct variables.

If QEP and TEM(P,X)_wé denote by Q(T) the set of trees in M(P,X) of the
form q(tl,...,tk) with gqe¢ Q and tl,...,tk e T. We denote by M(P,T) the set of trees
of theform t[tl/xl,...,tk/xk] for t in M(P,{xl,...xk}) and tiseestye T.

It is now well established that an attribute grammar associates a meaning to
a derivation tree (1 e. an abstract syntax tree) rather than to a word, and this
approach eliminates the need for a non- ambiguous grammar.

/ .
In order to emphasize this fact we redéfine as follows a context-free gram-
mar. ‘

A context-free grammar is a triple <N,P,C> where N is a finite set (the "non-
terminal alphabet"), P is a finite N-signature, C is a mapping associating with

every p in P of profile <X1...Xn, Xp> an (n+1)-tuple of words on some finite
alphabet T (the "terminal alphabet"). ‘

- ——— > - - - . - S " - - - YD S G G e S T G A D G = Y G T e G e G e G G S Y T W s B O G R D e T - 5 - -

(*) or ot(u) if we want to emphasize the tree t of which u is a node.
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The mapping C defines the concrete syntax of G.as :follows : the usual
"production rule" associated with p as above would be X, —> WKWy Xy X oW
where C(p) = (WO’wl’wé""’wn)'

A1l the theory of attribute arammar only depends on the part
<N,P> of such a context-free grammar. Such a pair will be called an abstract con-
text-free grammar.

Remark : It may happer that M(P,)S ie empty even if P is-not empty : take for
ingtance P = {p} with a(p) =s and o(p) = s

When considering an abstract context-jfree grammar <N,P>, we shall always
assume that M(P)X 2 @ for all X in N, i.e. that the grammar is "peduced".

(1.3) Logical languages

Our definitions will be given with respect to unspecified logical languages,
so as to be as general as possible.

Here are some definitions and notations concerning logical languages in
general.

A logical language is a set of formu]as‘gg built from a sorted set@/ of
variables a (possibly empty) sorted set % of predicate symbols,a (possibly empty)
sorted set<§Z of funtion symbols (i.e. asignature), (inthe special case where there
is only one sort, these sets are unsorted), together with logical symbols 1ike
v, 1, and, = . | |

IfCZZEG%Z we denote byGQZ(G&Q) the set of formulas ini%ihaving their free
variables in9g. '

Together withﬁ%ﬁa class of ;gﬁ-interpretations is defined which depends on
S (the set of sorts), andthe:sets&??andéa;. An £Z;interpretation ID consists at
least of a family of domains D = {D_} together with functions and/or relations

S°SeS
interpreting the symbols of%w@.

An assignment is a mapping v :G) — D which preserves the sorts.



The definition of a‘]anguage% also includes that of a notion of validity,
associating a truth-value (in {true, false}) to ¢, D, v where ¢ ¢, D is an
< -interpretation and v an assignment. As usual the truth of ¢ for (ID,v) will
" be denoted by

(lDV,V) F ¢

One assumesthat
(D,v) |= ¢ iff (D,v') ¢

if v and v' are two assignmentswhich coincide on the set of free variables of ¢.
The notation D }=&> means that (D ,v) F ¢ for all a'ssigmenf V.

The logical connectors we shall use are and, or, not, = , < . For a finite
set of formulas A, we denote by/\ A (resp.\Y/A) the conjunction (resp. the disjunc-
tion) of A (with/\P = true and W@ = false). Finally, if ¢ egé({vl,...,vk}), we
denote by ¢[w1/v1,.v..wk/vkj (orq)[wi/vi; 1<i<k]) the result of the substitution of
Wy for each free occurrence of Vi (some renmaming of variables may be necessary)

We give a few examples which will be used in the sequel, all defined w.r.t.
a set of sorts S, and a sorted set of variables?').

(1.3.1) Example :.C£=sg0@£,®7})
Q@is a finite set of predicate symbols eac}*t of them has an arity in S+.

An atomic formula is an expression‘of the form R(Vl. . V'I) where Re@%,
VieeeVy e} o(R) = o(vq) o(vy)...o(vq)

A formula of..cg i¢ a finite Boolean combination of atomic formulas

an P-interpretation D is a f'arﬁily of domains D= (DS)SeS equipped with

relations RID < Dslx...xDSk for R e Rwith o(R) = Sqee+Sk).

The semantical validity is standard.
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(1.3.2) Example %= L, (R, &)

A is as above, Shis a finite S -signature. An atomic formula is an expres-

sion of the form

R(tl,...tk) or

where ti,...t, € M(F %) a(R) = ofty)) ..0(t,) and o(v) = o(t;).
A formula of.cg/’is a finite conjuction of atomic fomlas.

A %—interpretation 18 a relational structure as above with an additional

structure of Gh-magma.

The semantical validity is standard

(1.3.3) Example L84 (F.& )

e andgz‘are as above and the = can be used. gzs the set of first-order for-
milas (with sorts) written with  OXG R and the equality.
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(1.4) Relational attribute grammars

(1.4.1) Definition
4 relational attribute grammar is a 4-tuple G = <N,P,0 ,D> consisting of

1) an abstract context free grammar <N,P-

(2) .a relational attribute system ¢ consisting of the following items :

(i) a finite set Attr. of attributes such that-Attr = U Attr(X) where
Attr(X) is the set of attributes of X in N (one can have Attr‘(X))'(ghN Attr(X') = @,X =X

(i1) every attributea in Attr has a sort o(a) in some set of sorts S, .

(1i1) for each production.p of profile <X1.- X2Xg> a formula <I>P belonging
to some logical caleulusSfwith free variables in a set W(P) that we now define.

For each i in {0,...,n}, each a in Attr‘(Xi) we introduce a new symbol a(i)

and call it an occurrence of the attribute a in P. We denote by W(pP) the set of

thesé symbols. We also say that W(p) is the set of attribute occurrences of P.

The sort o (a(i)) is defined as o(a).
(3) D is an&-interpretation.

Convention : The sets Attr(X) will be ordered in a fixed way so that Attr(X)
will be used as a sequence (an element of Attr'*) in some cases

(1.4.2) Semantics of a relational attribute grammar

Let teM(P) .

We define a set of variables W(t) called the set of attribute occurrences of
t as '

| W(t) = {a(u) / ueNode(t), ae_AEr_'(ot(u))}
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fhe sort of a(u) is defined as o(a(u)) = o(a). We shall denote by wo(t) the
set {a(0) / aeAttr (0,(0))}.

For each ue Node (t) we-denote by o, the formula

d>p[a(u1')/a(i) ; a(i) e W(p)l

vhere p = 1_a§t(u). Recall that 0 denotes the empty word so that w =v for u=0.
We denote by ¢,.the conjunction of all the @u's., for ue Node(t).

An assignment v : W(t) —=D is 'caHed a t-assigmment. It is valid if

(D,v) F 0, -

One may be interested in all valid t-assignments or simply in their projections
on the attribute occurrences at the root of t i.e. {a(u)eW(t)/u = 0}= wo(t).
In this case we shall use the relation R, p < Do(al) XoooX Do(ak)

(where ( al,...,ak) = Attr (o(1ab,(0))))

defined by :

(dl""’dk) € Rt D iff there exists a valid t-assignment v such that
v(a;(0)) = d, for i = 1,...,k.

Note that with these definitions there is no distinction between synthesized
and inherited attributes and Rt D is always defined (but possibly empty) without
any extra-condition 1ike. non-circularity.

By introducing a partition of Attr into Syn vInh (synthesized and inherited
attributes) and formulas <1>p in g/p}l(ﬂ, & M(p)) together with some further syntac-
tical restrictions, one obtains the usual attribute grammars as a special case.
See (1.5.7) below.

(1.5) Attribute dependency schemes.

After having introduced attribute grammars without dependencies, we now
introduce attribute grammars with pure dependencies between attributes and no
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semantics. These new formal objects are called attribute depen&ency schemes.

Let us begin with some definitions and notations concerning binary relations
and graphs.

(1.5.1) Relations and graphs ' -

By a graph we mean a finite oriented simple graph fofma]]y'defined as a pair
D = (A,R) consisting of a finite set of vertices A and a binary relation Re A xA

If (a,b) ¢ R this means that there exists an arc form a to b.

When A is known from the context we-shall identify D with R(and writeD for (A,D)).
We denote by p* thé graph (A,R+) where RY is the transitive closure gf R.

If A'c A we denote by D [PA' the graph D' = (A',R n(A'xA)).

By the union of a family of graphs (Di)iel D; = (Ai’Ri) we mean the graph

D= (U{A;/iel}, U{R/ieI)})

(1.5.2) Definition

An attribute dependency scheme is a 4-tuple S

<N,P,Attr,D>
such that :
(i) <N,P><ig anabstract context-free grammar,

(i1) Attr is a finite set of attributes as in def.(.4.1) (but sorts are ir-

relevant here)

(1i1) D is a mapping associating with every p in P a binary relation
D(p) =W(p) x W{p) (where W(p) is as in(1.4.1)) also considered as a graph with

\
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set of vertices W(p). This graph will also be denoted by D(p).
We consider D(p) as a local dependency graph. We now define D(t), the glo-
bal dependency graph of some t in M(P), built by "pasting" together the D(p)'s

at all nodes of t.

(1.5.3) Definition : Dependency graphs

Let teM(p).

We denote by D(t) the graph with set of vertices W(t) (same notation as in
(1.4))and call it the dependency graph of t :

D(t) = U{w. D(p)/we Node(t), p = lab,(w)}

w. D(p) = (w. W(p), W)

w.W(p) = { a(wu)/a(u) e W(p)}

a(wu) W b(wu') iff (a(u), b(u')) e D(p).
We say that S is non-circular if, for all t in M(p), D(t) has no cycle (and

circular otherwise).

- Deciding whether S is non-circular is a trivial extension of the usual non-
circularity test for attribute grammars. See [DJL83] for practical methods and
references on circularity tests.

The study of the D(t)'s necessitates some further notations.

(1.5.4) Notations

We denote by D+(t) the transitive closure of D(t), by Dg(t)therestriction of
D+(t) to Wy(t) ( = {a(u) e W(t)/u = 0}). Since Wy(t) is in bijection with Attr(o,(0)]
(by a(0) |——— a) we shall consider Da(t) as a binary relation on Aggg(ot(O))

i.e. the attributes of ‘the root of t.

let pe P<X

1+ Xp X

Let P _c_Attr(Xi)x_g_t;_gr(Xi) for i = 1,...n.
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We ﬂenot’e by D(p) ['r'l,...,rn]'the graph D(p) v l.rlu...un.rn where i.ri is
the graph with set of vertices {a(i)/aeAttr(X;)} and set of arcs
{(a(i), b(i))/(a,b) e r;} :

We denote by DO( p) Lry ..,rn ] the restriction to wo(p) = {a(O)/aeAttr(Xo)}
f (D (p)[rl, 1 ]) Through thg bijection a — a(0) of Attr(XO) —_— No(p)

we cons1der D0 Erl, .sr o las a b1nary relation on Attr(XO)
"o

(1.5.5) Definition

We now introduce a mapping@such that@(x ) represents (or approximates in
some sense) the set of . DO( )'s for all t in N(P)X i.e. the set of possible depen-
dencies at the root of trees in M(P)X

Let@be a mappzng associating with every X in N a finite subset @(X) of

. transitive reZatwns on Attr(X).

Such a mapping is called a dependency indicator.

We say. that@zs non-cireular zf , for all p in P<X X x> 3 all ry in
@(X ) ety zn@(x )sD(p) [rys...or, 1is non-czrcula}’ 0

It is closed if for such P, T{>...,r there exists Ty in @(XO) such that
D (p) [ ]
0(p) Lrlg_. »» ,I"n < ro.

We shall compare any two dependency 1nd1cators,@ and@ by letting :
@~s @ iff for every X in N, rin ©)) (X) there exists r* in &) (X) such that rer'.

Let us denote by.@o the dependency indicator such that @O(X) = {Dg(t)/
't e M(P)X}.

(1.5.6) Proposition :
1) @0 s closed. If@is_ any closed dependency indicator, then @o_s@.

2) S is non-circular iff @0 18 non-eircular i1ff there exists a closed and

non-circular dependency indicator for S.
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Proof : 1) T.hat_@0 is closed is an easy consequence of the definition.

It is easy to prove by induction on the structure of t that, for all
t in M(P), there exists r in @)(o(t)) such than D; ot er.

2) Remark f1rst that S is circular iff there exists p, Loty such that
D(P) [Do(tl), ( )] has cycles. Hence S is non-circular ff@o 1s iff there
exist for S some non- c1rcu1ar and closed dependency indicator, since 1f@1s
such than @0 _@whence @0 is non-circular. 0

(1.5.7)(Ordinary)attribute grammars.

An attribute grammaris a relational attribute grammar <N,P,®,ID> such that
Attr = Inh v Syn is the union of two disjoint sets (inherited and synthesized
attributes) with Inh(X) = Attr(X) n Inh and Syn(X) = Attr(X)nSyn.’

Such a splitting introduces on W(p) for each peP a partition :
W(p) = Nin (p)u wout(p) is the disjoint union of the input and output
attribute occurrences of pin P<Xpeo Xy s Xg> defined as :

W, (p) ={a(i) | ae Inh(Xy) and i = 0 or a e Syn(X;) and 1sizn }
out( p) = {a(i)|aeSyn (Xy) and i = 0 or ae Inh(X;) and lsi=n }

Each attribute v of wout (p) is defined once by a formula ¢ of the form

$: v =35 (fl)
where SeMg {Vl’ eV }) for some signature & and Vi€ W(p).
cI>p is the conjuction of all attribute definitions ¢ of v in wout (p).

An attribute grammar is said in normal form if in(fl) v; e W (p) only.
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To every attribute grammar G corresponds an attribute dependency scheme
SG = <N,P,Attr,D> where D(p) is the local dependency graph defined as usual
(see [CF82] or [Cou84]).

Certain known subclasses of attribute grammars can be characterizedin terms
of the properties of the corresponding dependency indicators.

(1.5.8) Proposition : 4n attribute grammar G in normal form is strongly non-
cireular iff there exists a closed and non-circular dependency indicator ¥

such that G0 (X) is singleton for all X in N.

Proof : "Only if".0ne takes@) (X) = {{(b,a)/bey(a,X), a is a synthesized attribute
of X}} where yis a closed and non-circular argument selector for G (see [CF82,
p.1751). '

"If". Let!@ﬁbe given.

The system of inequations (such that ry € Attr(X) x Attr(X))

. ' + |
(fZ) y-x2 U{Do(p) [rxl,.'.,rxn] / p€P<X1..Xn$X>}

has the solution (r)l()X€N where!iZ(X) = {ri} and a least solution (rg)XeN

so that rg < r% for all X.

“(Remark that one does not haverecessar]yLLQDO(X) = _rg R but-on1y~r5:r2'for all

r in @O(X).)

Since G is in normal form, rg < Inh(X) x Syn(X) (since Ds(p)[rX s+-esfy 1 e Inh(X
x Syn (X) whenever Y2 Inh(X;) x Syn(X;)) - | 1 n

The mapping y(a,X) = {b/(b,a) € rg} is an argument selector which is closed since
rg satisfies (f2). ‘ '

Since &Jis non-circular and rgggr;, this argument selector is non-circular. O
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An other example is the class of attribute grammars in normal form such that
the dependency indicator.,@1 such thatﬁZ}l(X) = {Inh(X) x Syn (X)} (which is ne-
cessarly closed by the normal form hypothesis) is non-circular.

It coincides with the class of one-visit attribute grammars [EF81 ] also
called one-sweep in [EF82a, b, Eng84] :

(1.5.9) Proposition : 4n attribute grammar G in normal form isone-sweep (equivalen-
tly one-visit) iff the dependency indicator o) 1 t8 mon-circular.

Proof : One characterization of the class of one-sweep attribute grammars is the
following one :

For every p in P, the brother graph B(p) has no cycle.

The brother graph B(p) of p of profile <x1....xn,x0> is the graph with set of
nodes {1,2,...,n} and which has an arc i ——> j iff there exists (a(i), b(Jj)) in
D(p). Since G is in normal form this condition implies a ¢ §Xg(xi), be_lgn(xj).
Let ry = Inh(X) x Syn(X) (i. e.@l {rx} . We show that D(p)lry ,'....,rx ] has no
cycle if and only if B(p) has noneeither. ! n

If B(p) has a cycle i, iy—> ...~ i —> i, there exist a;,...,a, in
§xﬂ(xi1),...,§xn(xik) and bl""bk in lﬂn(xil)""’lﬂh(xik) such that (aj(ij),

biyfisey)) € D(P) for all § = 1,...ok (with Ty, )= 1), 3,y = ags by = by).

Since (bJ,aJ)e s for all j = 1,...,k, one gets a cycle in D(p)[rX seeely ¥

i, 1 n
of the form : J
(*) al('il) ———->b2('iz) —>a2(1'2) —>b3(’i3) —_— ..
‘Conversely, let
(%x) i(il)—»fz‘(iz) ——->c3(1'3) —_ ... — ck('ik) —>c1('il)

be a cycle in D(p)[rX seeesly ). Observe that no ij can be 0 : otherwise, if cj is

inherited then cj_l(i}_l) ———ﬂe»cj(O) and this impossible since an inherited attri-
bute is defined from the context of a node; if cj is synthesized then
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cj(O) —_— Cj+1(1j+1) violates the normal form hypothesis.

Hence the cycle (*x) is of the form (x) and one gets a cycle in B(p). O

(1.5.10) Remarks :

1) For a non-circular attribute grammar G in normal form, for any closed non-
circular dependency indicator &) one has :

@oS@'S@ .
1
where %' is "the restriction of &) to Inh(X) x'Syn(X)" i.e. more formaily :

@' (X) .= {r o Inh(X) x Syn(X)/r < ZI(X)}

2) An attribute grammar in normal form is f-ordered (Engelfriet, Fi18[EF82b])
iff there exists a closed and non-circular dependency 1nd1cator£§55uchthat oXx)
» is a singleton {rx} and ry is a linear (strict) orde Ln Attr(X), for all X in N.

3) A1l the results of this section hold if the attribute grammars are not in
normal form, i.e. with local dependency graphs using relations on W(p) x wout(p)

‘We conclude this section with a definition extending to attribute dependency
schemes the concept of L-attribute grammar. '

(1.5.11) Definition

An Attribute dependency scheme D is of type L (or is anl-attribute depen-
dency scheme) if the set of attributes is partitione& into Inh v Syn and, for
each P in P of profile <Xj...X ;%> if (a(i),b(3)) € D(p) then the following
three conditions hold : '

. 71)#=05a ¢ Inh or 20, aeSyn
(2) j=0, beSyn or Jj=0, belnh
(3) ifiz0and J = 0 then 1<

Hence an attribute grammar is of type L ([EF813) iff its associated attribute
dependency scheme is of type L.

(x) Thus it is a total order.
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( 2) Proof methods for relational attribute grammars.

We introduce specifications for attribute grammars, and the correctness of

an attribute grammar w.r.t. a specification which is akin to partial correctness
of programs.

We introduce a proof method allowing to establish the correctness of an at-
tribute grammar w.r.t. a specification, which is sound. It is shown tobe complete
in an abstract sense i.e. if one uses the "maximum" logical language where every
relation on the domain of interpretation can be represénted by a formula. This
completeness resuit is analoguous to the theoremof De Bakker and Meertens [DM75] sta-
ting the completeness of the inductive assertion-method for flowcharts. But the
incompieteness result of Wand [Wan 78 Jextends to our proof method, when one res-
tricts formulas to first-order logic.

2.1. Specifications

(2.1.1) ‘Definition

Given a relational attribute grammar G = < N,P,®, D > , a specification for

G consists in a family 6 = {GX}X;-N of formulas belonging to some logical calculus

& including L.

Each formula has its free variables in the set Attr(X). We shall also write
6‘X(a1, ees ,am) to recall this, where {al,. TP }= Attr(X) .

We say that G is correct w.r.t. the specification 6 or satisfies 6, or that

8 s valid for G <f, for all tree t in M(P), for all valid t-assignmentv
X
Dk 6" (v(a, (0))...»v(3(0)))

where X = o(t).

In a practical situation, 6 is given and G has to be found to satisfy 6. But-
for the purpose of a theoretical investigation we shall rather start from G and
investigate the set of specifications which G satisfy. For this reason we shall use
the upside-down terminology
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"9 is valid for G".

_ The following proposition says that the validity of 6* does not only hold at
the root of a tree, but at all nodes, if & is valid. ~

(2.1.2) Proposition : If 6 s valid for G then, for all tree t in M(P), for all
valid t-asstignment v

D | 6*(v(ay(u)s.--v(ay (W)

for all u in Node (t) where X = o, (u) and {a},....a }= Attr(X).

Proof : Let v, u be given as in the statement. Let t' = t/u ; then the assignment
v' : W(t') > D such that v'(a(u')) = v(a(uu')) for all a(u') in W(t') sa-
tisfies JYp
Whence the result by definition(2.1.1) o

(2.1.3) Remark :

Saying that G satisfies 6 corresponds to the partial ¥-correctness of a pro-

gram w.r.t. a specification; as defined by Gallier [Gal 81].

Other notions, in particular of total correctness are of obvious interest.
In particular, one could define the total3 -correctness of G w.r.t. 6 by requiring
the existence of at least one tree t in M(P)X, at least one valid t-assignment v

such that v(bi(O)) = di for all 2-tuple (dl""’dl) satisfying some "input-condi-

tion"¢x(d1,...,d2),_where {bys...,b,} is a subset of Attr(X). See [Der 84] for
the investigation of such a concept.

(2.1.4) Definition :

Let 6 and 6' be two specifications for a same relational attribute grammar G.
One says that 6 is weaker than 8' (6' is stronger than 6), denoted by 6' => 8

if for all X,

D k6 X=> 0%
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Note that 6 and 6' can be written in different logical languages.
If 6 is'valid for G and 8 ===>6' then 6' is valid for G.

The specification TRUE (every formula of vhich is identita] to true) is always
valid for G in a trjvia] way. ’

It is the weakest valid specification for G.

There exists a strongest valid specification for G, belonging the ]anguagei%%n
of all relations on D. Let us write it 6g and define it as follows (with Attr(X)=

(al,...,am))

: X . . . . .
aD,dl,...,dm)l= 0g(ays-..,a ) if and only if there exists t in M(P)y, a valid

t-assignmentvsuch that\)(ai(O)) = di for all i=1,...,m.
In a more intuitive way :

X .
0y 1s defined as_U{Rt’D / te M(P)y}.

X

It should be noted that bg is not necessarly expressible in first-order 1ogic
(see (2.5) below).

From the definition, it is clear that a specification 8 is valid for G iff it -
is weaker than b (i.e. B => 8).

(2.2) How to establish the correctness of an attribute grammar with respect to a
specification. : o

(2.2.1) Definition .

Let G be a relational attribute grammar <N,P,0 D> and 6 be a specification
for G.

One says that 6 is unductive tf, for all p in P :

X X X X
= 4 1 2 n_ 0
D | <I>p_____and61 and 62 co. and Bn => 60



23

where (X{ ... xn’Xo) is the profile of p and for every formula in Gf(Attr),
denotes the fornula [a(i)/a ; a e Attr] the free variables of which are in
{a(i)/a ¢ Attr, i ¢ N}.

i

(2.2.2) Proposition : If 6 Zs inductive then © is valid for G.

Proof : One proves by structural induction the validity of the proposition

VXe N, Vte M(P),D o, => 0" . O

(2.2.3) Remark :

A specification may be valid without being inductive as shown by the follo- -
wing example.

=
|

= {XsY}

©
!

= {p,q} withp :Y > X andgq:~+ Y

Attr(X) = {a}

Attr(Y) = {b)

_‘Dp‘(a(o),b(l)) <=> a(0) = b(1)

34(b(0)) <=> b(0) = 0 ~
D -

Let & be the specification such that

ex(a)'<=> a=0

ey(b) <=> true

It is clearly valid but not 1nduct19e since the following does not hold in N

¥a(0),b(1) [a(0) = b(1) and true => a(0) = 0J.
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(2.2.4) Proposition : The strongest valid specification for G, namely 8g T8 indictiv

Proof : Let p ¢ P<X "Xn’x o

1 0

Let 6 = BG. Let v be any assignment W(p) » D. We have to verify that

X X X

(D,v) [=¢, and 6, and ... e

P

Let us assume that the left-part of the implication is true. By definition of
6(= eG) there is a tree 1:_i for each i=1,...,n, and a valid vi-assignment such that
vi(a(ﬁ)) = v(a(i)) for all a in AEEE(X1)° Let t = p(tl,...,tn) and v' be the t-
assignment such that v'(a(0)) = v(a(0)) for a in A}Eﬁ(xo) and v'(a(iu)) = vi(a(u))’
for all %éu) in W(ti). Since v satisfies ®p’ v' satisfies ¢t hence v' (and v)
satisty 6,0 by the definition of 65. [

(2.2.5) Theorem :

Let G be a relational attribute grammar. A specification ® for G Zs valid iff

it 18 weaker than some inductive specification §'.

Proof and remarks : The "if" part follows from Proposition (2.2.2)It corresponds to
the soundness of the proof method consisting in the following steps :

1) defining a specification 6'

2) proving that 6' is inductive

3) proving that 6' => @.

The "only if" part follows férm Proposition (2.24). It corresponds to a comple-

teness theorem w.r.t. the language of all relations on . One doesnot have the com-

pleteness if one restrict assertions to some logical language like first-order logic.
See (2.5) below. O

Examples of use of this proof method will be given in (3.4) and (4.2.5) below.
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~

(2.3 ) Annotations

The practical usabi]ity of the above mentionned proof method suffers to its
theorical simplicity : the inductive specﬁfication 8' to. be found to prove the
validity of some given specification 6 will need complex formulas 8'* since there
is only one for each X in N.

" In what follows, we want to describe at a syntactical and ‘abstract level a
methpd to break such complex formulas into Boolean combinations of simpler ones.

Roughly speaking, we shall write a formula 6% as MA => MB where A and B are
finite sets of formulas. The formulas in A will be considered as inherited attriF
butes and those in B as synthesized ones within a certain attribute dependency
scheme. The truth of MA => M B corresponds to the fact that synthesized attributes
depend on inherited ones (via the subtree issued from the node). And the non-circu-
larity of the attriBute dependency scheme will insure the non-circularity of the
proof of AA =>MB, hence its truth. '

This way of'doing will be well suited to (usual) attribute grammars where, at
each node of the tree some attribute occurrences w, are defined (in a unique way)
in terms of neighbour attribute occurences WiseoosWpo In this case, M B will contain
some information concerning Wos MA will contain some information concerning the va-
lues of the attribute occurrences at this node , upon which w, depends, via the sub-

B

tree or the context. -

In other words, the design of the formulas 6% can be made in connection with the
structure of the dependencies between attribute occurrences. Certain restrictions
defining subclasses of attribute grammars (strongly non-circular, % -ordered etc...)
certainly yield specific types of formulas oX.

Such an approach has been taken by Katayama and Hoshino [KH81] for aclass of
attribute grammars closely connected with the class of benign attribute grammars
of Mayoh [May 811. -

But a lot remains to be explored concerning the other existing subclasses.

-
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(2.3.1) Definition
Let G = <N,P,%,D> be a relational attribute grammar.

An annotation of G is a mapping A assigning to every X in N a finite set A(X)
of formulas of & (Attr(X)) where,Sg'is some logical language containing .

The set A(X) is partitionned into two sets IA(X) (tbe set of inherited asser-
tions of X) and SA(X) (the set of synthesized assertions of X).

The specification eA associated with A is the one such that éi is the formula :

M Ia(X) =>ASA(X)
We say that A is valid (resp. inductive) if eA has the same property.

It is clear that every specification can be seen as the annotation Ae such

X
that SA(X) = {6} and IA(X) = {true} and that eA coincides with 8.
0

We shall now give sufficient conditions insuring the validity of an annotation.

(2.3.2) Soundness of an annotation.

Let G and A be as above.

Let D be a mapping associating with p in P<

a graph D(p) with set
of nodes : ' ‘

Xl"'xn ,X0>

V(p) = {¢(i) /0si<sn, ¢e A(Xi)}

(i.e. V(p) is defined w.r.t. A as W(p) is w.r.t. Attr) such that the target of
every arc belongs to :

Veonc1(P) = {6(1) € V(p) / ¢ « Sa(X,) and i =0

or ¢ ¢ IA(Xi) and 1 < i < np}
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Letting A denote U{A(X)/X ¢ N} this means that S = <N,P, A ,D> is an attri-
bute dependency scheme.

We shall be interested in non-circular attribute dependency schemes.

We say that A is D-sound if for a1] p §n P (of profile <X1...Xn,§°>), for all

¢(i) inV (p), the following formula (x) is valid inD :

Concl

(%) 8 and M Ep/p(3) € VIP)H(W(3)40(1)) € D()I => o,
(where the mapping ¢{Jj) -~ wj is as in def. (2.2.1))

(2.3.3) Remark

We shall also assume the following condition, (saying that D is in normal
form) : ' '

Every arc of D(p) has its source in V(p) - Vconél(p)'

This condition is not a restriction since every non-circular attribute depen-
. dency scheme D can be transformed into one D' which is non-circuigr and in normal
form and such that D'(p) is a subgraph of the transitive closure of D(p). From this
fact it follows that if A is D-sound then it is D'-sound, since the implications
(=) extend by transitivity to the corresponding ones for D'.’ ‘

Finally, if E@Qis a dependency indicator for D which is closed and non-circular
‘then so is @' such that &' (X) = {r n Inh(X) x Syn(X)/r ¢ €5(X)} for D'.

(2.4) The use of annotations for correctness proofs.

We shall prove that if A is D-sound and S is non-circh1ar then 6, is valid. A

slight difficulty comes from the fact that eA is not necessarly inductive.

To do the proof we shall associate with A another specification 6 which is in-
ductive and stronger than eA. This is the purpose of the following definition.
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(2.4.1) Dependency indicators and specifications.

Let G, A be as above.
Let &) be a dependency indicator.

Let B¢nybe the specification associated with ©) as follows :

eé is W{e‘r);(/ r e &H(X)}

4

X . X
6, is m{emb / ¢ € SA(X)}

e‘:(’q) is p{y € AMX) / (Ps9) € *} => ¢

(2.4.2) Proposition : 1) If &)< O/ then 8 = 6@..

2) If @) is closed and non-circular then e@ 18 inductive
(hence valid). '
X g X X X

r,¢=> r,|’¢ hence er => erlv

Proof : (1) If r < r' then ¢
Since &) < &))", if BH(X) = {rys...or ) there exists a subset
A = {ri,...,r"(.} of @'(X) such that for all i=1,...,k there exists
Jj in 1,...,k"' such that rigr‘j. Hence

egxp =>'.V{e:(1, /1<i<k}

=> eé, .

Hence we have shown that 6, => 6 .
[/ 20 7)

z

(2) We have to show. that for p in P"<X the following formula hold

X WX >
. 1 n*"o
(i.e. is valid inD ; this terminology will be used in the sequel of the
proof) :
X S, & |
) 0,1 M _, 60 where 6 = 6
pand 8% and ... 87 => 6 %))

—
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It suffices to show that for all r, in @0(X,)»...,r, in GL(X) there exists

i n
o in(QD(XO) such that the formula
Xy - X X

¢ and erl ; and ... and © N =8

O!

holds. We show this by taking some r such that D;(p)[rl,...,rn]_g o (since 2 is
closed). We need only show that for all ¢ in SA(Xb), the formula ‘

X, - X :

1 n . e
SIS ern’"' ggg A\{wo /(¥s9) € ro} = ¢,

®_ and
p and @
holds. Let us abbreviate into ¥ the left-hand side of this implication.

Let H = D(p) {rl,...,rn]. Let K be the set of vertices of H consisting of ¢(0)
and all its predecessors in H (i.e. the vertices of H from which there is a path to

$(0)).

We want to show that
() ¥=>n(k)
for all n(k) in K.

~ Since H hasno cycle , it suffices to show that (*) holds provided it holds for
the immediate predecessors of n(k) in H. |

~ We do this by considering §evera1 cases :

Case 1 : n(k) € Vonci(P)

The result follows the hypothesis that A is D-sound (see definition (2.3.2)).

case 2 ¢ n(k) ¢ V() » k= 0..(n(0) e 1a(X)))

concl

In this case (n(0),6(0)) « H™ hence (n,¢) ¢ r, 3 then ¥ =>n(0) holds in a
trivial way since ¥ is of the form ¥' and wo,with Yo = n(0).
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Case 3 : n(k) ¢ Vegne1 (P)» 1< ks

Hence n ¢ SA(Xk).
The immediate predecessors of n(k) are the y(k)'s such that (y,n) e

The result follows from the fact that ¥ is of the form ¥' and
(M {‘Pk € A'(»Xk) / (¥.n) €. rk.} il ﬂk) . O )

(2.4.3) Theorem :

Let G be a relational attribute grammar. If an annotation B is D-sound for some

non-cireular attribute dependency scheme D, it ig valid. [

Proof : Let 2 be any closed and non-circular dependenéy indicator for D (there exis
some since D is non-circular, in particular the canonical onei@Qo,and;xssibly

other simpler ones). By Prop. (2.§f2)- 2) the specification ¥7) is inductive
hence valid. ° ’

The specification eA is nothing else than § associated with the dependency
indicator &), of Prop.(1.5.9). Let &' be associatdd with & by (2.3.3). Then by
Prop.(2.4.2)-1) and since &' <9, (see (1.5.10), e@. => 9, hence 8, is valid
(since %QD' is inductive and valid). D -

4

(2.4.4) Remark :

The proof of .theorem (2.4.3) shows how an inductive specification 6_ can be
used instead of a D-sound annotation (where D is non-circular), to prove some valid
specification.

The specification 8% is quite complex. Relatively simple specifications §
are obtained if @J(X) is §§%g]eton for all X. This is the case if D is strongly
non-circular (see Prop.(1.5.8), or if D is one-sweep (1.5.9) and in this last case
the inductive specification qgél coincides with eA.

Note that since & is not a singleton in general, the inductive assertions
of 8g) can .have a size which is expenential in the size of S, counted as
z{Card(a(X))/XeN}. Hence the complete inductive proof on G is of "exponential
complexity" whenever the verification of the soundnessof A is of "Tinear complexity" in th
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size of <N,P, A ,D>. This shows precisely how the introduction of annotations -
decreases the complexity of the correctness proof.

(2.4.5) Example.

We define a relational attribute grammars an annotation A which is D-sound but
such that 6, is not inductive. In fact we only define D and display it as. 'a set

of dependency graphs in a classical way (see for instance [CF82]).

N={X,¥} ,P= {p’q’r}

D(p), D(q), D(r) are shown on Fig.1, 2, 3 respectively.

O —
|
y

Fig.3 (r)
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The corresponding attribute dependency scheme is non-circular but not strongly
non-circular. ‘

We assume that A is D-sound i.e. that the following formulas are valid :

(1) ¢, and ¢ =>8

p
(2) % and o and § =>y
(3) ° and n =>uyp
(4) b => 1

(7) ¢. and y =>n

The specification 6 =0

éX Pa=>8

A is valid but ndt inductive . Its formulas are :

y .
- & ryand u =>n and §

Saying that eA is inductive would mean that :

(8) ¢, and (y and u => n and &) => (a =>8B)

(9) o =>(y and u =>n and §)

(10) o, => (y and u =>n and §)

Whereas (9) and (10) easily follow from (4), (5), (6) and (7), (8) does not
follow from (1)-(7).
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- It suffices to take ¢p,;a, n,u equal to the constant Boolean value true and
B, Y, § equal to false to verify this fact. '

Here is the specification 8' = %éb
, | o

e'X : B
oY : (n and (u=>8)) or (5 and (y = n))
whichbis both inductive ahd-stronger than 9. 0

(2.5) Wand's incompleteness result

We show an example of a relational attribute grammarband a valid specification
for which no inductive specification written in first-order logic can be found to
prove it. It follows from Prop. (2.2.4) that no sound annotation in first-order lo-

gic can be found either.

Our example is a straightforward translation of an example of Wand [Wan7g]
'showing the incompleteness of Hoare's logic when invariant assertions are written

in first-order logic.
Let p, g, r be unary predicates, f be a unary function symbol, x, y be variables.

Let D be the first-order structure such that :

its domain D is {an / n>0}vu {bn / n 2 0}

f(a) = a, » f(b,) = by »

f(a,) = a,_.1» f(b,) = bp.y fornz1,
: p(%) = true iff x = aé

g(x) = true iff x = b,

r(x) = true iff X =a -for some n of the form k(k+1)/2
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It is shown in [Wan78theorem 2] that there is no first-order formula ¢ with
one free variable x such that, for d in D, (D,d) F ¢ iff d {an/n > 0}.

Let G be the following relational attribute grammar :
N = {A,X}

P P

A T3l e Py, = (BT, P

= {c}

<g X>
Attr(A) = Attr(X) = {x,y}

o, is the formula : r(x(0)) and x(0) = x(1) and y(0) = y(1)

¢, is the formula : not (p(x(0))) and(mot (q(x(0))))

and x(1) = f(x(0)) and y(0) = y(1)
¢ is the formula : (p(x(0)) 9£ q(x(0))) and x(0) = y(0)
D is the above defined interpretation.

It is easy to see that the strongest specification 6. is the following :

G

v

0} and y =a

on(x,y) 1ff (x & fa_/ and o)

v

0} and y =b )

or (x e {bn / n and o

BR(xy) T (x e {a, /

k(k+1)/2 for some k > 0}
.a_ng.y=ao‘
Let 6 be the valid specification such that :

ex(x,y) is true

6" (xy) s ply).



35

Assume there is an inductive specification 6' written in first-order logic
such that 6' => 6. It must satisfy the following conditions : (theorem(2.2.5)and
def.(2.2.1) - ' ‘

(2) e'x(x,y) .and  r(x) - B'A(x,y)
(3) 0:X(fx,y) and (not (p(x))) and (not (q(x))) => 6'X(x.y)

(4) (p(x) or g(x)) and x =y =>©

Let now ¢ be the formula Vy[e'A(x,y) => p(y)]
Claim : (D,d) | ¢ iff de {an / n 2 0}.
~ We first note some facts.
From (4) :
(5).€6'X(bo,bo) holds.

From (5) and (3) the following holds.:

X

(6) &' (bysbg) for alln > 1. : . P

If e'x(an,d') holds thenle'x(am,d') holds for all m = n (by (3)). Let us choose
.m 2 n of the form k(k+1)/2 ; then e'A(am,d') holds by (2) hence p(d') holds by (1).

This shows that (D,d) -k ¢ for all d in {anA/ n 2 0}.-

Let now d = bﬁ for any n. Then e'x(

does not, (D,d) H ¢.

bn’bo) holds by (5) and‘(ﬁ) ; since p(bo)

“The claim is proved. But ¢ (hence 6') cannot be firstiorder formﬁlas. Contra-
diction. O
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(-3 )Application to recursive imperative procedures.

We show that the semantics of recursive imperative procedures can be formalized
by means of attributes associated to the nodes of a tree called the tree of calls
which defines the structure of recursive calls in some computation for some interpre
tation and some values of the arguments.

We shall apply this formalization to the problem of proving the partial correct
ness of a recursive imperative program by the inductive assertion method, by using
the method introduced in Section 2.

" In-order to give precise statements, we need a precise class of programs.

We shall use the one introduced by Gallier [6d181] where the provability
of partial correctness has also been investigated.

(3.1) Recursive imperative procedures

(3.1.1) Definitions.

Let éz;c9? and 9’ be as in (1.3). Since the set of sorts a will bé irrelevant
we shall simply take it reduced to a single sort. The extension to multiple sorts is
trivial, * o o . D e

The set 9 will be partitioned into 6?)1 u @L v @0 where
é?;l = {xl,xz,,..,x,x',x",...} is the set of input'variab]es,é?ZL = {yl,yz,..,y,y'.,"

is the set of local variables and‘@?o = {21,22,...,2,2',...} is the set of ouput
variabies.

’ ? P o) '
We shall denote by QQI’k the set {xleZ"'°’xk} and similarly for’?VL,k, @yo’k.

Let o4 be a finite set of procedure symbols ; each A in o4 has a rank p(A)=(n,m
which is a pair of positive integers.

A procedure definition is an equation

A(Xl"“’xn H 21""’Zm) = Sp
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where (n,m) = p(A) and S, is a flowchart over (F, Hsed) of rank (n,m).
We shall abbreviate it into

A(x;z) = Sy A

where X represents the list (Xl""’xn) called the 1ist of formal input parameters
and z represents (21,...,zm), the 1ist of formal output parameters.

A flowchart S over (G ,<%,o%) and of rank (n,m) consists of

(1) a finite directed graph G with a special node in called the entry node,
one special node out called the exit node and such that in (resp. out)

is not the target (resp. the source) of any edge and such that each node
belongs to some path from in .to out.

(2) a labelling function which associates an instruction over (xEZ}eg?,eﬁ{)
of type (n,p,m) with every edge, and satisfying a .condition which will be
stated later in terms of computation paths.

By an instruction of type (n,p,m) over (Z SR o) we mean :
(1) either null, the null instruction

—_

(2) or a simultaneous assignment of the form :

(vl,...;vk) (—(tl,... ,tk)

v

where Vis+--sV) are pairwise distinct variables 1r1é%.0,m U L,p

| .tl""’tk € (g(@fsn v @Lap) v 6221 oN v @L’p (*)

and

(3) or a guard i.e. an instruction of the form :
R(Vl""’vk)

or

(x) Elementary terms

I's - . , .. - - -




3R

for some R 1'm9?k, ViseoosVy in ‘9721’" u @L,p U@Zo,m'

(4) or a procedure call i.e. an instruction of the form

Ca]] A(ul’.'.’unl ; Vls-v-,vml)

where A e o, p(A) = (n',n'), Upseioslpy € Lbﬂ,n U‘ZQL’p, ViseeeaVpu € @QL’pquyo’m

and Vi # vj for j # j and Vs # uj for all i,j.

Such a procedure call is abbreviatedcall A(u;v) ; u(v) is the list of actual
input (output) parameters.

A system of recursive imperative procedures I over (gé§,é9§,gy{) is a set of
procedure definitions over (% A .o ) such that for all A in e one has one and
only one definition with left-hand side of the form A(i;i).

A recu'r'sive imperative program scheme over ( %,,%) (we shall simply say a

scheme in this section), is a pair <I,A> consisting of a system of recursive im-
perative procedures I over (éﬁﬁ,éggeeﬂ{) and some A in eRZp]aying the role of the
“main program". g

An interpretation for (£,A) (or I) is any structure I = <D,(fI)f€§%',(RI)R€£%»
where the fI's and the RI's are total functions and relations over D of appropriate

arity.

A recursive imperative program P is a pair <<I,A> I> consisting of scheme and

an interpretation.

Such a program defines a relation P1 < D" x D™ where p(A) = (n,m). The defini-
tion of PI will be recalled informally in section (3.2) below. A formal definition
can be found in Gallier [Gal81]

(3.1.2) Example.

Let £ be reduced to the single definition A(xl,ngz) = S where S is the flow-
chart shown on Fig. 4.
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In order to help the reader to make a correspondence between Fig 4. and defi-

nition (3.1.1) we precise that the nodes of the underlying graph are in, o, B, ¥» S,
e , out. The instructions labelling the edges are indicated in boxes.

The node o is a noh-determinisfic choice. The node g is due to the presence

of the two exclusive guards p(xl,yz) and not (p(xl,yz)) . at most one of the edges

(8,8) and (B,y) can be taken in each case. O
’ - in

Ca11AA(y1,x2;y2) gl <
+s—:
z « f(x15Y,) p(xqs¥5) not (p(xy5Y,)
¢S Y
Call A(xq5¥13¥,)
z<—y2

Figd : A (xqs X5 3 z)
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(3.1.3) Syntactic restrictions.

The above definitions reproduce Gallier's ones except that we have omitted the
relational assignments (just for simplifying the exposition but all our definitiéns
and results could be extended so as to admit them).

Here we make another more important restriction : a flow-chart is loop-free if
its underlying graph has no cycle.

It is well-known that a scheme <I,A> where some right-hand sides of procedure
definitions are not loop-free can be transformed into an equivalent one with Toop-

free right hand-sides at the cost of introducing new procedure symbols.

A special case of this transformation is the recursive definition of the while

construct.
We only recall it informally on example (3.1.4).
(3.1.4) Example. (continuation of example (3.1.2)).

We claim that <z,A> is equivalent to <I',A> where I' consists of the two defi-
nitions :

A(xl,xz;z) = S!'

B(XysXysXg.32) = T
where S' and T are shown of.Figures € and € respectively. .

Procedure B replaces the éomputations made in S on the paths from 8 to §. Its
formal input parameters represent the values of the variables X1'~¥1’ yg‘ in S and

the formal output parameter z represents the value of Yoo which is the only variable
of S the value of which can be modified in S between g and &. |
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L o
Call A(y{sXy3Y,) - | Yo+ 9lyysy,
2% £(x],,) | | Call B(xpay.y5393)
YARS y3

Fig.5 : A (X2X532)




P(x15X3)
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M_ p(xl$x3)

,Xz;yl)

Fig.6 : B(xl,x..z,x3;2)
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Let us now consider B : it uses one local variable Y, which handles the
value of \2) in S after the call to A at edge (y,B). Hence Yy-appears._as
the third actual input parameter in the call to B of B. Note also the
assignment z « X3 in B necessary by the convention that output variables
are distinct from input variables in procedures. O
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(3.2) Operational semantics

(3.2.1) Informal definition.

We recall the definition given by Gallier [Gal181,pp 204-209].

We first consider the case of a flowchart S of rank (n,m) over (é@{,ééé) i.e.
without procedure calls (but with possible loops). - '

Let Paths(S) be the set of all finite pathsAin S from in to out. Such a path
can be formally defined as a sequence

p = (in, 015512 62’52"7"ek’2i£)
where the si's are its nodes and 8, is the instruction labelling the edge (Si-l’si)
of p.

Let I be an interpretation (with domain D) and d be an n- tuple of input va-
lues (in D). If there exists a successful computation of S in I with input d, it
must follow some path in Paths(S) and yields as a result an m-tuple d'.

The set of pairs (d,d') in D" x D™ associated in this way with some path p
in Paths(S) will be denoted by P (note that Py is functional).

The relation SI defined by S in I is the union of the pI‘s for p in Paths(S).
. Since we allow nondeterministic choices, it is not functional in general. Note also
that p is a flowchart, with only one path from in to out.

- The formal definition of P from p is obvious (we hope) so we omit it.

For a flowchart § over (éﬁﬁ,cgg,gﬂ{), we shall denote by Paths(S) the same set
as before. Some of the 6;'s occuring will be procedure calls i.e. instructions of
the form call A(u;v).

We denote by SI,O the union of all pI's for p in PathsO(S) defined as the set
of all paths in Paths(S) which do not contain any procedure call. This means that
SI,O is the relation defined by S if one assumes that no procedure call terminates.
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0f course our aim is to define S the relation defined by S in I in the context

of a system £ = <A(Xx;Z) = S

I!

A ;Aeed%

In Gallier [G2l 81] , T is considered as a graph grammar with productions .
A - SA,where appTying a production at some edge labeled by call A(usv) consits
in substitutirg the "body" Sp of A for its "call", in a way which formalizes
R1gol's "copy rule". The notation S T will be used if T is obtained from S af-
ter finitely many such replacements.

Then SI is defined by :
Sp=UATy o/ S3Th
Let u§ precise that the sub;titution of SAAfor call A(G;V) involves :
- a substitution of actual parameters (u,v) for the formal ones in Sh
- a renaming of the local variable of SA,§ with a "fresh" copy y' of y.
More formally the resultT of thissubstitufion can be written :
T = S[SA / -e]
where e is an edge labeled by call A(u;v) and
Sp = (SpLV' /ADTA/X , /7]

where y is the p-tuple of local variables of S, and y' is a p-tuple of distinct
variables which appear neither in S nor in x nor in z.

By S[SA/e] we mean the substitution of SA for e in S i.e. if e has source s and
target s', the deletion of e and the identification of s(s') with the node in (out)
of S,. "

By SAEY'NJ , we denote the simultaneous substitution of y: for eachoccurrence of Yi»

where y = (¥y5+--s¥,) and y' = (¥1s---¥5)-

P P

Here is an example showing the need for the renaming of y into y' in Sp-
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(3.2.2) Example.

Let us consider the recursive definition A(x;z) = SA where SA is shown on fi-

gure 7.

Let T such that S, -~ T be shown on figure § .

A

p(x) not(p(x))

yq + f(x)

call A(yl;yz)

Z « X z + 9(Xs¥1s¥5)

out

Fig. 7 A(x3z)



)
= -

a7

not(p(x))
yp + f(x)
P(y;) not(p(y,))
Yo ¥q .Yi"'f(.yl)
call A(yy 5 ¥,)
Yo = 9(¥1s¥15Y3)
2. 9(Xs¥q5¥5)

ot
t




48

Observe in T the use of (yl,yz) wh1ch renames (yl,yz) With yi =Y and
y2 =Y, the semantics would have been different. [

. Our use of attribute grammars for defining SI will eliminate the renaming of
local variables. In fact, the local variables themselves will disappear.

(3.2.3) Well-formed program schemes.

We now state the extra condition announced in (3.1) that our flowcharts will
have to satisfy.

It corresponds to requiring that every variable has been assigned a value
being used. This condition will be stated in terms of computation paths.

Let S be a flowchart of rank (n,m) over (égr,qg?,gaf).

Let p = (in, 6;, 595 6,5..., 6,, out) be a path in S, let v be a variable and
ie {0,...,k}. One says that v is defined at s; (with s = in, s, = out) iff :

- either Ve VI,n
-orve VL U V0 and v is in the left-hand side of some assignment ej with
J < i or in the actual output parameter list of some procedure call ej with j < 1.

A variable v is needed at S iff

- either i = k (i.e. S; = ggg) and v ¢ Vo,m

-or i<k and o, isl is a guard where v occurs or 6.,. is an assignment and v
occurs in its right-hand side or 6.

its actual input parameter list.

i+l

i+l is a procedure call and v occurs in

A flowchart is well-formed if for all p in Paths(S), all node s in p, all
variab]e which is needed at s is defined at this node.

This condition can be tested by an algorithm. This decidability result is ob-
vious for a loop-free flowchart S since Paths(S) is finite.
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In the-éeque],“every flowchart will be assumed well-formed.

(3.3) Operational semantics via attribute grammars.

(3.3.1) The tree of calls of a procedure evaluation.

Let us consider a loop-free system

I = <A(x;2Z) = Sp 3 A cod>.

Remark first that Paths(SA) is finite for all A.

Let P = U {Paths(S,) / A <o/} (one insures that Paths(S,) n Paths(Sg) =p

if A =B by taging with A the paths of SA)

-+

One turns P into ancﬁf—signature by letting o(p) = A if p e Paths(SA) and
o(p) ='A1'A2 ... A

p = (;g, Bys Sys «ens 62: gg;) then a(p) = @y Ay ... Oy with a, = A if 6, is

call A(u;v) for some u, v and a; = € (the empty word) otherwise).

K being the list procedure names called in p (formally if

We say that a tree in M(P)A is a tree of calls of A.

Such a tree defines the structure of recursive calls in some computatiéd. The’
variables will be considered as attributes associated with procedures names, and

appropriate semantic rules derived from I will represent their changes of value

“during the computation.

‘Furthermore, local variables will disappear ; they will be symbolically eva-
luated into terms depending on input variabies.

(3.3.2) Construction of an attribute grammar.

For A ined of rank (n,m) we let Inh(A) = {xl,xz,...,xn}.(its set of formal
input parameters), Syn(A) = {21,22,...,zm} (its set of formal output parameters), .
and Attr(A) = Inh(A).u Syn(A). '

Let us also assume that {yl,...,yq} is the set of local.variables of SA.
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We now define @p for each p in ngggi(SA). This formula will be:a. conjunction of
a set of Boolean conditions and of a set of equations rp following the usual restric-
tions concerning the definitions of attributes, so that the relational attribute grar
mar we shall define is very close to an ordinary attribute grammar.

Let p = (s, B1s Syseees 6> sk) € Paths(SA) with So = in and Sk = out. Let
Pis Taseeoaty be the list of indices i such that ei is a call and is of the form
.). Hence a(p) = A1 A2 e Az and o(p) = A.

We assume that 1 < r. <r

1 g < eee STy S k).

In order to define Qp we need a preliminary construction.

This construction will use the set W(p) of attribute occurrences associated
with p and Attr as defined above.

For each i = 0,..., -k, each variable y in {xl”"’Xn’yl""’yq’zl""’zm} we
construct a term t(y,i) ¢ MQ&Z JW(p)) u {1} representing the value of y at the node

s; on any computation sequence following the path p.

Here is the definition of t :
t(y,i) = y(0) for all y in {xi,...,xn} , all i,

We now assume that y ¢ {yl,...,yq,zl,...,zm} :

t(y,0) = L , a constant symbol meaning that y is undefined at So

t(y,i+l) = t(y,i) if ei+1 = ny]] or 6, is a guard

Let us now assume that 641 is an assignment u <« (tl""’tr) with U
then t(y,i+l) = t(y,i) ify ¢ u and t(y,i+l) tj[t(y,i) /yl ify

"
_~
[ =
—
-
-
| =

]
[ -

Let us now assume that 0541 is call B(u;v) with U = (ul,...,un.) and
v = (VyseeeaVoi).

Then

t(y,i+l) = t(y,i) ifyd v and
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t(y,i+l) = zj(h) ifys= vj and i+l = rp. (85,1 is the h-ith procedure

call on ; note that zj(h) is an attribute occurrence).

Note that if y is defined as sy, then t{y,i) does not contain 1 (more pre-
cisely t(y,i) eM(&& ,W(p))) by induction on i otherwise t(y,i) = 1.

We now define Qp as AACp A N&rp where Cp and rp are two (finite) set of formu-
las defined as follows. '

For every i = 1,...,k such that-ei is a guard, say R(ul,...,ur), (or
not (R(ul,...,ur))) one puts in Cp the condition R(t(ul,i),-t(uz,i),..., t(ur,i))
(OY‘ &t(R(t(Ulﬂ), t(uzyi)’---’ t(urdi))))'

We now define.rp. For defining the synthesized attributes at the root, we put
in Fp the semantic rules : |

zi(O) = t(zi,k)
for all i=1,...,m.

For defining the inherited attributes at the successors of the root we put in

T the semantic rules

L

X.i(j) = t(u.i’j)

“for all j=1,...,% (reca]T that o(p) = A1 A2 ces AQ)’ all i=1l,...,n where the rank

of Aj is (nj,mj) and Uy is the i-th actual input parameter in the corresponding pro-

cedure call, i.e. 6. .
. r.
J .
Note that these semantic rules assign to formal input parameters the values of
the corresponding actual input parameters. This definition makes very clear the pa-
rameter passing rule that is considereq,and is very close to actual implementation.

Note also that the local variables have disappeared ; they . have been replaced
by terms denoting their values.
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(3.3.3) Example

Consider the system I' of example (3.1.4). There corresponds to I' the {A,B}-
signature

Py ¢ A->A
Py B+~ A
p3:e->B
Py * AB -~ B

On fig §., the corresponding’semantic rules are shown as usué] with the additional
convention that if one has an arc a(i) - b(j) on the graph and no equation with lef
handside b(j) then one has, implicitely b(j) = a(i). O
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xq(1) = h(x1(0)) x2(1) = h(x4(0))
2(0) = f(x1(0),2(1)) x3(1) = g(h(xy (0F,F (#1057, (0,
o) “p,

Fig.9
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Let GZ be the relational attribute grammar associated in this way with a loop-
free system £ of recursive definitions.

Let D be the attribute dependency scheme associated with{rp}pepin the usual
way.

{3.3.4) Theorem :

Let I be a loop-free well-formed system of recursive definitions.
(1) DZ 18 an  attribute dependency scheme of type L.
(2) For every A inod of rank (n,m), for every interpretation | with domain D,
pr i n g1 15 . .
for every d in D and every d' ¢ Dm, then (d,d') ¢ AI 1ff there exists a tree t in

M(P), such that (d,d') e Ry,p (with Attr(A) = (xl',...,xn,zl,...,zm)).

Sketch of the proof :

(1) By an easy inspection of the formal construction.

(2) Observe first that there is a one-to-one correspondence between M(P)A and
the "story" of derivation;_of the paths PA 5;U“{Pathsn(T) / A 3:T} (c.f. the nota-
tions of (3.2)). Roughly speaking <A,P> is the abstract context-free grammar under-
lying a context-free grammar generating the set PA-from start symbol A. (This is
not exactly so due to the renamings and the substitutions of variables at procedure
evaluation. See (3.3.5) below).

LEtTTA be the corresponding mapping, associating a path with a tree. The result
follows then from the

Claim : For all t in M(P),, all (d,d') in D™ (3,3') ¢ R [ 1ff (3,3') € my(t)y.

t

This claim can be proved by structural induction on t (simh]taneous]y for all

Adned). O

(3.3.5) Some remarks on the semantics of recursive procedures.

The set of paths PA is not a context-free language. This is due to the renaming
of y into y' and the substitutions u/X and v/Z which are performed together with the
graph substitution in a step S + T where call A(u,v) is rewritten (c.f. (3.2.1)).



The set.PA would have been defined without parameters so as to work by side-
effect on a set of global variables.

Rather than formal definitions we give a representative example. -
Example.

Let A = SA

be the recursive procedure working on the set {xl,xz,x3} of variables
where S, is shown on Fig.10. | o

o N

The set PA is genérated by the following context-free grammar :

A6 6

1 925 983

A~ 64 s A 65

where 61 cen 65 stand for instructions

) ¢ P(xq) not (p(xy)) |[:8,
62 : x1¥: f(x1;x2) call A
83 : Xo *'g(xz,x3) X« g(xl,xz) :0g

Fig. 10
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as shown on Fig.10 and ";" is used, instead of names of nodes (as in (3.2)) to

separate instructions.

ol n
Hence PA —{84 61 62 63 65 / n =0},

3 3

It is easy to verify that the relation AI ¢ D” x DY computed by A in an inter-

pretation I is U{pI / P e PA}. 0

Let us now go back to our recursive procedures with parameters, local variable
and no global variable.

The renamings and substitutions incorporated in the replacement of call A(u,v)
by SA (c.f. (3.2.1)) could be simulated by an infinite set of context-free produc-

tion rules with non-terminals of the form (A,u,v).

Hence PAB"context-free", in an extended sense where finitely many "production
rule schemes" represent an infinite set of production rules.

(3.4) Application to partial correctness.

Let (Z,A) be a scheme over (éﬁ{,cge,gyi) of rank (n,m). Let ¢(x) and y(x,z) be
formulas of some logical calculus  constructed over @zu @%

Let I be an interpretation with domain D. We say that(Z,A)°is partially correct
wor.t. (¢,9) in I if for all d in D", a11 @' in D",

if ¢(d) holds, if (d,d') A; then y(d,d') holds.

This property is called ¥- partial correctness in [Gal81] where other
correctness conditions were considered.

Note that A is partially correct w.r.t. (¢,p) iff it is w.r.t. (true,¢ => ¢).

Given (Z,A) and (¢,p), we define a specification 6 for Gz as follows :

A . -

6 ¢(x) => Y(X,2)

eB . true
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for all B insd, B = A.

For any interpretation I, it is clear from theorem (3.3.4) that (I,A) is
partially correct w.nt. (¢,4) iff Gy is valid for 6.

Hence the proof methods derived from theorems (2.2.5) and (2.4.3) can be
applied to GZ and 6 and yield sound and complete methods for estabishing the'
partial correctness of (I,A) w.r.t. (¢,¥).

‘ It is interesting to compare'the inductive specification 6g of theorem (2.2.5)
with the inductive assertions defined by Gallier [Gal 811 to establish the comple-
teness of his method.

We do it on an example.
(3.4.1) Example

Let A(x;z) = SA be a recursive definition such that SA is the flowchart shown
on Fig.1ll, The interpretation is. the domain of integers with the usual operations.




58

-
3

.Y1<-x |
.y1>0 yl_o
o
Ay; 5 ¥p)
B
y2+.y2X
Z<—_y2
out
Fig.11 A
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We shall prove the partial correctness of A with respect to (¢(x).¥(x,z))
where '

$(x) :x=20

Y(x,z) : zz1 and I(x+1)/27 divides z, (where lyldenotes the least integer
y' such that y'zy). ' : ‘

Since A(x;z) defines z = x! whenever x > 0 its partial correctness follows
from an easy arithmetical argument. Gallier's method consists in finding predicates
¢A(x), wA(x,z) and qa(x;yl) such that, for all XsY1s¥p *

(1) 8(x) => g5(x)

(2) ¢A(x) and x =0 => wA(x,l)

| (3) &A(x) and  x >0 => qa(x,x-l) and ¢A(x-1)
(4) g (x.y7) and w(y1.¥,) => Yp(XaYpeX) |

(5) o(x) and y,(x,z) => y(x,2).

Intuitively ¢A is an input predicate and wA is an input-output predicate for
A such that A is partially correct w.r.t. ¢A’ wA. The predicate qa(x,yl) is a re-
lation that is satisfied for all computation from in to a in SA (by (3)) and is
sufficient to insure the validity (with respect to wA) of every computation in SA
from o to out. (By (4)).

Conditions (1) and (5) say that (¢A,wA) is stronger than (¢,y).

Conditibn (2) states the correctness w.r.t (¢A,wA) of the computations of SA
following the right most path (see Fig.10).

Conditjons (3) and (4) state the same thing for the computations following the

left most path, if one assumes the correctness of the call to A on this path, and
by using q as an intermediate predicate. ’

Note that g, can be eliminated between (3) and (4) i.e. that the conjunction of
(3') and (4') is sufficient to establish the partial correctness of A w,r.t.(¢,¢) :
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(3') 04(x) and x >0 => ¢, (x-1)
(4') 04(x) and x>0 and yy(x-L,y,) => ¥y (x:¥,x)

The completeness theorem of [Gal8l] shows that one can take for ¢A the predi-
cate true and for wA the input-output relation defined by A i.e. wA(x,z) iff x20
and z = x !,

The following formula being false:(in N ) :

(x) ¥x,y [x,y >0 and rx/27 divides y => r(x+1)/27 divides x.y]
(it suffices to take x = 12, y = 6) one cannot simply take ¥ instead of wA. This is ¢
example of the frequent situation where for doing a proof by induction, one needs

an inductive assertion which is stronger than the one to be established.

Let us now do this proof of partial correctness in terms of attribute grammars.
The relational attribute grammar associated with A consists of two "productions”.
The first one is Py with profile <A,A>. The associated relation Qp is

1
x(0) >0 and x(1) = x(0)-1 and 2z(0) = z(1).x(0).
The second one is Ps of profile <e,A> with relation Qp :
» 2
x(0) =0 and 2(0) =1

The'specification (¢>¥) is now written as a unique formula ¢ => y that we denote
by 6 and is : :

X20=>2z21 and "(x+1)/2" divides z
Since (%) is false in IN so is

*p, and 8[x(1)/x,2z(1)/z] => 8[x(0)/x, z(0)/z]

hence 6 is not inductive.
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The completeness theorem (2.2.5)shows that in order to prove the validity of
the relational attribute w.r.t. 6 (hence the partial correctness of A w.r.t. (o59))>s
it suffices to prove that 65 => 6 where 64 is the strongest valid specification,which
is nothing else by theorem (3.3.4) than the input-output relation of A.

It follows that gy coincides with ¢p => ¥y where ¢,, y, follow from Gallier's
" completeness proof.
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( 4) Application to recursive applicative procedures

Whereas the operational semantics of recursive imperative is unique, it is wel
known that for recursive applicative procedures there are several evaluation strate
gies (call-by-name, call-by-value, left-most outer-most, etc...) yielding possibly
different results. These facts have been investigated by Cadiou [Cad75], Vuillemin
[Vui74], Downey and Sethi [DS76] among others.

We introduce a class of recursive applicative procedures (defined in terms of
program schemes), a call-by-value and a call-by-name ccmputation rule, and for each
of them the construction of -a relational attribute grammar representing the corres-
ponding semantics. Proof methods for establishing the partial validity follow im-
mediately and yield completeness results which are new to the authors' knowledge.

(4.1) Recursive applicative procedures and their computation rules.

(4.1.1) Definition (Recursive applicative procedures, interpretation).

Let gand 9% be as in section 3.

Let ¥ be a finite set of function symbols with arity (y in ¥ has arity p(y) 21

A system of recursive applicative procedures is an object Z=<¢(x1,...,x‘wafsw;¢EW>

where for each y in ¥ , s is a conditional expression i.e. an expression of the

v
form (c1 T 810 €y T Spsaaes € »»sn) where CqseensCy, are Boolean combinations of
elements ofgg?(xk) (we Tet k = p(v)) and s;y...,5, ¢ M(Zu ¥, X,). A longer but

more intuitive notation for s, would be :

\J
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if c, then s, elseif c, then s, elseif ... elseif c then s,

Note that we are defining deterministic recursive procedures.

An interpretation for I is an object I exactly as in section(3). D

(4.1.2) Defjnﬁtions (computation as a sequence of rewritings)

There exist many computation rules (call-by-value, call-by-name) all of them
expressed as specific ways of applying rewritings in a certain rewriting system
working on expressions, Boolean expressiohs, terms in M(&Zu ¥,X)) where values
from DI have been substituted for variables.

The basic steps of this rewriting system are the following ones :

.1 For conditional expressions :

(true + S1s €5 *Spsaes O > sn) > 5y
(false » S1s Co > Spseens Cp > sn) > (c2 * Spsee.s Cp sn)

II For Boolean expressions :

true and e, 1

false and e1 + false

-+ e

true or e; true

falise or e > el-

not (true) + false

not(false) » true

Hence we have introduced sequential and and or. One could also add the rules ey and
ralse - false and e, or true + true (defining parallel and and or, c.f. Vuillemin
[Vui75] but we do not here.
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111 For terms with leading function symbol inéﬁgtiizx

f(dps...0d,) > d

1’..

if fe FuR, k=op(f), dpse..nd, € D]

1°°° %k

d = fI(d .,dy) (note that d is true or false if f 5@9?)

IV For terms with recursively defined leading function symbol :

w(el,...,ek) > sw[el/xl,...,ek/xk]
if e ¥, k=0(y), epse..r & c MSEu ¥,D))

Remark : A1l rules of groups I to III reduce the size of the term to which they
apply. Hence they necessarly terminate.

As usual a basic step can be performed on a subexpression of some expression.
We shall denote by 3 the transitive and reflexive closure of the rewriting relation

thus associated with all rules of groups I to IV.

It is well-known (see Vuillemin [Vui 75}, Cadiou [Cad 75]) that there exists
atmost one element d if DI such that

and we shall denote it as wI(dl,...,dk). This notation defines wI as a partial func-
tion D? > DI' It is the function computed by ¢ in I.

For every expression e, several basic steps of computation can be applied.

A computation rule is a way to select for each expression e which of all pos-

sible computation steps will be applied.

Hence every computation rule % defines a restriction .5 of 3 . It follows
that the function defined by y in I with G i.e. ¥ (g Such ‘that

wlf%z(dl""’dk) =d iff w(dl,...,dk) d

'(SQH‘



is a restriction of wI, i.e. wa%g c wI, gnd the 1nequa]1ty may be strjct.
We shall introduce two specific computation rules, the call-by-value and the
call-by-name. Other ones can be found in Vuillemin [Vui 747.

(4.1.3) Definition : Ca]l-by-va]ue{’

. This computation rule can be specified as follows, by saying how to evaluate
. .@n-expression : £

(1) For every conditional expression of the form
(c1 * 515 Cp > Sps -ees Cp sn)
evaluate <y into cq and then apply a rule of type I to (c1 * $7:Cy > SpyensCp Sn)'

(2) For a-Boolean expression c[el/xl,...,ek/xk] where ¢ is a Boolean combina-
tion of elements ofég?(xk) such that X seeeoXy all occur in c and
€ys--028) € M(é@fu W,DI), evaluate €1s-nes8 into dl""’dk and then apply rules
of type II and III to c[dl/xl,...,dk/xkj.

'

(3) For a term of the form f(el,...,ek) with f ¢ éz;, €558 € M(F u W,DI),
evaluate CEREREL into dl”"’dk and then apply a rule of type III to f(dl""’dk)‘

(4) For a term of the form w(el,..},ek) with Y € Wk,el;...,ek e M(Fu W,DI)
evaluate IERRREL into dl""’dk and then apply a rule of type IV to w(dl,...,dk).

This is a (partly informal) recursive definition of a procedure evaluate which
defines an interpretor for this "programming language". It is very close to the clas-
sical LISP interpretor (Mc Carty et al. [MC681).

We shall denote by Y1 val the mapping defined by ¢y in I with this computation
rule, called the call-by-vaTue.

Examples can be given where Y1 val * 128 (See example (4.3 ) below).
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(4.1.4) Definition : Call-by-name.

It can be specified in a similar way as follows :
(1') as (1) for call-by-value.

(2') For a Boolean expression of the form not(e;), e; and e,, e, or e, evaluat
€ first and then apply a rule of type II.

For a Boolean expression of the formé@?(el,..., ek) for K ecﬁ?k, evaluate
eys...,€, and then apply a rule of type III.

(3') as (3) for call-by-value.

(4') For a term of the form e = w(el,...,ek) with ¢ ¢ L € seres€p€ M(Futi!,DI
use a rule of type IV at the left most position i.e. replace e by sw[el/xl,...,ek/x

This computation rule is called the call-by-name, and defines a function

lpI,name’

It can be shown that wI name - wI. Vuillemin [ Vui75].

(4.1.5) Remark :

~ Using rules (1), (2'), (3) and (4) would give another computation ru]e‘%i such
that '

Y1,val € Y1,% € Y1,name

with possibly strict inclusions.

(4.2) Defining wl,!il‘éﬂi wI,name by attributes

(4.2.1) A relational attribute grammar to compute Y1 val

o

Let £ be as in (4.1.1).
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‘We defined an abstract context-free grammar <¥,P> where ¥ is the set of pro-
cedure symbols of I and P is defined as follows.

For every ¢ in ¥ with definition

sw = (c1 >S9 Gy TSy s € sn)
for every i in {1,...,n} we'introduce a symbol pw'% in P of sort y and of arity
wl wz...wk where wl,wz,...,wk isthe sequenceof symbols™in ¥ appearing insi inthis
order when S5 is written linearly in Polish postfix notation.

Hence P is a Y-signature.

Let us associate with CseensCp in sw the following logical formulas :

‘For i = 1,...,n we define c to be the logical formula express1ng that the i-th
case of the conditional express1on holds, namely :

1749

¢ = mot(c,) and c,

c! =.not(c1) and not(cz) and 3 ggg(cn_z) and c,

This precise writing of c% is relevant since we shall use a "sequential" non
commutative and-operator.

-In order to simplify the notations, for P =P i in P, it will be convenient
to denote by sp the term S5 of sw and by cp the logical formula c (also defined
w.r.t. sw ; see above).

We now proceed to the definition of our relational attribute grammar.

Although this is not necessary in a re]atioha] attribute grammar, the éet
Attr(y) of attributes of y will be splitted into Inh(y) u Syn(y) wﬁere if p(v)=k,
we let Inh(p) = {x},...,x,} and Syn(y) = {zw} (this attribute will define the value
of y for input values held by the inherited attributes).
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The definition of ¢p will use an auxiliary mapping denoted by Dec (for decom-

position).

Let t ¢ MEu W,Xk) ; let WisWpsonosWy be the list of all nodes of t (viewed
as a tree) where a symbol of ¥ occurs ; the nodes are formally defined as Dewey
words and they are listed in post-order i.e. in the order corresponding to writing
t in Polish postfix notation.

For every node u of t, we define a term Dec(t,u) as follows :

Dec(t,u) = a if u is a leaf 1a5e1ed by a in 52%,

Dec(t,u) = x(0) if uis a leaf labeled by x in X,

Dec(t,u) = f(Dec(t,ul),...,Dec(t,uh)) if u is labeled by f in g, h > 1,
Dec(t,u) = zw(i) ifus Wi, 1 <1< and u is labeled by y.

Note that Dec(t,u) ¢ M(F,W) where W c {a(i)/i ¢ N, a ¢ Attr} i.e. can be consi-
dered as a set of attribute occurences.

For p e P, we now define Qp as the conJunct1on of a Boolean condition B toge-
ther with a set I'_ of semantic rules defining some attributes in terms of other ones
as in ordinary attribute grammars.

We let Bp be the formula
cp[xl(O)/xl,...,xk(O)/ka

We now define Pp as a set of equations, called semantic rules. We first put in
Pp the semantic rule

2,(0) = Dec(s_,0)

P

which defines zw at the root of p.

" We need the semantic rules defining the inherited attributes (corresponding to
the formal input parameters of the procedure symbols appearing in sp), and we put
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in rp the rules

: Xi(J) = %(tpawjj) ,
foralll<j<g,alllscics p(¢j) where wj is the procedure symbol occurring at
wj and WiseooaWy is the list of nodes in sp where some symbol of ¥ occurs (in pbst-
order).

Hence we have defined a relational attribute grammar Gz 1° <¥,P,0,I> where I
is any interpretation for £. '

With these notations we have :

(4.2.2) Theorem :
If e ‘Pk, if d e DII< then, for all d' in DI R ',pI va](a) =d' Zff there exists
te M(P), such that (d,d') « R

t,I.

Thé proof of this theorem will be based on the following lemma, stated with
the notations of the definition of 2, '

(4.2.3) Lemma :

Let (ﬁ)w .y be d f&ﬁily of functions, ¥ : D?(w)-rDI . Let pe P, iet
dl""’dk € DI’ let d' = a(sp) where for t e M(¥ u<§Z,Xk),,q(f)Adknote the value
oft[dl/xl,...,dk/xk] computed in 1 with | interpreting each symbol Y of VY.

Let v : W(p) » DI be the assignment such that v(iw(O)) =d', v(xi(O)) = di
for i = 1,...,k, v(xi(j)) = a(sp/wji)and v(z¢j(j)) = a(sp/wj) then v satisfies

all the equations of Fp.

Proof : .It can be shown by induction on u that :
a(t/u) = Qgg(t,u)I[v(w)/w ;s we W(p)]

for all t and u as in the definition of Dec(t,u).

¢

The result follows then from the definition of Fp. a ~
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Sketch of the proof of theorem (4.2.2) :

Let ¥, va](a) = d'. We construct a tree of calls t in M(P)w and an assignment
v : W(t) > D which satisfies o, and such that v(x,(0)) = dj» v(Zw(O)) =d', by
using an induction on the length m of a call-by-value computation vy :

y(d) ¥ d'.
We first define v(xi(O)) = d; and v(zw(O)) =d’'.

Let Sw = (c1 > S15 C) > Sps wuay O > sn). The first steps of y consist in
se]ecting some i ¢ {1,...,n} such that c% is true for d. There is a unique one

say io and let p = P; v Hence v satisfies Bp.
0’

If sp has no occurrence of symbols in ¥, then p is of arity e, we let t = p
and since sp[a] evaluates to d' in I., v satisfies Ty which is reduced to the single
equation

2,(0) = s,0x;(0)/x35 1 5 1 5 p(¥)]

We now assume that a(p) = ¥ Voo by -

. 1
vi 2w @150 () foran i =1,...9

Then the remaining of vy, namely v' : s, [d] > d' consists of computations
L
By the post order ‘enumeration of Wiseo oWy the computation Y; does not use
the result of any vy, for any i' > i.

By induction hypothesis, there exists trees tl""’tz in M(¥)

w e 00
and ;ssignments ViseeesVy respectively associated with Yyseers ¥ 1

g
We let t = P(tys...5tp) and v(a(iw))= v;(a(w)) for all i=1,...,2, all a(w)eW(t;
By taking (ﬁ)wew such that ¢ = ¥y ya) €xtended into a total function in an

arbitrary way if necessary, we can apply Temma (4.2.3) which shows that v satisfies
the equations of rp.

Finally v satisfies oy (since by induction v; satisfies oy ).
: 't
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Conversely, let t ¢ M(¥) , let v be a valid t-assignment, let
d = (v(x{(0))5... v(x,(0))) and d' - v(zw(O)). We must show that wI’!El(a) =d'.

The proof is an induction on the structure of t, and consists in reversing the
‘one of the first part. [

Hence we have shown how to represent by a relational attribute grammar the
call-by-value semantics of our recursive procedures.

By inspecting the definition of rp one can establish

(4.2.4) Proposition :

The attribute dependency scheme associated with the sets of semantic rules

(r.) of GZ I 8 of type L.

I“p peP

Applications to the proof of partial correctness follow immediately. Let us
give an example. '

(4.2.5) Example. !
Let I consist .of the following equation.
y(x) = if q(x) then f(x,a) else f(y(v(f(x,b))),c)

For the interpretation I with domain ZZ,qI(x) equivalent to x > 100, fI being the
addition, a; = -10, bI = 11, c; = 0, -one obtains a classical example of Mc Carthy
(see Vuillemin [Vui-75]:

y(x) = if x > 100 then x =~ 10 else y(y(x + 11)).

The attribute grémmar GZ I will use two "productions" Py corresponding to f(x,a)

and P, corresponding to f(y(y(f(x,b),c).

By using x instead of Xq and z instead of z, we get Qp and ¢p shown on Fig.12.

v 1 2
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() b — : Z{/// (}— - (E:}
GO0+~
q(x(0)) not(q(x(0))
z(0) = f(x(0),a) x(1) = f(x(0),b)
| o 2(0) = (2(2),0)
Production Py Production P,

! Fig. 12
The function wlz!il is such that :
wI'val (x) = if x > 100 then x-10 else if x < 100 then 91

To prove this fact we associate with G

1 the specification 6(x,z) :

(x < 100 and z =91) or (x > 100° ggg- z = x-10)
Let us verify that 8 is inductive.

The condition corresponding to Py is obvious. The one corresponding to Py is

Xy S 100 and X = Xyt 11 and Xy = 24 and z, =1,

and [(x; < 100 and z, =91) or (x; > 100 and z; = xi-iO)J

and [(x2 < 100 and zy = 91) or (x, > 100 and z, = x2-10)J
=> (xo < 100 and z, = 91) or (xO > 100 and z, = x0-10).

This formula can be easily verified. This verification needs to consider the
following cases
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1) x, =89
2) 89 < xo < 99
3) Xq = 100. ' v 0

(4.2.6) Remark.

Theorem (4.2.2) and proposition (4.2.4) could have be obtained as a corollary
of theorem (3.3.4) via a translation of a system of recursive applicative proce-
dures into a system of imperative ones.

We do not define it formally, but we only indicate the general idea and present
an example. - _ ~

Every ¢ in-wk will be replaced by a procedure Aw(xl,...,xk H zw) of rank(k,1).

By introducing some local variables, the definition sw of Y can be translated
into a loop-free flowchart Sw. This translation is based on that of term written in
Polish post-fix notation into a sequence of assignments, which is rather obvious.

It is interesting to note that the relational attribute grammar Gz I associa-
ted with a system I of recursive applicative procedures coincides with the one as-
sociated with the translation of £ into a system of imperative ones.

If we app]y this method to the recursive definition of example (4.2. 5; we get
for Sw the flow-chart of figure 13. 0O

(4.2.7) Remark.
The construction of Gz I associated with I is essentially the same as that of

[DPSS 77 1 associating an L-attribute grammar with an I0-macro grammar, also used
in [EF 81] for a similar purpose.
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>

q(x) _ not (gq(x))
|
e L
Aylyy s ¥p)
Aplyp 5 )
z « f(y,c)

out
Fig.13 A, (x:2)

(4.3) The case of Y1 name*

Let us first recall that Y1 name - g and that V1 ya1 €3N be strictly smaller
than y; by means of the following example (Cadiou [Cad75]):

Y(x,y) = if x = 0 then 0 else Y(x-1, Y(x,y))

whereas wI,name (1,0) = 0, wI,va1(1’0) is undefined due to the sequence of recursive
calls : -
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¢(1,0) - ¥%0,p(1,0)) » ¥(0, ¥(0,¥(1,0)))

Let us consider the re]at1ona1 attribute grammar assoc1ated with this recursive
def1n1t1on by the construction of (4.2.1). It is shown on figure 14.

. ()
B O——0 —Q
; )y y .
l OG- —@—g
x(0) = 0 (condition) x(0) > 0 (condition)
z(0) = 0 _ x(2) = x(0) -1
production p; ' production p,

Fig.14

The call-by-name computat1on of wI(l 0) into O can be represented by the "partial"
tree with undefined (1) attribute occurences z(1) and y{2) of figure 15. This is
not a tree in M({pl,pz}), it corresponds to an incomplete derivation, due to the
fact that ¢(0,y(1,0)) evaluates to O without needing to evaluate the inner call
(to v(1,0)).

nﬂﬁ__l

lo/m ____\

Fig.1$

By using the classical Q-trick (or i-trick) used for recursive applicative pro-
gram schemes,
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(4.3.1) Construction of a relational.attribute grammar modeling call-by-name computa:

Let £ be a system and let P be associated with £ as in (4.2.1).

/ Ve ¥} where , is a new symbol of arity ¢ and of sort y.

Let PQ = Pu{Q

| v

We introduce a new constant 1 and for every interpretation defined w.r.t.
(& R) we define I, with respect to (G 11b.R) -

=4 | (hence we do not distinguish between the constant symbol .
and its value in Il)

(=8
~
]

fI(dl,...,dn) if dl""’dn € DI

=41 if any of dl""’dn is ¢

for f ¢ éﬁZLJégg

Note that foréggincg%h,égQI is a mapping : D? + {true, false, 1}.
. 1 1 '

The Boolean operatorswill satisfy ‘(t_ogether with the usual Taws) the following one

not(i) = 1
Land x = 1 » true and 1+ = 1 , false and 1 = false
Lor x=. » true or L = true, false or + =1

for all x in {true, false,1}.

-For p=q we let & be the uniqye<pondition::

12 P

z,(0)

1]
[

"
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and for.p in P, Qp is the. conjunction the equations of Pp (as in (4.2.1)) together
with the condition Bé '

cé [xl(O)/Xl,...,xk(O)/xk] = true . R

which holds iff the left hand -side evaluates to true and neither to false nor to L.

We shall denote by Gg I this relational attribute grammar. The idea of its cons-
truction is.that the incomplete tree of Fig.14 becomes a complete tree in M(PQ) shown
on Fig.16 and all its attributes get a value, possibly 1:

\

1_0_y—0

[ 1_0_Q_1_0.13_0
)7 €

Fig. 16

The proof that Gg,l défiﬁes wI,hame will Fequire some lemmas.

The following lemma is an immediate consequence of definition (4.1.4), although
a thorough proof would be lengthy. '

(4.3.2) Lemma :

Let Y € ‘yk, p = pqJ ;€ P (see construction (4.2.1)), . i
let sw = (cl * S5 Gy > Sphenes € > Sisall, C > sn),Zet t = sw[el/xl,...:ek/xkj
where €15+ 58 are in M(Fu v, DI)' We shall abbreviate this into t = sw[e].

Let vy ct3dbea ecall-by-name computation of t with de DI'

It 28 necessarly of the form Y' 5Y" (we denote by ";" the concatenation of com-

putation sequences),

where y' ¢ SIP[éj 3 S’i[é] for some i = 1l,...,n and v" : S_i[é] 3 d. and

YT Yp 5 eees Yy where Y; evaluates Cj’ j=1,...,1 ("evaluated' is taken in
the sense-of definition (4.1.4)). Along v', some of €15-..,8 are evaluated getting
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o tnge v Dy, others are not. Let d., be this value in the former case and di' =1

Llee I,

irothe latter (' = ly...,K). Let d = (dl""’dk)'

[g]
~—
o
(-]
H

false for all j = 1,...,i-1

g
r—
o
s
i

true

c%[a] = true.

The following lemma is an adaptation of lemma (4.2,3) to thg call-by-name case.
(4.3.3) Lemma :

Let (&)wew be a family of monotone functions ¥ : D?(w) > DIL.Let p and v be as

in lemma (4.2.3) with DI instead of DI’ then v satisfies all the equations of Fp.
1

" This theorem is analogous to theorem (4.2.2) and is statedwith respect to the
Q .

attribute grammar GZ I°

(4.3.4) Theorem :

(d'=)

Let Y e ¥, de D%. For aiZ d' zn DI s Vg name(a) = d' Iff there exists
a tree t in M(Pﬂ)w such that (d,d') « Rt,Il'

Proof : Let Vq name(a) = d* =.1. There exists a call-by-name computation vy :

w(d) B d'. We show the existence of t by induction on n, and for all d in (D v {l})‘
(and not only for d in D?), and, of course, for all y in Vv (and k = p(y)).

The computation y is of the form :
= <,=. n-1
v(d) -~ Sw[d/X] - d'

By lemma (4.3.2) the last n-1 steps of y can be written y';y" (where y' and
y" are as in (4.3.2)). Hence y" is of the form si[a/ij T d* withm < n.

Let p = pw’i'and a(p) = ¥y... Y.
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The tree t we are defining will be of the form p(tl, tg) where tl""’tz
- are associated (by 1nduct1on) to computations of wl( Yo veus wz('-) respectively.
Let us precise this point.

Let us remark that for certain subterms s of 51, one can "extract" from Y" a
call-by-name computation s{d/x] h d of length h < m, with d ~DI (dS 1). For
others, this is impossible ; this means that their value is not needed for the eva-
luation of s, [a/i] (the call-by-name strategy allows such a situation). In the lat-
ter case we take d

g the list of nodes of sp where some symbol of ¥
occurs, so that wj is the left-most symbol of sj = Si/wj‘

Consider now Wis Wosaens W

If d = 1 then we set t. = Q . Otherwise, let ds consider sj = P

|J ' ' o
and let d (djs...5dp.) where dj' “qrj-

J.(r‘l,...,r‘k.)

One can extract from y" a call-by-name computation :

p.(d) B d;.\ with m'sm:

Onetakesfbrtj its associated tree (by induction since m' <m < n).

Hence we have defined t = p(tl,...,tg). We need only verify that (d.,d') e'Rt I
Using induction again we only need to verify that @p holds "at the root of t".

Lemma (4.3.2) shows that the Boolean conditidn B&lholds.

. A
That the equations of I'_ hold is a consequence of lemma (4.3.3).

p
Conversely, it is easy to construct from t in M(P )w such that (d,d') e Ry, 1
a call-by-name computation y(d) 3 d' to which the tree t corresponds by the f1rst
part of the proof. O .

Since we have characterizations of wI val and wI name in terms of attribute
. 3 9
grammars, the proof methods of section 2 apply and yieTd complete proof methods
for the partial correctness of recursive applicative procedures.
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This seems to be a new result for wI name"

of Gallier's results via the transformation of remark (4.2.6)

The case of y; ., isa consequence
t ]

(4.3.5) Remarks.

Here is an example showing that the computation of wl’name(a) by means of Gg,l
avoids certain duplications, hence is shorter than its evaluation by call-by-name
rewriting sequences. The reason is that'the evaluation by means of attributes cor-
responds to a certain sharing of duplicated subexpressions. Consequently, this cons-
truction fails for call-by-name computations of non deterministic schemes.

We note by passing that Gz,I works for call-by-value computations of non-
deterministic schemes (the construction of remark (4.2.6) also works in this case).

Let £ be the following equation :

p(x,y) = if ax:then f(y,y) else ~ Wihx,p(gx,hy)
In a call-by-name computation of the form

y(d,d') ~ y(hd, y(gd,hd'))

+ f(v(gd,hd") , ¥(gd,hd"))

the two occurences of y(gd,hd') are computed separately.

In the computation by attributes one evaluates the tree shown on Fig.l7 where
t' corresponds to the evaluation of y(gd,hd'). This tree t"t[g;duplicated as was
" y(gd,hd') in the call-by-name computation. In other words, the computation by attri-
tutes corresponds to an implementation of recursivity by sharing as in Vuillemin
Cvui 751.
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Fig. 17

If now the definition of y(x,y) is augmented by some alternative cases making
it non-deterministi¢, the two occurrences of ¥(gd,hd') may be evaluated into two
distinct values and this cannot be handled by the attribute grammar. [

(4.3.6) Remark :

We claim that the computation rule ?gfof remark (4.1.5) and the computation
rules dealing with parallel and and or (see definition (4.1.2) and Vuillemin [Vui75])
can be formalized with appropriate attribute systems.

In each case a complete inductive'assertion proof method can be derived from
the corresponding formalization. g '
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